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Large deviations for Markov processes with stochastic resetting :
analysis via the empirical density and flows or via excursions between resets

Cécile Monthus
Institut de Physique Théorique, Université Paris Saclay, CNRS, CEA, 91191 Gif-sur-Ywvette, France

Markov processes with stochastic resetting towards the origin generically converge towards non-
equilibrium steady-states. Long dynamical trajectories can be thus analyzed via the large deviations
at Level 2.5 for the joint probability of the empirical density and the empirical flows, or via the
large deviations of semi-Markov processes for the empirical density of excursions between consecutive
resets. The large deviations properties of general time-additive observables involving the position
and the increments of the dynamical trajectory are then analyzed in terms of the appropriate Markov
tilted processes and of the corresponding conditioned processes obtained via the generalization of
Doob’s h-transform. This general formalism is described in detail for the three possible frameworks,
namely discrete-time/discrete-space Markov chains, continuous-time/discrete-space Markov jump
processes and continuous-time/continuous-space diffusion processes, and is illustrated with explicit
results for the Sisyphus Random Walk and its variants, when the reset probabilities or reset rates
are space-dependent.

I. INTRODUCTION

The recent interest into stochastic resetting (see the review [1] and references therein) can be explained via its many
applications : within the field of intermittent search strategies (see the review [2] and references therein), the resetting
procedure is clearly the simplest one; jump-diffusions processes have been also much studied in mathematical finance
[3, 4]), in biology for integrate-and-fire neuronal models [5, 6] and in ecology to describe fires [7] or soil moisture [8, 9];
finally, for open quantum systems, the unravelling of the Lindblad dynamics in terms of quantum trajectories involve
quantum jumps that are analogous to resetting procedures [10], and it is thus interesting to better understand the
similarities and differences with resetting in classical stochastic models [10-12].

Besides all the possible applications, another motivation to study stochastic resetting is that the resetting procedure
towards the origin will generically produce a non-equilibrium steady state localized around the origin, even if the
process without resetting does not converge towards a stationary state [1, 13]. In the present paper, our goal will
be thus to characterize Markov processes with stochastic resetting via the recent progresses made in the field of
large deviations for non-equilibrium steady-states (see the reviews with different scopes [14-22], the PhD Theses
[23-26] and the HDR Thesis [27]). The large deviations at Level 2.5 has emerged in order to characterize the non-
equilibrium steady-states via the joint distribution of the empirical measure and of the empirical flows. While the
theory of large deviations has a long history (see the reviews [28-30] and references therein), the explicit forms of rate
functions at Level 2.5 have been obtained more recently for discrete-time/discrete-space Markov chains [23, 30-32],
for continuous-time/discrete-space Markov jump processes [23, 26, 27, 33-43] and for continuous-time/continuous-
space diffusion processes [26, 27, 36, 44-46], while the generalization to the Lindblad dynamics [10, 11] offers new
possibilities to analyze open quantum systems. This Level 2.5 formulation plays an essential role, because any time-
additive observable of the dynamical trajectory can be reconstructed via its decomposition in terms of the empirical
density and of the empirical flows. It is thus closely related to the studies focusing on the generating functions
of time-additive observables via deformed Markov operators, that have attracted a lot of interest in various models
[10, 11, 14, 19-22, 24, 27, 46-71], with the formulation of the corresponding ’conditioned’ process via the generalization
of Doob’s h-transform.

In the field of stochastic resetting, large deviations have been already considered for time-additive observables of
various processes [1, 72-76]. In particular, for the special case of time-additive observables involving only the position
in one-dimensional diffusion models with a uniform resetting rate, the studies [72, 75] have used the decomposition of
the dynamical trajectory into excursions between resets in order to relate the generating functions with and without
resetting. As a consequence, besides the analysis of large deviations at Level 2.5 for the empirical density and of the
empirical flows mentioned above, we will also consider the large deviations for the empirical excursions between two
consecutive resets. These two points of view will be then used to analyze the large deviations of the most general
time-additive observables involving both the position and the increments of the dynamical trajectory, when the reset
probabilities or reset rates are not uniform anymore but space-dependent, since this is relevant in many applications
[6, 7,9, 77-80].

Let us now describe in more detail the organization of the paper and mention the equations numbers where the
main results can be found.



A. Discrete-time/discrete-space Markov chains in sections IT and III and in Appendix A

In section IT, Markov Chains in discrete time and discrete space with space-dependent resetting probabilities (Eq.
2) are analyzed via the large deviation at Level 2.5 for the empirical density and flows (Eq. 8) and via the large
deviations for the empirical excursions between two consecutive resets (Eq. 18). The generating function of general
time-additive observables (Eq. 27) is analyzed via the tilted dynamics (Eq. 30), via the generator of the conditioned
process obtained as the generalization of Doob’s h-transform (Eq. 51) and via the probability of excursions between
resets of this conditioned process (Eq. 62).

In section III, this general formalism is applied to the example of the Sisyphus Random Walk [77] on the semi-infinite
lattice z = 0,1,2, .., where Sisyphus at position z at time ¢ (Eq 65) can either return to the origin with probability
R, or move forward to the next position (z + 1) with the complementary probability (1 — R, ). Explicit expressions
are given for the existence of a non-equilibrium steady-state (Eq. 71), for the large deviations at Level 2.5 (Eq. 78)
and at Level 2 for the empirical density alone (Eq. 82), as well as for the large deviations of excursions (Eq. 86).
The generating function of general time-additive observables (Eq. 89) is analyzed via the tilted dynamics and via the
tilted excursions to obtain the same explicit result for the scaled cumulant generating function (Egs 95 and 105).

Appendix A contains another application of the general formalism of section II to the Sisyphus Random Walk on
the Cayley Tree of branching ratio b, that generalizes the results of the one-dimensional case b = 1 described in section
I11.

B. Continuous-time/discrete-space Markov jump processes in sections IV and V

In section IV, Markov Jump processes in continuous time and discrete space with space-dependent resetting rates
(Eq. 113) are analyzed via the large deviation at Level 2.5 for the empirical density and flows (Eq. 120) and via the
large deviations of empirical excursions between two consecutive resets (Eq. 127). The generating function of general
time-additive observables (Eq. 133) is analyzed via the tilted dynamics (Eqs 136 and 137), via the generator of the
conditioned process obtained as the generalization of Doob’s h-transform (Eq. 142) and via the tilted excursions (Eq.
146) with the corresponding conditioned excursion probabilities (Eq 149).

In section V, this general formalism is applied to the example of the Sisyphus Jump process on the semi-infinite
lattice = 0,1,2, .., where Sisyphus at position z at time ¢t (Eq 153) can return to the origin with rate r,, move
forward to the next position (x 4+ 1) with rate w or remain at x. Explicit expressions are given for the existence of a
non-equilibrium steady-state (Eq. 157), for the large deviations at Level 2.5 (Eq. 162) and for the large deviations
of excursions (Eq. 172). The generating function of general time-additive observables (Eq. 173) is analyzed via the
tilted dynamics and via the tilted excursions to obtain the same explicit result for the scaled cumulant generating
function (Egs 180 and 192).

C. Continuous-time/continuous-space diffusion processes in sections VI and VII

In section VI, diffusion processes in a force field in dimension d with space-dependent resetting rates (Eq. 193)
are analyzed via the large deviation at Level 2.5 for the empirical density and currents (Eq. 200) and via the large
deviations of empirical excursions between two consecutive resets (Eq. 209). The generating function of general
time-additive observables (Eq. 215) is analyzed via the tilted dynamics (Eq 218), via the generator of the conditioned
process obtained as the generalization of Doob’s h-transform (Egs 221 and 225) and via the tilted excursions (Eq.
233) with the corresponding conditioned excursion probabilities (Eq 235).

In section VII, this general formalism is applied to the example of the continuous-time Sisyphus process (Eq 238)
on the semi-infinite line = € [0, +o00[. Explicit expressions are given for the existence of a non-equilibrium steady-state
(Eq. 242), for the large deviations at Level 2.5 (Eq. 244) and at Level 2 for the empirical density alone (Eq. 246), as
well as for the large deviations of excursions (Eq. 251). The generating function of general time-additive observables
(Eq. 254) is analyzed via the tilted dynamics and via the tilted excursions to obtain the same explicit result for the
scaled cumulant generating function (Eqs 259 and 269).



II. MARKOV CHAIN IN DISCRETE TIME AND DISCRETE SPACE WITH RESETTING

A. Models and notations

In this section, we focus on the Markov Chain dynamics for the probability Py(t) to be at position y at time ¢

Po(t+1) =) Wi P,(t) (1)
y
where the matrix
W;fyset =Way(1—Ry) + 008y (2)

has the following physical meaning. When the particle is at position y at time ¢, two types of moves are possible to
obtain the new position x at time ¢t + 1 :

(i) with probability R, € [0, 1], there is a reset to the origin # = 0, i.e. the particle makes a non-local spatial move
from y to 0.

(ii) with the complementary probability (1 — R,), the particle follows the spatially-local Markov Chain described
by the matrix W, ,, i.e. it jumps towards the some neighboring position = of y with probability W, with the

Yo x,Y»
normalization

> Wa, =1 (3)

Although the case of uniform resetting probabilities R, = R is the most studied in the literature [1], it is also
interesting to consider the case of space-dependent resetting probabilities, where R, depends on the position y either
deterministically or randomly [6, 7, 9, 77-80] since this is very relevant in many applications [6]. In the whole paper,
we will thus consider that the resetting probability is space-dependent.

As stressed in the Introduction, the stochastic resetting towards the origin will generically produce a non-equilibrium
steady state localized around the origin even if the process without resetting does not converge towards a stationary
state [1, 13]. In this section, we will thus assume that the steady-state solution P} of Eq. 1

=S Wi E; (4)
y
exists in order to apply the large deviations at Level 2.5 for non-equilibrium steady-states.

B. Large deviations at level 2.5 for the empirical density and the empirical flows

The empirical 2-point density characterizes the flows between two consecutive positions in a very long trajectory
z(0<t<T)

T
1
LY =5 D Ont)adat-1)y (5)
t=1

It contains the information on the empirical 1-point density that can be obtained via the sum over the first or the
second position (up to a boundary term of order 1/T that is negligible for large duration 7' — 400)

T
_ 1 2 2
o =5 Oama =) =D o (6)
t=1 Y Y
with the normalization

Z pe =1 (7)

For this discrete-time/discrete-space Markov chain framework, the joint probability to see the empirical 2-point
and 1-point densities follows the large deviation form at Level 2.5 [23, 30-32]

_ (2).
Pr(pip) = C(p2;p e ) (8)



with the constraints discussed in Eqs 6 and 7

C(pPs;p) =6 <me - 1) I1 [ <Zp 2 - T> 5 (Zp(f}c - pmﬂ (9)
T T Y
while the rate function involves the kernel W7 of Eq. 2

(2)
(W?:p )1 PEy @) Py 10
-s s () - S S (s 10

T,y

Then one needs to discuss the possible empirical flows pf% due to the Markov chain W, , and to the resetting procedure
in order to obtain more explicit expressions, as explained on the specific examples of section III and Appendix A.

C. Large deviations for the empirical excursions between two consecutive resets
1. Empirical density of excursions between two consecutive resets

A very long dynamical trajectory z(0 < t < T) starting at 2o = 0 can also be analyzed via its decomposition into
excursions between resets. Let us note ¢; with [ = 0,1,.., N — 1 the times where a reset towards the origin occurs
x(t;) = 0, with tg = 0. It is convenient to introduce the durations of these excursions

T =ty — b (11)
and the corresponding internal trajectory for s =1,..,7, — 1
yW(s) = z(t; + s) (12)

between y) (s = 0) = 2(t;) = 0 and yO (1) = 2(t; + 1) = z(t141) = 0.

For large time T, we assume that the density n = % of resets will be finite, so the total number N = nT of
excursions will be large, and we may neglect the fact that the last excursion does not finish exactly at time 7', in
order to analyze the empirical density of excursions of duration 7 and internal trajectory y(1 < s <7 —1)

1N 1
TL[T,y()] = n[Tvy(l <s<T7-— 1)] 7'l7 <H 51/(” (8),y( s)> (13)

=0

The total density of excursions is then

N i
n= =33 nlriy() (14)

T=1y(.)

while the normalization is given by the total duration of the excursions

+oo 1 V-l
PEPWITOES-DILES (15
=0

=1 y()

Note that if we had not neglected the fact that the last excursion does not finish exactly at time 7', there would be a
correction of order 1/T" in Eq. 15 that would be the analog of the boundary correction of order 1/7" that one neglects
in Eq. 6.

2. Large deviations for the empirical density of excursions between two consecutive resets

For the dynamics of Eq. 2, the probability to have an excursion of duration 7 and of internal trajectory y(1 < s <
7 —1) reads
Py )] = P my(L<s <7 —1)] = Ryir_yWy(r—1)y(r—2)(1 = Ry(r—2))--Wy1),0(1 = Ro)
T—1
= Ry | [T Wowis-n (L = Bys-) (16)

s=1



For 7 = 1 corresponding to a consecutive reset towards the origin, there is no-internal trajectory y(1 < s < 7 —1)
and the probability reduces to

Pl =1] = Ry (17)

The framework of semi-Markov processes [23, 32, 81-84] allows to write the large deviations properties of empirical
intervals as follows. The probability to see the empirical density n[r;y(1 < s < 7 — 1)] of excursions between resets
and the total density n follows the large deviation form

PT(’I’L[,],’I’L) T_ﬁ_oo C(?’l[.;..],n)e_TI(n[';"L") (18)

with the constraints of Eqs 13 and 15

“+o0
C(n| )=19¢ ZZ n[r;y(. 1) ZTZH[T;y(.)}fl (19)
=1 y()

T=1 y(.
and the rate function that involves the probability of excursions (Eq. 16)

niriy()
=SSt () 2

T= 1y(

3. Simplifications for uniform reset probability Ry = R

When the reset probability is uniform R, = R, the probability of excursions of Eq. 16 becomes factorized

s form T3y ()] = pI0(T)p2 [y ()] (21)

into the geometric distribution that describes the probability of the duration 7 = 1, 2, .. of the excursion independently
of the internal trajectory y(1 < s <7 —1)

p**(r) = R(1— R~} (22)

while

p;:_onfzg H y(s),y(s—1) (23)

represents the probability of the internal trajectory y(1 < s < 7 — 1) once the duration 7 is fixed, and coincides with
the probability of the unperturbed Markov Chain of kernel W, , starting at y(0) = 0. This decoupling is at the origin
of most results obtained for the case of uniform resetting. In particular, the statistical properties of the durations of
the intervals between resets is completely independent from the configurational part. For instance, the probability of
the total density n = % of excursions simply follows the binomial distribution with its corresponding large deviation
form

n 1—n
Panomzal(n) ol ((?'_ T R"T( R)(lfn)T T_)Oj_oo eiT {” In (E) +(1—-n)ln (1 — R)] (24

On the contrary, whenever the reset probability R, depends on the position y, the duration 7 and the internal
trajectory y(1 < s <7 — 1) are coupled via Eq. 16.

D. Large deviations for time-additive observables via three points of view

In this section, we focus on time-additive observables of the trajectory (0 < ¢ < T') that involves some function o,

= Z (25)



or that involves some function 3, ,

T
1
Br = T ; Ba(t),z(t—1) (26)

In the following, we consider the observable (Ar + Br) and analyze its large deviations properties via the scaled
cumulant generating function p(k) appearing in the asymptotic behavior

Zp(k) =< THAr+Br) 5~ Th(k) (27)
T—+oco
1. Analysis via the tilted dynamics

As recalled in the Introduction, the standard method to analyze the generating function of time-additive observables
is based on the spectral analysis of deformed Markov operators [10, 11, 14, 19-22, 24, 27, 46-71]. Let us recall how this
method works within the present Markov Chain framework. The probabilities of the whole trajectories (0 <t < T)

T
Pla(T), 2(T — 1), ..., x(1),2(0) = 0] = du0p.0 [ [ Wet %1 (28)
t=1

allow to compute the generating function of Eq. 27

T
kY (i + Bty wt-1))

T
Zo(k) =< e =1 > = b0 [ [ et Pumcy)
z(1<t<T) t=1
. (K]
— 171k
= 02(0),0 H [Wm(t),x(tq)} (29)
2(1<t<T) t=1
via the tilted matrix
Wiz]/ = W;:ﬁ;etek(am-i'ﬁx,y) = [Way(1 = Ry) + 62.0Ry) eh(aatBay) (30)

The scaled cumulant generating function p(k) of Eq. 27 will then correspond to the logarithm of the highest eigenvalue
et(F) of the tilted matrix of Eq. 30 that will dominate the propagator

T
[k]) ~ e Tu(k)FlEIfIK)
< x| (W ly > = Tl (31)
where fg[ok} is the corresponding positive right eigenvector
6#(k)fg[ck] — Z Wagkz]/fz[;k] = Z Way(1— Ry)ek(aﬁﬁz,y),:gk] + 020 Z Ryek(aoJrﬁo,y)?:Z[Jk] (32)
Yy Yy Yy

Jis the corresponding positive left eigenvector

eli(k)ly“] — Z llk] 1 y;]/ _ Z llk]W%y(l _ Ry)ek(am+ﬁm,y) + ﬂok]Ryek(ao-&-ﬂo,y) (33)

x x

and where ZNLk

with the normalization

> I =1 (34)

x



2. Analysis via the empirical density and empirical flows

The empirical 1-point density p, of Eq. 6 allows to reconstruct any time-additive observable Ar of the position
(Eq. 25)

= Z Qg Pz (35)

while the empirical 2-point density pg(fz), of Eq. 5 allows to reconstruct any time-additive observable Br of the

increments (Eq. 26)

As a consequence, the generating function of Eq. 27 can be evaluated from the joint probability of Eqs 8 9 10

Tk (Z Oz g + Z Zﬂ$,1}p($2,1)j>
=/Dp.(,2.)/7?p.PT(p(2); Je v vy

oo [l ) o)o( o)

—ZZ%%mQﬁﬁ )wzﬁwﬁ«zzwwaJ
Ty

(37)

Using the constraints, one can rewrite the functional in the exponential in a more compact form involving the tilted
generator of Eq. 30

z (k:)T_ﬁoo/Dp,(f)/Dp.é(;Pm—1>1;[l (ZP@) ) <ZP(2) )

It is convenient to make the change of variables from the 2-point density pg; to the effective Markov-Chain kernel
that would make p_(?_) and p. typical

(2)
ey ()
(38)

=,y Py

~ p(2)
Wy, =2 (39)
Py
to obtain

Zp(k) TiOO/DVTV.,. /Dp.5 (Z Pz — 1) 1;[ [5 (Zy: Wby — pm> 5 (; Wy — 1)]

x

_szyZW oy (%/’”)

z,y

e (40)

The two last constraints mean that 7§m = p, and l~x = 1 are the right and the left eigenvectors of the matrix W

associated to the eigenvalue unity. In order to optimize the functional in the exponential in the presence of the

constraints, it is convenient to introduce the following Lagrangian with the Lagrange multipliers (w[k],yg[pk},/\?gk])

E( L3P.) Zpyzw,u (W ) (pr—1>+2y[k]<ZW,y[)y pm>+z)\[k (Zwmy_1>
:wmzpyl L (V:V >_w[k1+zywv“vz,y— ]+Z)\L’“]<Zﬁ/z,y—l> )

(k]
Ty




Again it is useful to use the constraints to obtain the more compact form

z z W,
LW ;p.) +Zpy l_ZWz,yln <W[k ol k]f,, Ik )
T z,y€

The optimization with respect to the density p,

+ZW(Z M4> (42)

_0LW . 5p) _ : W
0= - dp, %:me n W[k] Wk [ R (43)

yields directly that the optimal value of the Lagrangian will simply be given by the Lagrange multiplier w(*! that
should thus coincide with the scaled cumulant generating function p(k) of Eq. 27

o7t = W = (k) (44)

In addition, the solution of Eq. 43 reads using Eq. 44

ﬁ/w _ Wangl]/e—p(k)ﬂg]_%m (45)
The two last constraints of Eq. 38
= AL =l )
=2 Waypy = O W™,
Yy Yy
_ Z Wm’y _ e_“(k)_”Lk] eygk] WIUZ]/ (46)
€T
can be rewritten as eigenvalues equations for the tilted operator W[ ]
) () = W ()
Yy
er®) i N vl Wik (47)
where (%) is the eigenvalue associated to the left eigenvector
I = (48)
and to the right eigenvector
~ ,l,[’f] Pz
FF = e = (49)

while the remaining constraint of Eq 38 concerning the normalization of the density p, reads
1= = SIS (50)
x x
So the equivalence with Eqs 32 33 34 is complete, and the matrix of Eq. 45

W,, = e n®HwE L (51)

i{k

corresponds to the generator of the conditioned process obtained via the generalization of Doob’s h-transform.



8. Analysis via the empirical density of excursions between two consecutive resets

Any time-additive observable of the position (Eq. 25) can be rewritten in terms of the empirical density of excursions

of Eq. 13 as
(52)

N—1t=ti41 N—-1 7
B S SIS o) SR o SIiTe lZay(s)wo

1=0 t=t;+1 =0 s=1 T=1y(.)

Similarly, any time-additive observable of the increments (Eq. 26) can be rewritten as

1 N—1 /t=tj41—1 1 N—-1 /7—1
( Z 61(15)@(75*1) + BI(tH—l)sI(tHll)) = T Z <Z IBy”)(S),y(U(sfl) + B(],y(l)(nl)>
=0 s=1

=0 t=t;+1
1 (53)

+oo
S Y b [m()w b + oot

s=1

So the generating function of Eq. 27 can be evaluated from the joint probability of Eqgs 18 19 20 as

r—1
Tk Z > nlrsy(. [Z Ay(s) + By(s),y(s—1)) + a0 + ﬂo,y(f—l)}
Zr(k) = /dn/Dn[.; JPr(nl;.],n)e  TTRYO s=1 (54)

+o0 too
o~ /dn/Dn[.;..](5 [ZZn[T,y()] —n] 0 [ZTZR[T;]/(.)] - 1]
=1 y()

T —+oo
T=1y(.)

T—1
—ZZ nlry(. ]1n<pm£[7 e )+kZZ nlr;y(. <Z (y(s) +5y<s),y<s1>)+ao+5o,y<fl>>]
T=1y(.)

T=1y(.)

T

One can now proceed exactly as in the previous subsection. In terms of the tilted non-conserved quantity

T—1
k [Z(ay(s) + 5y(s),y(s—1)) +ap + BO,y(T—l)]
Peeir;y())] = P*°[r;y(.)]e Ls=1 (55)

the functional in the exponential of Eq. 54 can be written in the more compact form

+o0 too
Zr (k) ~ /dn/Dn[.;..]5 ZZn[T,y()] —n|d ZTZn[T,y()] -

T—4o00 T=1y(.) = <
_Tiozn[ﬂy(.)] In (M)
=1 y(.) Py [T; y()]n .

e
One can then make the change of variables from the excursion density n[7;y(.)] to the excursion probability that

would make n[r;y(.)] and n typical
By = MU 67)

to obtain the new expression
~Eexc

Ze(k) =~ /dn/Dﬁe i ZZP Iyl nz S P )] -1
= Y0

T—+oco =0
- A G y<.>1>
—Tn P [r;y()]n <~
Tzzl % perelr;y ()] (58)
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T exc
The physical meaning of the two constraints is that P [7;y(.)] should be normalized, while n should correspond to
the inverse of the first moment of the duration 7 of excursions.
In order to optimize the functional in the exponential in the presence of the constraints, it is convenient to introduce
the following Lagrangian with the Lagrange multipliers (G[k], ¢ [k])

~exc +oo ~exc zerc ol

=1 y(.) ’
—gl¥l ZZﬁ [ry()]—1 — (¥ nz ZI; [r5y()]—1
T= 11/( .
_ g, Zzﬁf’c% sl [ =F TW/(-” — gl fzﬁm[r;ym ~1|(59)
T=1 y(. Pexc[,r;y(.)]effr([k] T=1y(.)

The optimization with respect to the total density n of excursions

aL: ﬁEIC ~ezc ﬁEZEC 7_, .
S (e

=1 y(.)

yields directly that the optimal value of the Lagrangian will simply be given by the Lagrange multiplier ¢*! that
should thus coincide with the scaled cumulant generating function p(k) of Eq. 27

ot = ¢ = pu(k) (61)

In addition, the solution of Eq. 60 reads using Eq. 61

zexc

P [ry()] = Peelry())e " (62)

The two constraints of Eq. 58 read in terms of the tilted non-conserved quantity of Eq. 55

+oo
Zl Z Zl 77';1, Zpea:c g y
- = ZZTP 7' sy(. ZT& Tu(k) ZP“C[T;y(.)] (63)
=1 y(. y(.)

So the first condition determines the scaled cumulant generation function (%), while the second condition determines
the optimal density n of excursions.

T Eexrc

By consistency with the previous subsection, P [r;y(.)] represents the probability of excursions in the conditioned

process generated by the matrix W of Eq. 51. It is now interesting to analyze a specific example in the next section.

III. APPLICATION TO THE SISYPHUS RANDOM WALK ON THE HALF LINE

The Sisyphus Random Walk [77] on the semi-infinite lattice = 0, 1,2, .. corresponds to the matrices (Eq. 2)
Wa:,y = 5:1:,y+1
Wat,e;d =Wey(1 = Ry) 402 0Ry (64)

so the dynamics of Eq. 1 reads

+oo
Po(t+1) = (1= Ry 1)Po_1(t) + 0o (Z RyPy(t>> (65)

y=0

In order to apply the general formalism described in the previous section, one should first check that the hypothesis
concerning the existence of a steady-state (Eq. 4) is satisfied.
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A. Condition on the reset probabilities R for the existence of a non-equilibrium steady-state

The stationary state P of the dynamics of Eq. 65

+oo
Pf=(1~=Re1)P; i +06:0) R,P; (66)
y=0
follows the simple recurrence for z > 1
r—1
Pr=(1—=Ry 1)P' | =1 =Ry 1)(1 =Ry o)P y=..= [H(l — R, | B} (67)
y=0
while for x = 0 Eq. 2 becomes
“+o0 “+o0 r—1
Py =Y R.P;=RoPi+» R.|[[(0-R,)|P; (68)
x=0 =1 y=0

so Py disappears if it is not vanishing, and the remaining equation is just the normalization concerning the probability
of the first reset

—+o00 r—1
1=Ry+> R, |[[(1=Ry,)| =Ro+ Ri(1—R)+ Ra(1 - Ry)(1 - Ro) + ... (69)
r=1 y=0

The steady-state Py at the origin = 0 is thus determined by the normalization

+o00 +oo [z—1
1=ZP;:P5<1+Z [[a-ry) > (70)
z=0 z=1 Ly=0

The condition Py > 0 to produce a non-equilibrium steady-state localized around the origin corresponds to the
requirement of convergence for the series involving the reset probabilities R,

400 [z—1
3 [Ha—Ry)

z=1 Ly=0

< +00 (71)

In the uniform case R, = R, this series converges for any value 0 < R < 1, i.e. the only case of divergence corresponds
to R = 0, where the model without any reset is of course transient (Eq. 64). In many applications, R, depends on
the position y either deterministically or randomly [6, 7, 9, 77-80] and it is thus interesting to discuss the criterion of
Eq. 71 for these cases :

(i) Random cases : if the reset probabilities R, € [0,1] are independent random variables, the specific structure
of Eq. 71 corresponds to the well-known class of Kesten random variables that appear in many disordered systems
[85-93]. The condition of convergence for Eq. 71 is In(1 — R,) < 0 and will be thus satisfied, since the random
variable R, represents a positive reset probability 0 < R, < 1.

(ii) Deterministic cases : the series of Eq. 71 will generically converge, except when R, decays towards zero too
rapidly for y — 4-o0, for instance for the choice R, = ﬁ that leads to the logarithmic divergence of Eq. 71.

In the following, we assume the convergence of Eq. 71 in order to have a non-equilibrium steady-state that can be
analyzed via the large deviations at Level 2.5.

B. Large deviations at level 2.5 for the joint probability of the empirical density and the empirical currents

The empirical 2-point density of Eq. 5 contains two types of contributions, namely the non-local reset currents
from any point > 0 towards the origin

T =) (72)
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and the local currents arriving at any point « > 1 from its left neighbor (x — 1)

. 2
G =0 (73)
As a consequence, the consistency constraints of Eq. 6 involving the 1-point density become for the origin

“+o0
po="Jo+ > Jo=Jo+ i (74)

r=1

and for the other points x > 1

The large deviations at level 2.5 of Eqs 8 9 10 yield that the joint probability to see the empirical density p. and
the empirical currents j. and J, read

—+o0

+oo
Pr(p.,j.,J) T~>+oo (pr - 1) d <Z Ju _PO> 3 (Jo +j1 — po) H [0 (Jo — p2) 6 (Jz + Jos1 — pa)]

Zhln< >+ZJ ln( mpmﬂ (76)

The fourth constraint on the first line shows that all the local currents j, for x > 1 can be eliminated in terms of the
density

-T
e

xlpxl

so that Eq. 76 becomes for the joint distribution of the density p. and the non-local reset currents J.

Pr(p.,J) T_ﬁ_@é(f/&—l) (ZJ —p0>H§ o + Pat1 — Pa)
7S e () S (5 pﬂ

One can now further use the constraints to obtain the large deviations for the empirical density alone or for the
non-local reset currents alone, as described in the following two subsections.

e

(78)

C. Large deviations at Level 2 for the empirical density p alone

The last constraint on the first line of Eq. 78 can be used to eliminate the non-local reset currents J, in terms of
the empirical density

Jr = Pz — Pzl (79)
Then the second constraint on the first line of Eq. 78 is automatically satisfied

—+o0

ZJ = (pe = par1) = po (80)

=0

so that Eq. 78 yields for the large deviations for the empirical density p. alone

me In (W> + Z ~pe41)ln (%{p)imﬂ (81)

r=1

Prip T%Jroo (Z Pz — 1>
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One may further simplify the rate function in the exponential to obtain

—po In(po) prln (1- Ry +Z — pat1)In ('0”“';;”“'“)] o

€T

=T
PT( T—>+oo (Z Pz = 1)

The fact that the Large deviations at Level 2 for the empirical density p. alone can be written in closed form in the
present model is not generic : indeed in most non-equilibrium models, it is not possible to use the constraints of the
large deviations at Level 2.5 to eliminate completely the flows in terms of the density alone.

D. Large deviations for the empirical reset currents J alone

If one wishes instead to eliminate the empirical density in terms of the empirical reset currents J via

+oo
= (83)

Eq. 82 yields for the large deviations for the empirical reset currents J. alone

+oo
+00 +o0 +00 ~T | —poIn(po) Z(ZJ) Ry_1 —|—ZJ 1n<él>
Pr(J) T_>+OO (ZZ‘]y—1>6<Z‘LE—pO> z=1 p—rs
T[Jln< J°>+§J1n( e
& T\ Boro) T ST R (T2 - Ry o
TioofS(;)(yHJ 1) (ZJ po> ( 0 )

(84)

This expression allows to make the link with the large deviations for excursions between two consecutive resets as
explained in next subsection.

E. Large deviations for the empirical density of excursions between two consecutive resets

Since the internal trajectory y(s) = s of an excursion is deterministic, the probability of excursion of Eq. 16 only
involves its duration 7

T—2

H(l - Rs)

s=0

Pel7] = Rr_1(1 — Ry_s).(1 — Ry)(1 — Ro) = Ry_s (85)

As a consequence, the probability to see the empirical density n[r] of excursions between resets and the total density
n follows the large deviation form of Eqs 18 20 19

i ()

—+oo
— T=1
Pr(n[],n T—>+oo [Z T[T ] L; n[r]—nle (86)
and coincides with Eq 84 with the dictionary
Po =M
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F. Large deviations of general time-additive observables

In this section, we analyze the large deviations of time-additive observables of the form (Ar + Br) (Eqs 25 26 35
36) via their generating function (Eq 27)

T
kY [0a) + Bewat—1)] Tk (Z Qops+ D) /%Pi%%)
>=<e g vy > (88)

Zr(k) =< Ih(Ar +Br) 5 —. o =1

In the present model where the empirical 2-point density p§f§, involves the two contributions of Eqs 72 and 73, the

(2)

».z—1 and of the non-local

generating function of Eq. 88 reads more explicitly in terms of the local currents j, = p

reset currents J, = p(2)

Tk (Zampm +Zﬂxm 1]z +ZﬁOz :c)
Zr(k)=<e >

=0 (89)

As explained in detail above, the constraints existing in the present model between the density p,, the local currents
j» and the non-local reset currents J, could be used to eliminate some variables in terms of others via various choices.
This means that there will be some redundancy between the three functions (o, 8y.0—1, 80,2). However, in order to
understand more clearly how the general formalism of the previous section works, it is more pedagogical to keep these
redundant notations and to see what combinations of the three functions (o, 8z,5—1,80,2) naturally emerge in the
solutions.

1. Analysis via the tilted matriz

As explained in detail in section IID, the two first points of views both lead to the analysis of the tilted matrix of
Eq. 30 for the model of Eq. 64

WM = 62,4111 = Ry) + 6z.0Ry) "= Fe0) =5, 1 (1 — Ry)eHlotFen) 4 5, o Ry ehleothow) (90)

The eigenvalues Eqs 32 and 33 for the right eigenvector fg[c] and the left eigenvector l~[ I read

7k = NI ER = (1 - Ryy)eb s tee ) g5, 0N Ry ot Ao M (91)
y y
and
eu(k)ﬂk Z [[k i[k (1 Ry)ek(%“"'ﬁy“’y) + [[Ok]Ryek(%"rﬂo,y) (92)

For x > 0, Eq. 91 is a simple recurrence with the solution

r—1
bl = (1= Ry_y)e ) th(onthe o)k lH(l — R.)e #RIth(azpitBiiz) | slE]
z=0

—.’EM(]C) +k Z (az + ﬂz,zfl)

z—1
= e z=1 [H(l —Rz)

z=0

iy (93)

while Eq. 32 for the origin yields

“+o00
eu(k)f([)k] — ZRzek(ao-ﬁ-Bo,m)fg[ck]
=0
+o00 —SL‘/L(]C) +k(a0 +50,z) +k2(az +6z,z71) z—1
= Ryekeoton)zld | 2 c == R, [J =R 77 (94)
z=0
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So the amplitude f([)k] of the right eigenvector at the origin disappears and the remaining equation determines the
eigenvalue e*(®) in terms of the resetting probabilities R, and in terms of the functions «, and 3. that parametrize
the time-additive observable under study

+00 _(I + 1)#(@ + k (O‘O + /60,58) + k Z (az + 52,2—1) z—1
1= Roe*lt(k)Jrk(ozoJrﬂo,o) + Z e =1 R, H(l ~R.) (95)

=1 2=0

The solution of Eq. 92 for the left eigenvector reads

teo @+ T—yuk)+ k(o +Box) +k Y, (az+Bez1) Ly
[?[Jk] _ l%k] Rye—u(k)+k(ao+ﬁo,y) + Z e z=y+1 R, H<1 . Rz) 96)
r=y-+1 z=y

where the consistency for y = 0 reproduces the equation 95 for the eigenvalue p(k). The matrix generating the
conditioned process obtained via the generalization of Doob’s h-transform (Eq. 51) involves the same non-vanishing
matrix elements as the initial matrix W75 of Eq. 64

= ~ 1 = z
Way = e*W“)ﬂm’“]Wyj;ﬂ—k] = 0py 1t Waa1+020Wo,y (97)
Yy

where the probability to jump from (z — 1) to « has changed from its initial value (1 — R,) of Eq. 64 to its new value

. ikl

Ww,x—l =(1- Rx_l)e*u(k)Jrk(%Jrﬁm,x—l) : (98)

rz—1

R

o~

while the probability to have a reset from y to the origin has changed from its initial value R, of Eq. 64 to its new
value
T — (k) +k(oo+B )ﬁok]
Wo,y = Rye ™ oy Z[T] (99)
Yy
Both involve explicitly the eigenvalue e#*) and the left eigenvector I[¥].
The stationary density (Eq. 49) of this conditioned process reads

Y
+oo *(erl):u(k) Jr'Zf(O‘OWLBO,y) JFkZ(O‘z +ﬂz,z—1> y—1

pp = R = T 13 e =1 R, JJ(1 - R.) (100)
y=z z2=0
where the normalization determines the value of the density at the origin 50 = Z[Ok] F([Jk]
[ y
400 _ 1] (k] 400 +00 —(y+1)u(k) +I4J(Oéo+ﬂ07y) —‘,—k‘Z(az +ﬂz,z—1) y—1
:Zﬁm =1y 7o ZZ@ =1 RyH(l_Rz)
z=0 z=0y=x 2=0
: y
+00 —(y+ (k) + k(a0 + Boy) + kY (4 Baz1)  y-1
=R > S+ e =1 R, [ - R)| (101)
y=0 z=0

The stationary local currents and reset currents of this conditioned process are then given by

x V?/$7$—151—1 = (1 - Rw—l)e_lt(k)+k(am+ﬁm’m_l)ly€]f[xkll

, = ﬁ/o,yﬁy _ Rye—u(k)-l-k(ao-‘rﬁo,y)igk]fg[jk] (102)

o <.
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2. Analysis via the tilted excursions

Here one needs to consider the tilted quantity of Eq. 55 for the present model where the internal trajectory y(s) = s
of an excursion is deterministic (Eq. 85)

T—1 T—1
) k Z(O[,s + Bs,s—1) + a0 + Bo,r—1 r—2 k |:Z(as + Bs,s-1) + a0 + 50,71]
Beelr] = P[rle L= =R [ - Rs)} e Le=t (103)
s=0

The conditioned excursion probability of Eq. 62 reads

T—1
~exc 5 —Tﬂ(k) + k Z(as + ﬂs,sfl) + Qo + BO,Tl]
P [r] = Pr]e ™R = pereirle s=1
T—1
T—2 _TMUC) + k Z(as + Bs,sfl) + ap + ﬁOn’l}
= R, J[JA-Ry)|e s=1 (104)
s=0
Its normalization (Eq. 63) determines the scaled cumulant generating function u(k)
I T Eexc
1 =>"P [
T=1
T—1
+oo _T/l(k) +k Z(as + ﬂs,s—l) + o + ﬂO,‘r—l T—2
— Roe*u(k)k[aoﬁﬁojq] + Ze s=1 R._1 H(l —Ry,) (105)
T=2 =0

which is equivalent to Eq. 95 via the correspondence x = 7 — 1, while its first moment (Eq. 63) determines the inverse
of the density n of excursions of the conditioned process

I exe
= Z TP [7]
T=1
T—1
+oo _Tﬂ(k) + k Z(as + Bs,s—l) + ap + /BO,T—I T—2
— Roe_ﬂ(k)k[ao-i-ﬁo,r—l] + Z Te s=1 R, . H(l . Rs) (106)

=2 s=0

This equation is equivalent to Eq. 101 for the density at the origin 50 = [([Jk]f([,k]

po=nand 7=y + 1 of Eq. 87.

in agreement with the dictionary

IV. MARKOV JUMP PROCESS IN CONTINUOUS TIME AND DISCRETE SPACE WITH RESETS

A. Models and notations

In this section, we consider the continuous-time dynamics in discrete space defined by the Master Equation

OP,(t)
5 = D oWt py () (107)
Yy
where the off-diagonal matrix elements x # y represent the transitions rates from y to x
Wiy = Way +Opory  for a#y (108)

The physical meaning is that the resetting procedure takes place with the resetting rate r, from y towards the origin
0, while the Markov Jump Process that would exist without resetting is described by the off-diagonal matrix elements
Wy, and by the corresponding diagonal elements that are fixed by the conservation of probability to be

Wy,y =— Z Wy = —wZ“t (109)
T#yY
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out

where the notation wy"* represents the total escape rate out of the position y. The diagonal matrix elements of the

matrix w"*¢ of Eq. 108 are also fixed by the conservation of probability in terms of the off-diagonal elements
witset = =N i = =Y wey — 1y + 1oby0 = — (W™ +1y) +100y0 (110)
TFy TFy

Note that the reset rate ry from the origin to itself disappears from the diagonal matrix element
WhE = (g + o) + o = —ug™ (1)

since it does not produce a change of position. However the rate ry is important for the book-keeping of the number
of resets. For instance, if one chooses 79 = 0 in order to suppress the possibility of resets from the origin to itself, the
whole statistics of resets will be coupled to the time spent at the origin. As a consequence, it is useful to keep the
possibility of rg > 0 to remain more general, as we have also considered the possibility of positive reset probability
Ry > 0 from the origin to itself in the Markov Chain framework described in the previous sections. As a consequence,
we will consider that the diagonal term of Eq. 111 contains the two contributions ’out’ and ’in’

reset o reset(out) reset(in)
W, o = —wWy +wy g
reset(out) _ out
Wy =wy + 7o
reset(in)  __
wy's =1y (112)

In summary, the Master Equation 107 can be rewritten more explicitly as

OPy(t)
ot

= — [wo" +r,] Pu(t) + Z [Weyy + 007y] Py(t) + 6z.0m0 Po(t) (113)
y#Fx

Again as in Eq. 4, we will assume that the steady-state solution P; of Eq. 107

0=> wysp; (114)
Y

exists in order to apply the large deviations at Level 2.5 for non-equilibrium steady-states.

B. Large deviations at level 2.5 for the empirical density and the empirical flows

For this continuous-time jump process, the empirical density reads

1 T
pe =7 /O dt 5,1y (115)
and satisfies the normalization

Sp =1 (116)

while the jump density from y to = # y
1
Goy = 71 Z Oa(t+),202(t~ ),y (117)
tix(t—) Az (tt)

satisfies the following stationarity constraint (for any z, the total incoming flow should be equal to the total outgoing
flow)

D ey =) e (118)
Yy#T yF#T
As explained around Eq. 111, we will also need to introduce the density of resets from the origin to itself

Number of resets from 0 to 0 during [0, T
40,0 = T Al ] (119)
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that will also lead to Eq 118 for = 0 since go,¢ will appear on both sides and thus disappear.
The joint probability distribution of the empirical density p. and flows ¢ . satisfy the following large deviation form
at level 2.5 [23, 26, 27, 33-43]

Pripsq.], o Clp; g, Je Ttesa.] (120)

with the constraints discussed in Eqs 116 and 118

C[ﬂ.? (],7_} =9 <Z Pz — 1) H Z qe,y — Z Qy,x (121)

z | y#z yF#T

while the rate function involves the off-diagonal rates wre;e’f = Wgy + dz0ry of Eq. 108 as well as the special

contribution from the resets from the origin to itself with the rate ro (Eq 119)

qg:, rese qOO
Il L O B e R

— TopPo

> — Qoo+ TOPO] (122)

Again one needs to discuss the possible empirical flows ¢, , due to the local rates w, , and to the resetting procedure
in order to obtain more explicit expressions, as explained on the specific example of section V.

C. Large deviations for the empirical density of excursions between two consecutive resets
1. Probabilities of excursions between two consecutive resets

For the dynamics of Eq. 107, the probability to have an excursion of duration 7 and of internal trajectory y(0 <
s < 7) with the initial position y(0") = 0 fixed by the reset and the final position y(7) being the last position before
the reset jump to the origin y(7%) = 0 reads

Periy(L)] = ryme” I3 ds[wythy+ryce] H Wy (s+),y(s™) (123)
siy(s™)Ay(st)

To be more precise, the internal trajectory y(0 < s < 7) will contain a certain number M of jumps m = 1,.., M
occurring at times sp = 0 < 51 < ... < sp7 < 7 = Sp4+1 between the successive positions (y(0 < s < s1) = 0;y(s1 <
§< 89) =z1;..y(sy <8< T)=zp) with 241 # 2 that are visited between these jumps. The probability of this
trajectory reads

M

_ Z (Sm+1 — Sm) [WI + 7., ]

Pl 0581321, 825 o 2M—15 SMs 2m )| = 12y 6 =0 H Wy 201 (124)

while the special case M = 0 where the reset occurs while the particle is still at the origin reads (see the discussion
around Eq. 111)

Perelr; 0] = roe™ (w8 +ra] (125)

The normalization over all possible excursions reads, first in compact form and then in more explicit form

+00
1:/0 dT%PEM[T;y(.)] (126)

+o00 +00 T SM S2
:/ dr | P*°[1;0] + Z/ dsM/ dsM_l.../ dsy Z Z Z PCT; 05815215 -5 SM5 20 )]
0 =1 /o 0 0

ZMFAzM -1 z2F#z1 2170
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2. Large deviations for the excursions density

The probability to see the empirical density n[r;y(0 < s < 7)] of excursions between resets and the total density n
follows the large deviation form analog to Eq. 18

+oo +oo
Pr(n[.;.],n) Tioo(s/o dT%n[T;y(.)]n 5/0 dT%m[T;y(.)11

+o0 _ N M
eT/O dT%n[Tay(~)]l <pewc[7—;y(.)]n) (127)

where the sums over trajectories can be written in more explicit form as in Eq. 126.

3. Simplifications for uniform resetting rate ry =1

When the resetting rate r, = r does not depend on the position gy, one obtains the factorization analogous to Eq.
21

s form T3 (Y()] = PP ()9 (y ()] (128)
The exponential distribution
pewp(,r) — e T (129)

describes the probability of the duration 7 of the excursion independently of the internal trajectory (and replaces the
geometric distribution of Eq. 22 of the discrete-time framework), while the probability pc®™/*[y(.)] of the internal
trajectory once its duration 7 is given characterizes the process without resetting. In particular, the probability of
the total density n of excursions simply follows the Poisson distribution with its corresponding large deviation form

n
Poisson _ (TT)nT —rT - |:n In (7) —nt 71]
Py (n) = (] e X e r (130)

On the contrary, whenever the reset rates r, depends on the position y, the duration 7 and the internal trajectory
y(.) are coupled via Eq. 123.

D. Large deviations for general time-additive observables

The empirical density of Eq. 115 allows to reconstruct any time-additive observable that involves some function «,
of the position x(t)

1 T
Ar = T/o dt cg) = zm:axpx (131)

while the jump density of Eq. 117 allows to reconstruct any time-additive observable that involves some function £,
of the jumps (2(t7) # x(¢t7)) and of the resets from the origin to itself

1 Number of resets from 0 to 0 during [0, T
Br == > Behae) T Boo ( T 0.7] >
tix(t—)Zz(tt)

= Z Z Bz,ylz,y + Bo,040,0 (132)

Yy zHFy

The large deviations of the sum (Ar + Br) can be analyzed via the scaled cumulant generating function p(k)
appearing in the asymptotic behavior

Tk Z Py + Z Z Qr,yﬂx,y + %,0[30,0
xr

v 27y > o~ k) (133)

Zr(k) =< THATBD) S
T—~+o00
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1. Analysis via the tilted dynamics

The probability of a trajectory for the process of Eq. 113 can be written only in terms of its empirical observables

- Z Px [wzut + Tw] + Z Z qz,y In [wx,y + 59c,07’y} + o0 ln(TO)
P;’raj ~ ¢ T Yy xFy (134)

As a consequence, the generating function of Eq. 133 can be analyzed by tilting each term of the initial Master Eq.
113 to produce the non-conserved dynamics

1)+ Y [way + 6n0ry] €955 Py(t) + 00,070e"00 Py (t)
y#T

=> alt P, (t) (135)

where the tilted matrix involves the off-diagonal elements x # y

wmk]y = [Wa,y + 6,07y €79 for x #y (136)
and the diagonal elements
u?Lk]x = —wo™ — 1, + kay + 5, groetPoo (137)

The scaled cumulant generating function u(k) of Eq. 27 will then correspond to the highest eigenvalue p(k) of the
tilted matrix w . that will dominate the propagator

Puy(T) | = THOA (138)
where fg[ck} is the corresponding positive right eigenvector
)ikl = Z W'y Nz[f] = [—wd" —ry + koy) FH 4 Z w%yekﬂz*yﬂf] + 62,0 Z ryekf}“-ﬂfék] (139)
y#£T y
and where lyﬁ] is the corresponding positive left eigenvector
ﬂk] _Zﬂk ﬂk [ ZUt_Ty+k04y +Zﬂk Wy y kP —l—ﬁk]r ekBo.u (140)

T#Y

with the normalization

> I =1 (141)

The generator of the conditioned process obtained via the generalization of Doob’s h-transform reads

Wy ﬂklwgﬁy T — (k)3 (142)

2. Analysis via the tilted excursions

As in the discrete time context (Eq. 52), one can use the empirical density of excursions to write any time-additive
observable of the position (Eq. 131)

Ap — /O i % nlri ()] { /0 ’ dsay(s)} (143)
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and any time-additive observable of the jumps (Eq. 132)

+oo
Br = /0 dTZn[Téy(.)} Z 5y(s+),y(s—) + BO,y(T—) (144)

y(.) 0<s<t:y(s™)#y(sT)

where the last term contains the contribution of 8y ¢ when the excursion has never left the origin y(7—) = 0.
So the generating function of Eq. 27 can be evaluated from the joint probability of Eq. 127 as

—+o0 T
Tk/ dTZn[T; y()] [/ dsou(s) + Z By(s+y,us—) + ﬂo,y(f)]
0 0

Zr(k) = /dn/Dn[.;..}PT(n[.;..],n)e v() 0<s<Tiy(s7)#y(sT)
“+oo “+ o0

= /dn/Dn[.;..]6 / dry nfry() -n|d / dr Y mlry()] -1

T 0 y(.) 0 y(.)

e , _ n[r;y()] !

T dry n[riy()] [~ In Peeclryoin) k| dsays) +k > By(st),u(s—) T EBoy-)

e P y() TV 0 0<s<Tiy(s™)#y(sT) (145)
It is thus convenient to introduce tilted non-conserved quantity
k /O dsay(s) + > By(s*)ys=) T Boy(r-)
el () = Pl e o<s<ruleT)Au(s) (146)

and to make the change of variable from n[r;y(.)] to the probability distribution that would make n[r;y(.)] and n
typical

B frsy(y) = ") o

to rewrite Eq. 145 as

~exc

zexc +oo zexc +oo
Zr (k) ~ DP [.;...]/dnd /0 dTZP [r;9()] =148 n/o dTTZP [r5y()] =1
y(.)

T 3 [e%)
- u()

too - ome ~exc -
_Tn/o dry P [ry()]ln (P [ ’y(')]>

¢ V0 Pezefryy(.)] (148)

Then the analysis is exactly as for 58 with the same output : the conditioned distribution of excursions is given by
(Eq 62)

~exc

P [ry()] = Peelry())e ") (149)

where (k) is fixed by its normalization (Eq 63)

+oo ~exc +oo
= T P [ry()] = e TH(E) PETC e g (
1 /0 d yE(.)P [T59()] /O d yE(.)P [739()] (150)

while the density n of the conditioned process is fixed by the first moment of the duration 7 (Eq 63)

~exc

+oo +oo
- = dry TP [riy()] = drre ™R (N " Perelry ()] (151)
/0 v() /0 u()
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V. SISYPHUS MARKOV JUMP PROCESS IN CONTINUOUS TIME ON THE HALF LINE

The Sisyphus Markov Jump process defined on the half-line z = 0,1,2,.. corresponds to the off-diagonal matrix
elements z # y (Eq. 108)

Wy = Wy yt1
t
Wy = Wy + 0a 0Ty (152)

so the dynamics of Eq. 113 reads

a]:;t(t) = —[w+ry] Py(t) + wPy—1(t) for z>1
0P (t
80t() = —[w+ro) Po(t JrZTm (1) = —wPy(t +Z7"m 3 (153)

In order to apply the general formalism described in the previous section, one should first check that the hypothesis
concerning the existence of a steady-state (Eq. 114) is satisfied.

A. Condition on the reset rates r. for the existence of a non-equilibrium steady-state

The stationary solution P} of Eq. 153 satisfies a simple recurrence for z > 0

w T
P = = P} 154
T M r—1 L}il w +Ty 0 ( )
while Eq. 153 reads for z =0
wP; = Zrm Zrm [H — P (155)
y=1 Y

so PY disappears if it is not vanishing, and the remaining equation is just an identity. So P is determined by the
0 pp g, g eq J y 0 Y

normalization
) (156)

The condition Py > 0 to produce a non-equilibrium steady-state localized around the origin corresponds to the
requirement of convergence for the series involving the reset rates ry

—+oo

+oo
1=>"Pr =P <1+Z
=0

x

—+oo

xT
w
Iz::l Ll_llw+ry

< +00 (157)

This criterion has the same form as Eq. 71 if one introduces the notation Ry = so that the discussion following

w+
Eq. 71 concerning the uniform case r, = r, the random cases or the determlmstlc cases can be directly translated
and will not be repeated here.

In the following, we assume the convergence of Eq. 157 in order to have a non-equilibrium steady-state that can

be analyzed via the large deviations at Level 2.5.

B. Large deviations at level 2.5 for the empirical density and the empirical currents

The empirical jump density of Eq. 117 contains two types of contributions, namely the non-local reset currents
from any point x towards the origin (even z = 0 as discussed around Eq. 119)

Jz = qoa (158)
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and the local currents arriving at any point « > 1 from its left neighbor (x — 1)

Jo = Qee-1 (159)
For any position z > 1 the constraint of Eq. 118 reads
2 = Jo + Jos1 (160)
For the origin = 0, the constraint of Eq. 118
+00
> =4 (161)
z=1

can be recovered by summing Eq. 160 over x = 1,2, .. so that it is sufficient to impose Eq. 160. As a consequence,
the large deviation at level 2.5 for the empirical density and the empirical currents of Eqs 120 122 121 become

+oo +oo
PT[p,,j,,J,} T_?_(FOCé(pr_l) H5<Jw+jw+1_ja:)
=0 =1
+oo ] +oo J
T(Z[jmln<w z )—]m—kwpx 1]+Z|:J ln( )—Jz-l-Tpr])
e Pz—1 =0 Tz Px (162)

x=1

One can use the constraints to eliminate either the non-local reset currents J. or the local currents j. as described in
the following two subsections, but it is not possible to obtain in closed form the Large deviations at Level 2 for the
density p. alone, in contrast to the case of the Sisyphus Random Walk (Eq 82).

C. Large deviations for the empirical density p. and the local currents j.

The last constraints on the first line of Eq. 162 can be used to eliminate the non-local reset currents .J, for z > 1
in terms of the local currents
Jz = ]r - jz+1 (163)

while the reset current Jy from the origin to itself remains. So Eq. 162 yields the following large deviations for the
empirical density p. and the local currents j.

[Jo In (rJ/O) ) —Jo+ Topo]
Pr Jo] 5 L1 0P0 164
[podisdol o Zﬂ (164)

<« J — (Jo = Jat1)
-T E []ac In ( = ) —Ja+ wa1:| + E [(]m — Ja+1)In ( - - ) = (Jz = Jut1) + Twpa::|
— WPL—1 — TxPx
e r=1 x=1
D. Large deviations for the empirical density p. and the non-local reset currents J.

If one wishes instead to eliminate the local currents in terms of the reset currents J via

“+o0
=> J, (165)
Yy=x

one obtains the following large deviations for the empirical density p. and the reset currents J.

Prlp.,J] o <2p1—1>
f (ZJ)ln M (ZJ>+wpx 1 +J§{J 1n(;7p$)_<]m+wz}

WPy
e =1 =0 (166)




24
E. Large deviations for excursions between two consecutive resets

For the dynamics of Eq. 107, the simplifications in Eq. 124 are that the rate w is uniform and the internal trajectory
y(0 < s < 1) can only involve the positions z,, = m. As a consequence, it will be clearer to denote the trajectory by
the times 0 < 51 < so... < sy <Y, where s, denotes the time where the particle jumps from (y — 1) to y, while Y’
represents the last position before the reset towards y = 0 at time 7. So the probability of Eq. 124 reads (with so =0
and sy11 =7)

Y
- Z(3y+1 — sy)(w +1y)

excl . (. _ Y =0
Peer; 05 8y=1,.y] =ryw’ e Y

— wYe—U)T Tye—slro—(SQ—51)7“1—...(3y—sY,l)ry,l—(T—Sy)ry (167)

while the special case Y = 0 where the reset occurs while the particle is still at the origin reads
P21 0] = rge”"(WHT0) (168)

The normalization over all possible excursions of Eq. 126 becomes

+oo
1:/ dr
0

In order to make the link with the steady-state P*(x) of Eq. 154, it is useful to introduce to introduce the probability
Pere(Y') of the end-position Y of an excursion after integration over the duration 7

P*[r; 0] + Z / 51.. dSyPewc[T;O;Sy_L__7y)]‘| (169)

0<s7...<sy <7

end
+oo Y *
ry w ry P*(Y)
PSEU(Y) = dT Pe*¢[1;0; 8= = = 170
i) = [ Pl = SO ] = (B (170)
y=1
where the normalization is satisfied using Eq. 155
+oo
T 1 " T w
Z ere(y) = —2— 4 STy PrY) = —2— =1 (171)

w—l—ro (w + 19)P*(0) w+ry wry

Y=1

The empirical density n[7;0; sy—1,..y| of excursions between resets and the total density n follows the large deviations
of Eq. 127 in the more explicit form

+oo
dr |n[T;0] + / ..dsyn|T;0;s -n
/0 [ Z <51 <sz//<'r =t Y)]] ]
+o0
(5/ drr nTO—i—Z/sl Adsyn[T;0;sy=1,..v)]| —1
0

Pr(nl.;..],n) Tﬁl:rooé

0<s1...<sy <7

+o0 too
n[7;0; 8y=1,..v)]
- d ;0] 1 d 0; 1 Pt S
e T/O i [n[ﬂ o <P6xc ) Z /<ssll <i§ZTT Sv=tv)lin (Pe”C[T%Oésy—l,..,Y)]n

(172)

F. Large deviations of general time-additive observables

In this section, we consider time-additive observables of the form (Ar + Br) (Eqs 131 132). Using Eqs 158 and
159, their generating function of Eq. 133 reads more explicitly in terms of the density p,, the local current j, and
the non-local reset currents J,

400 “+o0 “+ o0
Tk (Z Ay Py + Z ﬁw,x—ljw + Z /BO,IJLIJ>
Zp(k) =< THATHBT) 5— ¢ \a=0 =1 =0 > (173)
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1. Analysis via the tilted matriz

For the present model (Eq. 152), the tilted matrix involves the off-diagonal elements = # y (Eq. 136)

ﬁ)Tk]y = (Wl y+1 + 0z,07y] Py for x #£vy (174)

and the diagonal elements (Eq. 137)

k= —w — 1y + kay, + 5%07“06%0,0 (175)

T, T

2

So the eigenvalue Eqs 139 and 140 read

[w+ry — kay + u(k)] r[k} = welPeo—1f [ 1+ 020

Zr ekho, yr[k]l (176)

y=0

and
[w~+ 1y — kay + (k)] llk] = Zgﬂlwekﬁy“*y + l%k]ryekﬁw (177)

For x > 1, Eq. 176 corresponds to the simple recurrence

kBe,z—1 z kBz,2-1
k] wer ~ _ we = ~[k] 1
' [ ]T - Ll;[w-l-rz—k‘az-FM(k) o 1)

i =

r w+ 71y — kag + p(k)

while Eq. 176 for x = 0 yields

+oo

kBz,2-1
_ skl _ KBo.0 k] = kP kB0, we _[k]
[w + 70 — kag + p(k)] 7y —;7’6 0.0 7kl — poekPoo +Zre o, [Herrz_kaeru(k) 7o (179)

So F([)k] disappears and the remaining equation determines the scaled cumulant generating function u(k)

kBo,o too kBo,x z kBz,2—1
ro€e" P Tz we
1= 0 +y° 11 (180)
w+ro — kag + p(k) Z:1w+7‘0—/€040+,u(/€) Z:1w+rz—kaz+u(l€)
The solution of Eq. 177 for the left eigenvector reads
o0 —

jlkl — fli ryerhoy s ryekfo.s H wekP=+1.2 (181)
y w~+ 1y — kay + p(k) WS W T - kay + u(k ooy W T = ko, + u(k)

where the consistency for y = 0 reproduces the equation 180 for the eigenvalue u(k) after some minimal rewriting.

The matrix generating the conditioned process obtained via the generalization of Doob’s h-transform (Eq. 142)
involves the same non-vanishing matrix elements as the initial matrix w’eset of Eq. 152 : the off-diagonal elements
x # y read (Eq. 174)

= k] ~ 1 < =
Wy .y = lLk]wﬂ[U]f]yl“{T] = 5$7y+1wm7m_1 + 5x,0w07y (182)
Y

where the rate to jump from (z — 1) to « has changed from its initial value w of Eq. 152 to its new value

i

=z - kByx_1 'T
Wy x—1 = WE Tk] ; (183)

while the rate for a reset from y to the origin has changed from its initial value r, of Eq. 64 to its new value

s

Wo,y = Tye yl~[ ] (184)
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Both involve explicitly the left eigenvector ZN (], The diagonal elements (Eq. 175)

w:r e = —wW—"Tg + kag + 536 OT‘oek - :u'(k) (185)
involve the eigenvalue (k). The stationary density of this conditioned process reads
- = kBo.y wekBzz-1
G, = WK = I e 186
p:c .er OTO yZ:w+rx_kaz+/l 1;[w+rz_kaz+ﬂ(k) ( )
where the normalization determines the value of the density at the origin pO = lN[ ) [k}
IX I kBo,y Y kB =1
k] Ty e/ P01 we Pz
1= = 187
pr TO ngyz;ﬁw—krz—kaz-k,u(k)Ew+rz—kaz+u(k) (187)
Finally, the stationary local currents and reset currents of this conditioned process are given by
;m = ﬁ)a?,:t—lp:mfl = wekﬁz’wilﬂzk]f:[nkil
jy = 1507?/53/ = Tyekﬁo'yiék]Fg[;k] (188)

2. Analysis via the tilted excursions

For the present model where the probabilities of excursions are given by Eqs 167 and 168 the non-conserved tilted
quantities of Eq. 146 read for Y > 1

Y Y
k [Z(S?ﬁl — sy)ay + Zﬂy,y—l + Boy
le

PEelr0isy=1,.y] = PO Oysymnyle 70 e
Y Y
— (ryekﬁo,Y) [H (wekﬁy«yl)‘| [H 6_(Sy+1_5y)(w+ry_ko‘y)‘| (]_89)
y=1 y=0
and for Y =0
Pexc[ 0] = Pexc[T;O]ekTa”—’_kﬂo*o _ (Toekﬁo’o) e~ T(wHro—kao) (190)

The conditioned excursion probability of Eq. 149 reads

P [1;0;sy=1,.v] = 156“[7;0;syzlwy]e_”‘(k) (191)

where the scaled cumulant generating function u(k) is fixed by its normalization (Eq. 150)

+
1:/ dre—TH(R)
0

Per[7;0] + Z / 51...dsy P15 0; 8,1, y)]

0<51...<sy <t

roekBo.o +oo rvekBoy Y weFBy.v—1
__n ) I (192)
w+rg — kag + (k) - 1w+7°0—k:ao+u(k:) :lw—l—ry—k‘ay—&—u(kz)

that coincides with Eq. 180 as it should for consistency between the two approaches.

VI. DIFFUSION PROCESSES IN A FORCE FIELD IN DIMENSION d WITH RESETS
A. Models and notations

In this section, we turn to the continuous time/continuous space framework. We focus on the dynamics described
by the Fokker-Planck equation in the force field F(Z) in dimension d, with space-independent diffusion coefficient D
and where the reset from ¢ towards the origin 0 is governed by the rate r(%)

mf;,ﬁx) —V. |P(&)F(#) — DVP(T)| — r(Z) Pi(&) + 6(Z) / 4% r(§)P.(7) (193)
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Again as in Egs 4 and 114, we will assume that the steady-state solution P*(Z) of Eq. 193
0= V. [P*(f)ﬁ(f) - Dﬁp*(f)} — @) PH(T) + 0D (2) / 44 r(§) P*(§) (194)

exists in order to apply the large deviations at Level 2.5 for non-equilibrium steady-states.

B. Large deviations at level 2.5 for the empirical density and the empirical currents
1. Empirical density and the empirical currents with their constraints

The empirical density

1 /7
p(&) == / dt 6D (Z(t) — T) (195)
T Jo
satisfies the normalization
/ 4 p(7) =1 (196)
The non-local reset currents J(Z) > 0 measure the non-local jumps from # # 0 towards the origin 0

~ 1
J(@) =7 > 0z(t-).z (197)

t:Z(tH)=02£2(t—)

while the local current field j(f) characterizes the diffusion process in the force field

T -
(@) = % /O dt dg;—it)é(d)(f(t) _ 7 (198)

Here the stationarity constraint for all positions & # 0 yields that the non-local reset currents J(&) are related to the
divergence of the local current field j(Z)

J(Z) = —V.j(2) (199)

that replaces the standard divergence-free condition for diffusion processes without resetting.

2. Large deviations at level 2.5 for the density, the local currents and the non-local reset currents

The joint distribution of the empirical density p(.), the empirical local currents j () and the empirical non-local
reset currents J (&) satisfy the large deviation form

Prip() 30301, = o ( [atip@ 1) | TLo (460 + 9.5(@)

T~>_+oo -
FA£0

(5 | T i) - @ F @ + 090w+ [ o (20 @) + @) )
T —= | —= |i(@) — p(@)F(Z p(& ZNJ(@) In | ——= | — J(Z) + r(2)p(Z
. \4D ) p(@) 7(Z)p(Z) (200)
with the constraints discussed in Eqs 196 and 199, while the rate function contains two contributions : the first con-
tribution involving the local current field j(#) corresponds to the usual rate function for continuous-time/continuous-
space diffusion processes [26, 27, 36, 44-46], while the second contribution involving the non-local reset current J(Z)
from Z to the origin 0 corresponds to the usual rate function for jump processes, that we have already seen in Eq.
122.
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3.

Large deviations for the empirical density p(.) and the empirical local currents ;()
The constraints of Eq. 199 can be used to eliminate all the non-local reset currents to obtain the large deviations
for the empirical density p(.) and the empirical local currents j(.)
Prip(.),j()] =~ & [ dp(@) -1
o301, = o ([ ataota) 1)

(201)
& 2550 o e (G331

4.

Large deviations for the empirical density p(.) and the empirical reset currents J(.) in dimension d =1

In arbitrary dimension d > 1, the constraints of Eq. 199 cannot be explicitly inverted to obtain the local current
field in terms of the non-local reset currents. However in dimension d = 1, the constraints of Eq. 199 become for all
x#0

(202)

i.e. the positive non-local reset current J(z) > 0 determines the gradient of the local current j(z), that can be thus
reconstructed as follows. In the region > 0, the local current is positive j(x) > 0 and given by

+oo
j(z) = / dyJ(y)

(203)
while in the region z < 0, the local current is negative j(x) < 0 and given by

j@) == [ dyiw (204)
In particular, the discontinuity of the local current at the origin will correspond to the integral of all the reset currents
that are re-injected at the origin
+o0 0~ +o0o
500 =507 = [ ap)+ [ )= [ dwaw >0
0 —00

(205)
Using Egs 203 and 204, the local currents can be eliminated from Eq. 200 to obtain the following large deviations
for the empirical density p(.) and the empirical reset currents J(.)

(d=1) +o0 —T/
P a1, = ([ desle) 1)

T
4D
(&

:O dx {J(m) In (T(i)(z()x)) — J(z) + T(x)p(a:)]

/_Ooo % (— /_; dyJ(y) — p(x)F(x) + Dp'(:r)>2 + /;w % (/:OO dyJ(y) — p(z)F(z) + Dpf(x)ﬂ

(206)

C.

Large deviations for excursions between two consecutive resets

1. Probabilities of excursions between two consecutive resets

The probability to have an excursion of duration 7 and of internal trajectory ¢(0 < s < 7) with the initial condition
J(s =0) = 0 fixed by the reset and the end-position 7(s = 7) being the last position before the next reset leading to
§(r) = 0 reads

Tsr_'s b Tsdg(s)—ﬂ"s 2—175ﬁﬂ_'s
I . CE T (2 - Fon) — 5 [ as 9.Fte)

(207)



29

The normalization over all possible excursions involves the integration over the duration 7 and the path-integral over
the internal trajectory y(0 < s < 7)

+oo
- /0 dr /y(o)_oDy(.)P ()] (208)

2. Large deviations for the excursions density

The probability to see the empirical density n[7;y(.)] of excursions between resets and the total density n follows
the large deviation form analogous to Eq. 127

+oo “+oo
Pr(n[.;..],n) T%ljl»ood l/o dr /y(O)O Dy(.) n[r;y()] — n] 0 [/o dr /y(o)o Dy(.) 7 n[r;y()] — 1

eT/o+OO dT/y(O)_ODy(.) n[r;y(.)] In <;%) (209)

3. Simplifications for uniform resetting rate ry =1

When the resetting rate ry, = r does not depend on the position y, the excursion probability of Eq. 207 becomes
factorized as in Eq. 128

s form T3 (()] = PP ()PS9 [ (y ()] (210)
into the exponential distribution of Eq. 129 that describes the probability of the duration 7 of the excursion inde-

pendently of the internal trajectory and the probability p®™f%9[y(.)] of the internal trajectory once its duration 7 is
given that characterizes the process without resetting

17 (diils)
- ds
P [(y()) = e 4P Jo ( ds

(i : L s V.F(j(s
~FGe) -y [ s SR o

In particular, the probability of the total density m of excursions simply follows the Poisson distribution given in
Eq. 130 with its corresponding large deviation form. On the contrary, whenever the reset rates r() depends on the
position ¢, the duration 7 and the internal trajectory ¢(.) are coupled via Eq. 207.

D. Large deviations for general time-additive observables

The empirical density of Eq. 195 allows to reconstruct any time-additive observable that involves some function
a(Z) of the position Z(t)

T
Ay E% /0 dt a(F(t)) = / 4% o(@)p(7) (212)

The non-local reset currents J(Z) of Eq. 197 allows to reconstruct any time-additive observable that involves some
function B(Z) of the reset jumps from # towards the origin 0

_ 1 - d= a(=\ 7(7
Bro=g Y @)= [aF @) (213)
L@ (t+)=0£F(t-)
Finally the local current field j(f) of Eq. 198 allows to reconstruct any time-additive observable involving the

di(t)
dt

increments of the diffusion process parametrized by some vector field ¥(Z)

VT dE() Lo [ a7 o
I'r = T/ dt d( )fy(x(t)) = /dd:c J(2).A(Z) (214)
0 t
The large deviations of the sum (A + Br + I'r) can be analyzed via the generating function

d— N R S T
oty e iz - T [ a2 [otayot + p@@) + 3@ 7] )
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1. Analysis via the tilted dynamics

The probability of a trajectory for the process of Eq. 193 can be written in terms of its empirical observables apart
from the Wiener measure on the first line

1 /7 7(s)\
| b [ (20
PTraj ~ e 4D 0 ds
T T—+o00
T/dda? —p(Z) | (&) + (ﬁ(f))Q + ﬁﬁ(f) + J(Z) In(r(Z)) + j(Z) ﬁ(f)
4D 2 2D
e (216)
As a consequence, the generating function of Eq. 215 reads
1 (T _ 2
_1 / ds (dy(s)>
ZT(k) —e 4D 0 ds
(F@) <7 o (@) 4 2D3()
T / a7 |—p(@) | r(@) + 4 — ka(@) | + J(@) In(r(@)eH @) 4 j(z). LD T 2D
4D 2 2D
e (217)

and can be analyzed by tilting each term of the Fokker-Planck Eq. 193 with resets to produce the non-conserved
dynamics

OP(T) _ 7 z
5 = 7kP() (218)

== (V= #7@) . [F@P(@) - D (V = k7(@)) P(@)] ~ [(7) — ka(@)] P(7) + 59 (3) / d*§ r(§)eH* D P,(i)

The scaled cumulant generating function p(k) corresponds to the highest eigenvalue of the tilted operator Fu, with
its right eigenvector 7*] (%)

= DAFF (7) — (ﬁ(f) + QDW@)) Vilkl(z) (219)

)+§(d)( )/dd r(if)e kB(Y) 7 [k]( 7)
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il
k
= [F@ +D (V+17@)] (¥ +87@) (@) — @) ~ ka@] @) + (@) D 0)

v
= DAIM() + (F() + 20k7(5)) VI 3)

+ | DRV.A@) + kE@) @) + D52@) — (@) + ka(@)| (@) + T9(0) r(g)e** (220)

In order to compute explicitly the generator of the conditioned process obtained via the generalization of Doob’s
h-transform

H()F

=z 1
F —
k kl[k](.)

— (k) (221)
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=t
it is technically simpler to compute the action of its adjoint operator F, on some test function ¢(.)

Fro() = 1 F [[90)e()] - nko()

[k]( )

. - T r(DekB@ -

= i P8 [ @00] + 7 (F + 2050 B [ @] + "= @00
(222)

1 (y)
+ [ DRVA(@) + kF(@)7@) + D) — () + ka(@) - (k)| 6(7)
One can then use the eigenvalue Eq. 220 for the left eigenvector I¥1(.) to rewrite the coefficient of $(%) in the last

line of Eq. 222 as

| DRV 3(§) + kE@).5@) + DE*F(@) = () + ka(7) — (k)]
. . iKL(GY) () ekB@
= —;[k]l(y) DA ) — s (F@) + 2085 F(5) - % (223)

so that Eq. 222 reduces to the form

F (i) + 2Dk(§) + 2D

S =
) ]-V¢(y)+

Fré() = DAG() +

k] =t
where it is explicit that the constant I (7) =1 is eigenvector of F associated to the eigenvalue zero.

= =T
So the operator Fy = (F})" generates the following conservative dynamics analogous to the initial dynamics of Eq

193
8]:5 T ~ = - -z N . R z
1D _Fubi) = 9. (FH@P@) - DIP@) — @U@ +60@) [ @il @A) (225)
where the effective force that replaces the initial value F(Z) of Eq. 193

Fell(®) = F(Z) + 2DkY(T) + 2D(V[Zki(”§)) (226)

and where the effective resetting rate from Z to the origin 0 that replaces the initial value r(Z) of Eq. 193
140

k(@) 1 (0 (227)
K] (z)

The right eigenvector 7#¥1(.) will appear in the corresponding

~—

rel (@) = r(7)e

involve both explicitly the left eigenvector I¥1(.).
stationary density
(228)

5(@) = ¥ (@) ()

in the corresponding local currents

+ 2DLZW & ))1 I (z)7"(2) — DV ([ (2)7* (7))

J@) = F @) - DVja) = | F@) +2Dir(e) + 201 o
= [F(@) + 2D13(@)| I (@) (@) + D (V¥ (@) (2) - ¥ (2) (7 ()] (229)

and in the corresponding non-local reset currents
(230)

J(&) = v (2)p(&) = r(@) PO (G)7H ()
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2. Analysis via the tilted excursions

The empirical density n[r;y(.)] of excursions can be used to write any time-additive observable of the forms of Eqgs

212 213 and 214
A= Tar [DyOntriat) [ dsatuton]

“+oo
Br - / dr / Dy()nlrs y())Bu(r))

“+o0 rr7 d—»
yis) o
rr = [ [Duontrao) | [ as )] (231)
0 /0 S
So the generating function of Eq. 215 can be evaluated from the joint probability of Eq. 209 as

2ek) = [ dn [ Dol Pr(ns.] >Tk/o+md7/ Pyt [/od (a(y<5>>+ S ﬁ(zf(s»)myu—))}
T = [ dn [ Dn[;..]Pr(n[;.],n)e

oy e

Tioo/dn/pn[.;..]a U;m dT/Dy(.) nlri ()] —n} 5 Uom dT/Dy(.) 7 nlriy()] - 1]

_T/Om dr/Dy(-) n[r;y(.)]n (M) (232)

in terms of the tilted non-conserved quantity

e

T dy(s) .. . B
cve k/ ds (a(y(s))+ d(s )ry(y(s))) +kB(y(t7))
Perelry()] = Pelmy()] e Jo (233)
Again the change of variable from n[r;y(.)] to the probability of excursions that will make n[r;y(.)] and n typical
zere n|T;y(.
B ray() = M) (234)

n

allows to analyze Eq. 233 exactly as Eq. 148 with the same output : the conditioned distribution of excursions is
given by (Eq 149)

~exc

P [ry()] = Peelry())e ") (235)

where the scaled cumulant generating function p(k) is fixed by its normalization (Eq 150)

+o0 ~exc +o0 -
U= [ [2u0F = [ aren® ([ oy0pem) (236)
0 0
while the inverse of the density n of the conditioned process is given by the first moment of the duration 7 (Eq 151)
1 +oo ~exc +oo .
wo= [ ar [P = [ arrem) ( / Dy(.)P”C[T;y(.)D (237)
0 0

VII. SISYPHUS PROCESS IN CONTINUOUS TIME AND CONTINUOUS SPACE
In this section, we consider the dynamics of Eq. 193 in dimension d = 1, in the absence of diffusion D = 0 and in
the constant force field of value unity F(x) =1 : this Sisyphus process taking place on the half-line € [0, +o00[

x t\L i
OR() _ _OR(@) _ ypw) +5(3c)/0 dyr(y)Pi(y) (238)

ot ox

is the continuous time/continuous space analog of the one-dimension Sisyphus Random Walk [77] discussed in section
III. Tt also corresponds to the diffusionless version of the neuronal integrate-and-fire model studied in Ref [6].

In order to apply the general formalism described in the previous section, one should first check that the hypothesis
concerning the existence of a steady-state (Eq. 194) is satisfied.
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A. Condition on the reset rates r(.) for the existence of a non-equilibrium steady-state

The stationary solution P*(z) of Eq. 238

* T Foo
0= —% — r(2)P*(x) + 8(x) / dyr (y) P* (y) (239)
0

reads in terms of the heaviside step function (x)
P*(z) = 0(z)P*(0)e~ Jo dvr@) (240)

where the steady-state P*(0) at the origin is fixed by the normalization
—+o0 +oo N
1= / dxP*(x) = P*(O)/ dze= Jo ) (241)
0 0

The condition on the reset rates r(.) to have a non-equilibrium steady-state localized around the origin P*(0) > 0 is
thus given by the convergence of the integral

400
/ dae= 5 W) < Jo (242)
0

that represents the continuous analog of Eq. 71. In the uniform case r(y) = r, this integral converges for any value
r > 0, i.e. the only case of divergence corresponds to 7 = 0, where the model without any reset is of course transient
(Eq. 238). In the random case, the specific structure of Eq. 242 corresponds to the continuous version of Kesten
random variables [85-93] so that the condition of convergence 7, > 0 will be satisfied since the random variable 7,
represents a positive reset rate r, > 0.

Finally for the case where the reset rate r(y) is a deterministic positive function of the position y, the integral of
Eq. 242 will generically converge, except when r(y) decays towards zero too rapidly for y — +o0, for instance for the
choice 7(y — 4+00) ~ 1/y that leads to the logarithmic divergence of Eq. 242.

In the following, we assume the convergence of Eq. 242 in order to have a non-equilibrium steady-state that can
be analyzed via the large deviations at Level 2.5.

B. Large deviations at Level 2.5 for the density p(.) and the non-local reset currents J(.)

In the limit of vanishing diffusion D — 0, the first contribution of the rate function of Eq. 200 becomes the
constraint

j(x) = p(x) (243)

between the local current j(x) and the density p(x), as it should since the motion is deterministic and ballistic between
resets (Eq. 243 is the analog of Eq. 77). As a consequence, the large deviations at Level 2.5 for the joint distribution
of the density p(.) and the non-local reset currents J(.) read (Eq. 200)

+oo
Prip) 0] = o ([ dsete) 1) TL606)+ /)

T—>_+o<>
x>0

T /0 g {J(m) In (J(@) — J(@) + r(@)p(a)

z)p(x) (244)

C. Large deviations at Level 2 for the density p(.) alone

One may use the last constraints of the first line of Eq. 244 to eliminate all the non-local reset currents

J(x) = —p/(x) (245)
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and one obtains the large deviations at Level 2 for the density p(.) alone

P~ 5 </0+oo donle) 1) e—T /0+OO dz {—p'(x) In (( /;( ))> +p'(z) + r(a:)ﬂ(x)}

(z)

T—+oo
P20 ( /O - dap(z) — 1) e_T [ /0+OO dz (—p'(z))In (W) + /0 o dm% [p(x) In(p(x))] + /0 +OO dxr(x)p(x)}
ez o ([ ) 1) [ ar o (S5 - st + [ dortanto] e

D. Large deviations for the non-local reset currents J(.) alone

One may instead eliminate the empirical density

+oo
puw:/ dyJ(y) (247)

to translate Eq. 246 into the large deviations for the non-local reset currents J(.) alone

Prlp()] = b ( /0 " e () - 1) 5 ( /0 ™ () - ,0(0))

67T {/(foo dzJ(z)In (ig;) — p(0)In(p(0)) + /0+°° dxJ(x) /OI dyr(y)}
J(x)

= %Ammww—oéuf%wm—mﬂéjlmwﬂ@mef”W@WJ (248)

T—+oco

The compact form of the last line allows to make the link with the large deviations for the excursions between two
consecutive resets as explained below.

E. Large deviations for the excursions between two consecutive resets

Here the internal trajectory of an excursion between to resets is deterministic and ballistic

y0<s<7)=35 (249)
so that the probability for an excursion of Eq. 207 can be labelled by its duration 7 only and reduces to
7/ dsr(s) d 7/ dsr(s)
Pe(r) = P[r;y(0<s<T1)=¢8]=r(r)e JO =-—-e 0 (250)
T

The large deviation form for the empirical density n(7) of excursions of duration 7 and the total density n of
excursions

o) =8 arner ][ [ i e ()

5o
7;1m5{4+mdﬂﬂﬂ745[A+mdmn@o1]eirA+ mm@dm( <ﬁngl”$”>(%n

thus coincides with Eq. 248 with the following dictionary analogous to Eqs A24 and A25 : the empirical density at
the origin p(0) corresponds to the empirical density n of excursions

p(0) =n (252)
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while the non-local reset current J(x) corresponds to the empirical density of excursions of duration 7 = z

J(x) =n(r =) (253)

F. Large deviations for general time-additive observables

In this section, we focus on the generating function of time-additive observables of the form (Ar + Br +I'r) (Egs
212 213 214) involving a priori three function a(z), 5(z), v(x)

T
k /0 dt [z (1)) + 2()y(x(1))] + > Bla(t™))

Zr(k) =< eTR(Ar+Tr+Br) o t:z(tt)=0%z(t~) >

+oo
Tk/o dz [a(z)p(z) + j(2)v(z) + J(2)5(z)]

=<e > (254)

In the present model, the local current j(x) coincides with the density p(z) (Eq. 243), so the function v(z) is redundant
with respect to a(z), but as in the previous applications, it is more pedagogical to keep them both to see more clearly
how the general formalism of the previous section works.

1. Analysis via the tilted dynamics

In the present one-dimensional model (Eq. 238) where the diffusion coefficient vanishes D = 0 and where the force
is constant of value unity F(x) = 1, the eigenvalue equations for the right eigenvector #[¥(z) (Eq. 219) and for the
left eigenvector II¥(2) (Eq. 220) become

7Rl (g oo
u(97@) = =T 4 fha(o) +ne) ~ @] ) 4 0(0) [ dy e O (259)
and
- J1k]
p9w) = o () + () @] ) + e 0T 0) (256)

The solution of Eq. 255 for the right eigenvector reads

k) + / " da [ka(’) + ky(a) — r(a')

*(z) = 0(x)F(0)e (257)
with the condition at the origin
+oo +o0 —zu(k) + / da' [ka(z") + ky(z') — r(2"))
#141(0) = / dz (z)e? @K (z) = / dz r(z)**@ M (0)e 0 (258)
0 0
so 7(0) disappears and the remaining equation determines the scaled cumulant generating function (k)
+oo —xp(k) + kB(z) + / da' [ka(z") + ky(z') — r(2")]
1= / dx r(z)e 0 (259)
0
The solution of Eq. 256 for the left eigenvector reads
x
o k) [ e [k + ka(e) + By(e) - r(a)]
1] (y) = 11%] (0)/ dx r(x)e Y (260)
y

where the consistency at y = 0 reproduces Eq. 259 for the eigenvalue pu(k).
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The operator F}, that generates the conditioned process (Eq. 225) has the same form as the initial dynamics with
a constant force F'(x) =1 and no diffusion D =0

z =z p T x Foo x
—FiPi() == P +ote) [ it ) Pu) (261)

OPy(z)
at

where the effective resetting rate from z to the origin 0 has changed from its initial value r(x) of Eq. 238 to its new
value of Eq. 227 that involves the left eigenvector I[¥](.)

™0)
eff = kp(x)
(@) = (et O (262)
The corresponding stationary density reads
~ +o0 —zu(k) + kB(2) + / dr’ [ka(z") + kvy(z") — r(2")]
plx) = 1% (2)7* () = %(0)7*(0) / dz r(2)e 0 (263)

where the normalization determines the value of the density at the origin p(0) = ﬂk]f[k]

oo 4o (k) + KB() /dx lka(a!) + ky(a') - r(@)]
1:/0 dep(z) = 1¥0)7* (0 / dac/ dz r(z)e

o0 —zu(k) + kB(2 dz' [ka(z') + ky(z) — r(a’
:ﬂ’ﬂ](O)F[k](o)/Jr dz z r(2)e k) + Kb )+/() (raa) + k() = r()] (264)

0
The corresponding local currents coincide with the density (Eq. 229)

jl@) = p) (265)

while the corresponding non-local reset currents read (Eq. 230)

J(@) = r(x)eP@ 1 (0)fH (z) (266)

2. Analysis via the tilted excursions

In the present model where the probability of excursions is given by Eq. 250, the tilted non-conserved quantity of
Eq. 233 reads

+kB(T) + k:/ ds[a(s) + ()] / ds[—r(s) + ka(s) + kv(s)]

P}SM[T] = Pe[r] e - (267)
The conditioned distribution of excursions is given by (Eq 235)
v —rl) + KB() + [ dsl-r(s) + kals) + 2 ()]
P [r] = P°[r]e” ™ F) = p(7)e 0 (268)

where p(k) is fixed by its normalization (Eq 236)

©  ege o0 —T k ds[— ko k(s
1 = /+ drP  [r] = /+ drr(t)e )+ RO / J kel )] (269)
0 0

that coincides with Eq. 259 as it should by consistency between the two points of view. Finally the inverse of the
density n of the conditioned process is fixed by the first moment of the duration 7 (Eq 237)

drt P [r]=

b e e —ru(h) + k() + | "ds[-r(s) + ka(s) + ka(s)]
= /0 /0 dr T r(7)e 0 (270)

1
n

1141704

This equation is equivalent to Eq. 264 for the density at the origin 50 =1y'7, in agreement with the dictionary Eqs

252 and 253.
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VIII. CONCLUSIONS

In order to characterize the non-equilibrium steady-states of Markov processes with stochastic resetting towards
the origin, we have described the large deviations at level 2.5 for the joint probability of the empirical density and the
empirical flows, the large deviations for the empirical excursions between consecutive resets, and the large deviations of
general time-additive observables within the three possible frameworks : discrete-time/discrete-space Markov chains,
continuous-time/discrete-space Markov jump processes, and continuous-time/continuous-space diffusion processes. In
each case, we have illustrated the general formalism via simple examples based on the Sisyphus Random Walk and its
variants. Since the equations containing the main results have already been pointed out in the subsections I-A I-B,I-C
of the Introduction, we shall not repeat them here. We hope that these explicit formula will be useful to analyze the
various applications mentioned in the Introduction, where the resetting probabilities or the resetting rates depend on
the position either deterministically or randomly.

Appendix A: Application to the Sisyphus Random Walk on the Cayley tree

In this section, we focus on the generalization of the one-dimensional Sisyphus Random Walk discussed in section
III for the geometry of the Cayley tree of branching ratio b. (The one-dimensional model of section III corresponds
to the special case b = 1 with no branching).

1. Model and notations

We consider a tree of branching parameter b, starting at the root (0), with b sites labelled by i1 = 1,2,..,b at the
first generation g = 1, b? sites labelled by (iy,42) at the second generation g = 2, i.e. the b9 sites of generation g will
be labelled by the g indices (i1, i2, ..,44) containing the information on the whole line of ancestors.

In the absence of resetting, a particle on site (i1, ..,%4) at time ¢ can only jump towards one of its b children, so one
can use the simplified notation for the corresponding probabilities W(;, W; with the
normalization

12.00g,0g+1),(11,82,..50g) = 1,82+y0g,8g4+1

b
1= Z Wi oigige (A1)

igy1=1

The simplest example corresponds to the uniform case, where each of the b children is chosen with equal probability
1/b at each step

; 1
uniform _
Wil g = b (A2)
but other choices are also interesting, so we will continue the analysis for the general case.
In the presence of resetting towards the origin, the dynamics of Eq. 2 reads for the root and for the sites of other
generations g > 1 respectively

+oo
Po(t+1) =RoPo(t)+ > > Riyi,Pir. i, (t)

g=1d1,..,ig

Py i,t+1) =Wy i (L= Ry iy )P iy, () (A3)

In order to apply the general formalism described in section II, one should first check that the hypothesis concerning
the existence of a steady-state (Eq. 4) is satisfied.

2. Condition on the reset probabilities R . . for the existence of a non-equilibrium steady-state

The equations for the stationary state P* of the dynamics of Eq. A3

—+oo
* _ * ) . *
Py =RoFy+ E E Ri,,.i, i\,
9=L i1, iy

=Wi,i,(1 = Riy, i, )P, (Ad)

B1,elg—1

P*

7,1,..,2'9
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can be directly solved by recurrence for all the sites of generation g > 1 in terms of Fj

P =Wi, i1 = Riy i, ) Wi, (1= Ro)Py = | [[ Wiy 0= Riyiy )| P (A5)

1150nsig

while P is then determined by the normalization

400 +oo g9
1=Pi+> Y P, =P 1+> ) Wiy, i) (1= Ry iy ) (A6)
1

g=1i1,..,ig4 g=li1,...ig | g'=

The condition P; > 0 to produce a non-equilibrium steady-state localized around the origin corresponds to the
requirement of convergence for the following series

+oo g

S T Wi, ooig)@ = Riy i,y )| < +o0 (A7)
g=1li1,..,ig [g'=1

In the following, we assume the convergence of Eq. A7 in order to have a non-equilibrium steady-state that can be

analyzed via the large deviations at Level 2.5.

3. Empirical density and empirical currents with their constraints

The empirical 2-point density of Eq. 5 contains two types of contributions, namely the non-local reset currents
from any point (i1, ..,44) of any generation g > 0 towards the origin

— (2
Jil,...,ig = pO,(’Ll,--ﬂq)
Jo = ng()) (A8)

and the local currents arriving at any point (1, ..,44) of any generation g > 1 from its ancestor (i1, ..,44—1)

(2)

Jitroig = Plig i) (itsig1)
jn =00 (A9)
As a consequence, the consistency constraints of Eq. 6 involving the 1-point density become for the origin
400
po = Jo + Z Z Jiy,.iyg = Jo + Zjil (A10)
g=1i1,..,ig i1

and for the other points of generation g > 1

Piryoig = Jivig = Jiy,. iy + ij‘l,..,z‘g,iﬁl (A11)

lg41
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4. Large deviations at level 2.5 for the joint probability of the empirical density and the empirical currents

The large deviations at level 2.5 of Eqs 8 9 10 yield that the joint probability to see the empirical density p. and
the empirical currents j. and J, read

+oo “+o0
Pr(p.,j.,J) T4>2+005 P0+Z Z Piy,.ig — 1] 0 JO+Z Z Jiy,..sig — PO 5(J0+Zji1p0>

g=1li1,..,i4 g=11d1,..,ig4

+oo
H H 6 (Jirsonsiy = Pirsnig) 6 | Jir,iy + Zjil,..,ig,ig+1 = Piy,. iy

g=111,..,ig igt1
. ji1 clg
7T ]v ln < > ] " ( 7 " >
lz_l: ‘ W; (1 - Ro Po gz;“z;q oot Wit,oig(L = Riy iy )Pis iy
e L s
1w (5 )+Z > i (et )
Ropo ’ . Ri, iyPiv, i,
e L =t (A12)

The first constraints on the second line shows that all the local currents j can be eliminated in terms of the density

.711, -1 *pllﬁ -t (Al?))

so that Eq. A12 becomes for the joint distribution of the density p. and the non-local reset currents J.

+oo “+o0
Pr(p.,J) T%::rooé po+z Z Pir,ig — 1| 6 JoJrZ Z Jiy,..sig — PO 5<J0+ZP¢1 Po)

g=1liy,..,ig4 g=11i1,..,ig i1
H H 4 117 Y +Zp117 PRPEN] = Piy,.. g
g=1liy,..,i4 Tg41
Piv,..ig
E o
. Z " (1 = Ro)po ;“Zﬂq “ Wiy, ig(L = Riy iy 1) Pir,ig
T () + 3 > i (e
Ropo ’ et Ri,  i,Piv, i,
e L =t (A14)

One can now further use the constraints to obtain the large deviations for the empirical density alone or for the
non-local reset currents alone, as described in the following two subsections.

5. Large deviations at Level 2 for the empirical density p. alone

The constraints on the second line of Eq. Al4 can be used to eliminate the non-local reset currents associated to
generations g > 1 in terms of the empirical density

Tivrsig = Pirrsig = D Pir,ooigrigss (A15)

tg+1

while the third constraint on the first line of Eq. A14 gives the similar equation for the origin

Jo = po — Z/)il (A16)
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Then the second constraint on the first line of Eq. Al14 is automatically satisfied, so that Eq. A14 yields for the large
deviations for the empirical density p. alone

PT(DA) = pPo + Z Z Pir,.ig — (A17)

T~>+oo

g=1iy,.
pil )
-T pi, In () i ( vy )
Z 21 1— RO Po Z Z 21, ﬂg Wil,...,i_q(]. — Rilv-wig—l)pil,..,ig_l
e g=21iy,.. )ig
— .
Po — Z P Pi rerig T Z Pi eorighie
- o= Zp“ In ( R " h) + Z Z Piryyig — Z Pityyigyigit In ! g tg+1 01 g)lg+1
0P =li1,..1 i Riy .. igPis, i
(& g=1l11,..,i4 ig+1 o B

One may further simplify the rate function of the two last lines to obtain

+oo
PT(P.)TH%FOO(S P0+Z Z Pir,.vig — 1 (A18)
g=1141,..,ig
~T | —pon(po) an In (Wi, (1 — Ro)) Z Z Pirseniiy I (Wi iy (1= Riy iy )
e L g= 211 g
Zz Pi Pir,..ig — Ziq Pit,yigyig
e g=1i1,..,ig lg+1 L]

6. Large deviations for the empirical reset currents J alone

If one wishes instead to eliminate the empirical density in terms of the empirical reset currents J via

+oo
Pireciy = Jivig+ D Y Tirigigirniy
gl

=gl igrtnsiyr

+o0
Po =J0+Z Z i1, vig (A19)

g=1li1,...,i4

Eq. A18 yields for the large deviations for the empirical reset currents J. alone

+oo
PT(J) ~ JO+Z g—|—1 Z ‘]11, ,,g—l 1) J0+Z Z ,],517,_,ig—p0

T—+o00 . (
01,009 g=1liy1,..,ig4

g
-T | —poIn(po) Z Z insig L H Wi iy (U= Riy i)
Vg g’'=1

1
e L g=11dy,

T Joln< )+Z > iy, In (é)

1] 5.+52
g=111,..,%4 Lreste

e L (A20)

One may further simplify the rate function of the two last lines to obtain the more compact form

“+o0
Pr(]) = J0+Zg+1 S Ty =10 [ B0 +D0 YT iy — o

T—+o00 . i
1150050 g=1li1,..,i4
AR
g=11i1,..,34 ; R\, (Hg/ 1 Wiy, /(1 —Ri i, )) Po
e seslg I seealgl 1 (A21)
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in order to make the link with the large deviations for excursions between two consecutive resets as explained in next
subsection.

7. Large deviations for the empirical density of excursions between two consecutive resets

For the Sisyphus Random Walk on the Cayley tree, the simplification in Eq. 16 is that the internal trajectory
y(1 < s < 7 —1) of an excursion is ballistic along one branch of the tree, and can be thus labelled only by its
end-point y(7 — 1) = (41, ..,4r—1), so that its probability of Eq. 16 becomes

Pty (i, onir—1)] = Riy i Wiy ie (L= Riy i) Wiy iy (1= Ry )W, (1= Ro)

D1 yeeylr—1 H Wil,..q,ig/ (1 - Ril,..,ig/_l) (A22)

As a consequence, the probability to see the empirical density n[r; (i1, ..,4-—1)] of excursions between resets and
the total density n follows the large deviation form of Egs 18 20 19

+00 [ o
Pr(nl.;.],n) Tﬁ:;m(; ZT Z n[rii1, . ir—1] — 1| 0 Z Z n[T;i1, . irm1] — N
=1

01,0y0r—1 T=141,..,ir—1

©= n[T;i1, . ir—1]

. . b 17 ** T_l

-T E E n[r;i1, .., ir—1]In —— :
T=1i1,mrir 1 R |y 2a Wiy (U= Riy i) [ 0

e (A23)

The correspondence with Eq A21 is now obvious with the following dictionary : the empirical density at the origin
po corresponds to the empirical density n of excursions

Po =" (A24)

while the non-local reset current J;, _; corresponds to the empirical density of excursions of duration 7 = g+ 1 with
end—point (il, ey i-r—l) = (il, ey ’Lg)

Jil,uﬂ;g = n[g + 1;i1a "7ig] (A25)

8. Large deviations of general time-additive observables

In this section, we analyze the large deviations of time-additive observables of the form (Ar + Br) (Eqgs 25 26 35
36) via their generating function (Eq 27) that reads in terms of the empirical density p , the empirical local currents
7. and the empirical non-local reset currents J.

Zr(k) =< eIk (Ar + Br) 5

+oo
Tk | cvopo + Bo,odo + Z Z [ail,..,igpil,..,ig + 51'1,..,1'5,]‘721,.‘,2'9 + 5();i1,..,z‘g Jil,..,ig]
=<e 9=l it > (A26)

The tilted dynamics of Eq. 30 reads for the model of Eq. A3 for the root and for the sites of other generations
g > 1 respectively

+oo
Pyt +1) :Roek(ao-i-ﬁo;o)PO(t)_,’_Z Z Ril,Aﬂigek(aﬁﬂo;il‘_,ig)pihuﬂ,g(t)
g=1i1,..,4g

P, (t+1) =W i1 — Ril,.i,z'gfl)ek(a”""i9+B"’1"""g)Pz'l,..,igﬂ(t) (A27)

PR
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The eigenvalue Eq. 32 for the right eigenvector f[k] reads

+oo
eﬂ(k)f([)k] :Roek(ao+60;0)7:([)k]+z Z Ril’“’igek(aoJrﬂO;il"'"ig)?:[k]

i1serig
g=11d1,..,i4

PO =Wy (1= Riy g, )t )il (A28)
Plugging the solution for ¢ > 1

(k] Tk (@i 48 ) (k]

ri17'-7ig = H e fLetyl floetgl Wh,...,ig/(l — Ri17..7ig,71) To (A29)

9'=1
into Eq. A28 for the root yields the equation that determines the scaled cumulant generating function p(k)

1 = Roe—u(k)+k(ao+ﬁo;o)

+o00 g
£ 3 R ) T M i, = R, )| (A30)

g=1liy,..,ig g'=1
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