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Quantum embedding based on the (one-electron reduced) density matrix is revisited by means
of the unitary Householder transformation. While being exact and equivalent to (but formally
simpler than) density matrix embedding theory (DMET) in the non-interacting case, the resulting
Householder transformed density matrix functional embedding theory (Ht-DMFET) preserves, by
construction, the single-particle character of the bath when electron correlation is introduced. In
Ht-DMFET, the projected “impurity+bath” cluster’s Hamiltonian (from which approximate local
properties of the interacting lattice can be extracted) becomes an explicit functional of the density
matrix. In the spirit of single-impurity DMET, we consider in this work a closed (two-electron)
cluster constructed from the full-size non-interacting density matrix. When the (Householder trans-
formed) interaction on the bath site is taken into account, per-site energies obtained for the half-filled
one-dimensional Hubbard lattice match almost perfectly the exact Bethe Ansatz results in all corre-
lation regimes. In the strongly correlated regime, the results deteriorate away from half-filling. This
can be related to the electron number fluctuations in the (two-site) cluster which are not described
neither in Ht-DMFET nor in regular DMET. As expected, the per-site energies dramatically improve
when increasing the number of embedded impurities. Formal connections with density/density ma-
trix functional theories have been briefly discussed and should be explored further. Work is currently
in progress in this direction.

I. INTRODUCTION

Quantum embedding has emerged over the last two
decades as a viable strategy for modelling strong electron
correlation in large molecules and extended systems [1].
The purpose of an embedding procedure is to replace the
original full-size problem, for which an accurate solution
to the Schrödinger equation is out of reach, by one or
several simpler problems that preserve only a fragment
of the original system. The fragment, which can be a
single atomic site (often referred to as impurity) in a
lattice, is embedded into a formal bath that is supposed
to mimic the effects of the impurity’s environment. The
mathematical construction of the bath depends on the
the choice of basic variable in the embedding procedure.
Obviously, this choice is not unique, which explains the
diversity of embedding schemes in the literature [1].
In the well-established dynamical mean-field theory
(DMFT) [2–6], the so-called local Green function,
which is evaluated on the impurity, is the quantity
of interest. In this case, the non-interacting sites of
the Anderson model (on which the Green function is
mapped) represent the bath. In the simplified two-site
formulation of DMFT [7], the latter reduces to a single
site. Note that the fragmentation of a system, which
is central in embedding calculations, allows for the
combination of different electronic structure methods.
We can refer, for example, to density functional theory
(DFT) or the Green-function-based GW method on
top of DMFT [8–14], but also self-energy embedding
theory (SEET) [15–18] or the dynamical configuration
interaction method [19]. Various combinations of DFT
with many-body wave functions have also been explored

for model [20–23] and ab initio quantum chemical
Hamiltonians [24–29], with the purpose of improving
DFT in the description of strong electron correlation.

In recent years, density matrix embedding the-
ory (DMET) [30–34] has attracted an increasing
attention [35–39]. Its drastic simplification of the
bath (when compared to DMFT) explains this suc-
cess. Moreover, unlike DMFT, DMET is originally a
frequency-independent (and therefore formally simpler)
theory. Later on it has been extended to the descrip-
tion of dynamical properties [40] and non-equilibrium
dynamics [41]. As shown in Refs. 39, 42–45, formal
connections can be established between the two theories.
Since, in DMET, the number of bath sites equals (at
most) the number of impurity sites, the Schrödinger
equation can be solved accurately (if not exactly) for
the reduced-in-size “impurity+bath” system. Despite
its name, DMET falls in many ways into the category
of wave function-based methods. It is clear in its exact
formulation, where the many-body bath states arise
from the Schmidt decomposition of the full-system
many-body wave function [30]. We note in passing that
embedding theories similar in spirit to DMET but based
on the exact factorization of the (electronic) many-body
wave function have been proposed very recently [46, 47].
In standard implementations of DMET, the Schmidt
decomposition is applied to a single Slater determinant
Φ. In this case, the bath simply consists of effective
sites (or orbitals) that can be determined numerically
from the overlap matrix between the fragment and
the occupied orbitals in Φ [48]. In other words, the
quantum partitioning in standard DMET is done at the
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single-particle level [49]. The (one-electron reduced)
density matrix comes into play in the optimization of
Φ, through mapping constraints. As pointed out in
previous works [36, 39, 42], representability issues may
arise in this context, thus leading to difficulties in the
numerical robustness of the method. Note that relaxed
constraints have been used, like in density embedding
theory (DET) [35], where only site occupations (i.e.,
diagonal elements of the density matrix) are mapped. A
connection with DFT can be established in this case [50].

The performance of DMET can in principle be im-
proved systematically by incorporating correlation into
the bath [30, 36, 51, 52]. The latter is then described by
many-body states. Nevertheless, the numerical efficiency
and formal beauty of standard (mean-field-based) DMET
calculations definitely rely on the one-electron character
of the bath. We may actually wonder if DMET can
be made formally exact and systematically improvable
while preserving a single-particle quantum partitioning
picture. The recently proposed energy-weighted DMET
(EwDMET) [39, 44, 45] is an elegant way to incorporate
quantum fluctuations through a (truncated) description
of the effective dynamics. We want to follow a differ-
ent path where, ideally, the fully static character of
DMET would be preserved. The present work is a first
step toward this goal. More precisely, we rewrite the
embedding as a functional of the density matrix, thus
bypassing the Schmidt decomposition of the reference
(correlated or not) full-system wave function. This is
achieved via a unitary Householder transformation [53].
In this approach, that we refer to as Householder
transformed density-matrix functional embedding theory
(Ht-DMFET), the bath orbital becomes a simple and
analytical functional of the (possibly correlated) density
matrix, thus greatly simplifying its construction, even
in the commonly used non-interacting (or mean-field)
case. In this work, we describe in detail the embed-
ding of a single impurity in the one-dimensional (1D)
Hubbard model. Note that we also implemented a
multiple-impurity version of Ht-DMFET based on a
block Householder transformation [54]. Its detailed
description will be given in a separate paper.

The present paper is organized as follows. After intro-
ducing the Householder transformation in Sec. II A, we
show how it can be applied to the density matrix in order
to derive an alternative embedding procedure (Sec. II B).
A comparison with the Schmidt decomposition is made
in Sec. II C. The introduction into the theory of a cor-
relation potential and related embedding constraints is
also discussed (in Sec. II D). Exact and approximate for-
mulations of Ht-DMFET are detailed in non-interacting
(Sec. III A) and interacting (Sec. III B) cases, respec-
tively. The present (single-shot) implementation is sum-
marized in Sec. III C. Its connection to DMET is also
discussed. Results obtained for the 1D Hubbard model
are presented in Sec. IV. Conclusions and perspectives

are finally given in Sec. V.

II. THEORY

For simplicity, embedding strategies will be discussed
in the following for the 1D Hubbard Hamiltonian,

Ĥ = −t ∑
σ=↑,↓

L−1

∑
i=0

(ĉ†iσ ĉ(i+1)σ +H.c.) +U
L−1

∑
i=0

n̂i↑n̂i↓, (1)

where n̂iσ = ĉ†iσ ĉiσ, ĉ†Lσ ≡ ĉ†0σ (−ĉ†0σ) when periodic (an-
tiperiodic) boundary conditions are used, t is the hopping
parameter, and U is the on-site repulsion parameter. A
single impurity site (labelled as i = 0) will be embedded.
Extensions to more general (higher-dimension or quan-
tum chemical) Hamiltonians with multiple impurities are
left for future work.

A. Householder transformation

Let us consider two different column vectors X and Y
with the same norm

∣X ∣ =
√
X†X =

√
Y †Y = ∣Y ∣. (2)

What we will refer to as Householder transformation [53]
in the following simply corresponds to the reflection that
transforms X into Y . As shown in Appendix A and
sketched in Fig. 1, its matrix representation P , which
fulfills

Y = PX, (3)

can be written explicitly as follows,

P = I − 2vv†, (4)

where I is the identity matrix and

v = X −Y
∣X −Y ∣

(5)

is the normalized Householder vector. Note that P is
both unitary and hermitian. Note that real algebra will
be used throughout the paper. As shown in Fig. 1, the
Householder vector is, by construction, orthogonal to
the reflection’s hyperplane.

Let us now connect the Householder transformation
to density matrix embedding. Following the basic idea
of DMET [30], we select an atomic site (say i = 0), re-
ferred to as impurity, and reduce drastically the size of
its environment in the lattice, in order to describe elec-
tron correlation. For that purpose, we use the density
matrix elements that connect the impurity to the other
lattice sites. All these elements will be collected into the
above-mentioned column vector X, i.e.,

X† = [γ00, γ10, . . . , γi0, . . .] , (6)
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where, as we focus here on singlet ground states, the
(spin) density matrix elements are denoted without spin
indices:

γij = ⟨ĉ†i↑ĉj↑⟩ = ⟨ĉ†i↓ĉj↓⟩ . (7)

In the reduced-in-size system, which we refer to as House-
holder cluster, we would like to preserve the (spin up or
down) ocupation γ00 of the impurity site. The simplest
cluster we can think of is a dimer consisting of the impu-
rity and a bath site that needs to be determined. Ideally,
we would like the cluster to be, within the density ma-
trix, disconnected from its environment (whether this can
actually be achieved or not will be discussed later on).
On that basis, we define our Householder transformation-
based embedding as follows:

X† PÐ→ Y † = [γ00, ξ,0,0, . . . ,0, . . .] , (8)

where all but the first two rows of Y are set to zero and
the constraint of Eq. (2) reads

ξ2 =∑
j>0

γ2
j0. (9)

As a result,

∣X −Y ∣2 = (γ10 − ξ)2 +∑
j>1

γ2
j0

= (γ10 − ξ)2 + ξ2 − γ2
10,

= 2ξ (ξ − γ10) .

(10)

Obviously, ξ ≠ 0, otherwise the impurity would be dis-
connected from the rest of the lattice (and there would
be no need for an embedding). In the special case

where γj0
j>1= 0, which means that the impurity’s nearest-

neighboring site i = 1 is the bath, the transformation
should still be defined, meaning that ∣X −Y ∣ should
never vanish. The latter requirement fixes the sign of
ξ, thus leading to the final expressions [see Eqs. (4), (5),
(6), and (8)]:

Pij = δij − 2vivj , (11)

where

v0 = 0,

v1 = γ10 − ξ√
2ξ (ξ − γ10)

,

vj
j≥2=

γj0√
2ξ (ξ − γ10)

, (12)

and

ξ = −sgn (γ10)
√
∑
j>0

γ2
j0. (13)

v

vv†X

vv†Y = − vv†X

(1−vv†) X = (1−vv†) Y

Y ≡ PX

X

P ≡ I − 2vv†

FIG. 1: Geometrical interpretation of the Householder
transformation.

B. Householder transformed density matrix

As sketched in Fig. 2, the Householder transformed
density matrix can now be evaluated as follows,

γ̃ = P †γP = PγP , (14)

or, equivalently,

γ̃ij = ⟨d̂†
iσd̂jσ⟩ , (15)

where, according to Eqs. (11), (12), and (13), the House-
holder transformed creation (annihilation) operators are
functionals of the density matrix elements γij :

d̂†
iσ ∶=∑

j

Pij ĉ
†
jσ

= ĉ†iσ − 2vi∑
j>0

vj ĉ
†
jσ.

(16)

We stress that the transformation leaves the impurity
unchanged,

d̂†
imp ≡ d̂†

0σ = ĉ
†
0σ, (17)

while the bath orbital is constructed explicitly from the
environment (in the lattice) of the impurity as follows,

d̂†
bath ≡ d̂†

1σ = (1 − 2v2
1) ĉ

†
1σ − 2v1∑

j>1

vj ĉ
†
jσ. (18)

As shown in Fig. 3, for small Hubbard rings, the nearest
neighbors of the impurity contribute the most to the
bath. Nevertheless, the delocalization of the latter over
the lattice can be quite substantial, in particular in the
weakly correlated regime. The impact of correlation on
the bath varies with the lattice filling. For example, in
the quarter-filled 12-site ring, the deviation from the
non-interacting bath orbital remains relatively small
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FIG. 2: Schematics of the Householder transformation applied to the density matrix.

when entering the strongly correlated regime (see the
top panel of Fig. 3). This is an important observation
which makes the use of a mean-field bath in conventional
DMET calculations [48] relevant. As expected from
Eq. (12) and Appendix B [see Eq. (B.16)], in the
half-filled case, only the lattice sites with odd indices
contribute to the bath (see the bottom panel of Fig. 3).
Interestingly, in this case, the bath delocalization reduces
as correlation increases.

Returning to the general theory, we note that the in-
verse transformation (from the Householder representa-
tion to the lattice one) simply reads

∑
i

Pkid̂
†
iσ =∑

ij

PkiPij ĉ
†
jσ =∑

j

δkj ĉ
†
jσ = ĉ

†
kσ, (19)

or, equivalently,

ĉ†kσ = d̂
†
kσ − 2vk∑

i>0

vid̂
†
iσ. (20)

By construction, the first column (row) of the House-
holder transformed density matrix equals zero outside
the cluster [see Fig. 2]. Indeed, according to Eqs. (8) and

(12),

γ̃j0 =∑
kl

PjkγklPl0

=∑
k

Pjkγk0

= [PX]j
= Yj

j≥2= 0.

(21)

Moreover, the occupation of the impurity is invariant un-
der the Householder transformation:

γ̃00 =∑
kl

P0kγklPl0 = γ00. (22)

In the general (interacting) case, the exact Householder
cluster is not disconnected from its environment. As
shown in Figs. 4 and 5 for small Hubbard rings, the
Householder transformed (ground-state) density matrix
has a nonzero buffer sector {γ̃j1}j≥2, which is a signa-
ture of the cluster’s entanglement with its environment.
The existence of such a buffer can be related to the de-
viation of the density matrix from idempotency. Indeed,
according to Eq. (21),

[γ̃2]
j0
=∑

k

γ̃jkγ̃k0 = γ̃j0γ̃00 + γ̃j1γ̃10

j≥2= γ̃j1γ̃10,

(23)
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12-site (top panel) and half-filled 10-site (bottom panel)
Hubbard rings in various correlation regimes.

thus leading to [see Eq.(8)]

γ̃j1
j≥2=

[γ̃2]
j0

ξ
(24)

or, equivalently,

γ̃j1
j≥2=

[γ̃2 − γ̃]
j0

ξ
. (25)

Another important observation [see Fig. 4] is that the
Householder cluster is, in general, an open subsystem.
This can also be related to the deviation from idempo-
tency. Indeed, by considering the particular case j = 1
on the first line of Eq. (23), it comes

N C

2
∶= γ̃00 + γ̃11 =

[γ̃2]
10

[γ̃]10

=
[γ̃2]

10

ξ
, (26)

where N C is the total (spin-summed) number of electrons
in the cluster. Interestingly, when the interacting lattice
is half-filled, the fluctuations in the number of electrons
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FIG. 4: (Top) Exact (ground-state) Householder
transformed density matrix elements in the cluster

sector and root mean square (RMS) of the elements in
the buffer sector, both plotted as functions of U/t for a
quarter-filled 12-site Hubbard ring. (Bottom) Individual

elements in the buffer sector for various U/t values.

within the Householder cluster vanish and the latter con-
tains exactly two electrons for all U/t values [see Fig. 5].
Moreover, in the buffer sector of the density matrix, el-
ements with odd row (column) indices are zero [see the
bottom panel of Fig. 5]. Nevertheless, even in this par-
ticular case, the cluster remains connected to its House-
holder environment as long as the lattice is interacting
(U/t ≠ 0). As proved analytically in Appendix B, these
properties originate from the hole-particle symmetry of
the Hubbard Hamiltonian.

C. Comparison with the Schmidt decomposition

Let us consider the determinant expansion of any (cor-
related or not) wave function Ψ in the Householder rep-
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resentation,

∣Ψ⟩ =∑
IB
∑
E∈IB

λIBE ∣IBE⟩ , (27)

where ∣IBE⟩ = ∣I⟩ ∣B⟩ ∣E⟩ ≡ Î†B̂†Ê† ∣vac⟩ consists of impu-
rity, bath, and Householder environment states, i.e., in a
second-quantized language,

Î† = (d̂†
0↑)

nI0↑ (d̂†
0↓)

nI0↓
,

B̂† = (d̂†
1↑)

nB1↑ (d̂†
1↓)

nB1↓
,

Ê† = (d̂†
2↑)

nE2↑ (d̂†
2↓)

nE2↓
. . . (d̂†

(L−1)↑)
nE
(L−1)↑ (d̂†

(L−1)↓)
nE
(L−1)↓

,

(28)

nI,B,Eiσ ∈ {0,1} being the occupation numbers. The nota-

tion “E ∈ IB” means that the summation over the envi-
ronment states is restricted to those preserving the total
number of electrons in the lattice. In order to evaluate
the density matrix elements γ̃j0 = ⟨Ψ∣ d̂†

jσd̂0σ ∣Ψ⟩, we need
to look at the following overlaps:

⟨I ′B′E ′∣d̂†
jσd̂0σ ∣IBE⟩

j≥2→ δB′B ⟨I ′∣d̂0σ ∣I⟩ ⟨E ′∣d̂†
jσ ∣E⟩ . (29)

Those will contribute if the wave function exhibits, in
its determinant expansion, an excitation from the im-
purity to the environment. By imposing the constraint
in Eq. (21) through the Householder transformation, we
aim at removing such excitations, thus forcing the impu-
rity to exchange electrons only with the bath spin-orbital
d1σ. The corresponding wave function can be expanded
as follows,

∣Ψ⟩ =∑
B

∣IBB⟩∑
EB
λIBBEB ∣EB⟩ , (30)

where the occupation of the bath fixes the occupa-
tion of the impurity (hence the notation IB) and the
number of electrons in the environment. Eq. (30) can
be seen as a partial Schmidt decomposition [30]. The
latter would be complete if, for each bath state B,
the environment were described by a single quantum
state, i.e., ∑EB λIBBEB ∣EB⟩ → λB ∣ΨBE ⟩ . Note that, in
the present formalism, the bath refers to a one-electron
quantum state, even for a correlated wave function. In
exact DMET, the bath states are many-body quantum
states [30].

As mentioned previously, in the general case, the buffer
sector {γ̃j1}j≥2 is nonzero. Since

⟨I ′B′E ′∣d̂†
jσd̂1σ ∣IBE⟩

j≥2→ δI′I ⟨B′∣d̂1σ ∣B⟩ ⟨E ′∣d̂†
jσ ∣E⟩ , (31)

it means that the bath can in principle exchange elec-
trons with the Householder environment. In the particu-
lar case where the lattice wave function Ψ can be rewrit-
ten in a single-Slater-determinant form Φ, which is stan-
dard in practical DMET calculations [48], the density
matrix becomes idempotent and the buffer sector van-
ishes [see Eq. (25)]. Therefore, in this case, the cluster
and its environment become disentangled, as illustrated
in Fig. 2. Moreover, the cluster contains exactly two
electrons [see Eq. (26)]. As a result, in the determinant
expansion of Eq. (30), each contributing cluster determi-
nant ∣IBB⟩ can be determined solely from the occupation
of the impurity (because the latter gives the occupation
of the bath). By diagonalizing the (idempotent) House-
holder environment block of the density matrix, we ob-
tain a single Slater determinant ΦE from which the full-
system wave function can be determined as follows,

∣Φ⟩ = (∑
I
λI ∣IBI⟩) ∣ΦE⟩

=∑
I
λI ∣I⟩ ∣BIΦE⟩ ,

(32)

which is formally identical to a Schmidt decomposition
where, in the DMET terminology, the many-body bath
states are ∣BIΦE⟩ . The occupied orbitals in ΦE are usu-
ally referred to as core embedding orbitals [41, 48]. Note
that, if we diagonalize the Householder (two-electron and
idempotent) cluster block of the density matrix,

γ̃C = [γ00 ξ
ξ 1 − γ00

] , (33)
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where the idempotency constraint reads

ξ2 = γ00 (1 − γ00) , (34)

we will obtain two spin-orbitals. The first one,

∣µσ⟩ =
ξ√

1 − γ00

∣c0σ⟩ +
√

1 − γ00 ∣d1σ⟩ , (35)

will be occupied, while its orthogonal counterpart (within
the cluster) will be unoccupied. In this particular case,
the cluster wave function can be written in a single-
Slater-determinant form,

∑
I
λI ∣IBI⟩ ≡ ∏

σ=↑,↓
µ̂†
σ ∣vac⟩ = ∣ΦC⟩ , (36)

exactly like in standard (approximate) DMET [see
Eq. (9) in Ref. 48]. In order to make the connection
with DMET even more explicit, we can rewrite Eq. (35)
as follows,

∣µσ⟩ = ⟨d0σ ∣µσ⟩ ∣d0σ⟩ + ⟨d1σ ∣µσ⟩ ∣d1σ⟩
= ⟨c0σ ∣µσ⟩ ∣c0σ⟩ + ⟨d1σ ∣µσ⟩ ∣d1σ⟩ ,

(37)

thus leading to

∣d1σ⟩ =
1

√
1 − ⟨c0σ ∣µσ⟩2

( ∣µσ⟩ − ⟨c0σ ∣µσ⟩ ∣c0σ⟩ )

= 1
√

1 − ⟨c0σ ∣µσ⟩2
∑
j≥1

⟨cjσ ∣µσ⟩ ∣cjσ⟩ .
(38)

If we now introduce, like in DMET, the overlap matrix
between all the occupied spin-orbitals νσ in Φ (µσ being
one of them),

Sνν′ = ⟨νσ ∣c0σ⟩ ⟨c0σ ∣ν′σ⟩ , (39)

it becomes clear that the Householder transformation is
equivalent to (but simpler than) the Schmidt decompo-
sition in the particular case of single determinant wave
functions. Indeed, by construction, µσ is the only occu-
pied spin-orbital that actually overlaps with the impurity,
thus leading to the simplified expression

Sνν′ = Vνλ2Vν′ , (40)

where Vν = δνµ and λ = ⟨c0σ ∣µσ⟩. Thus, we recover from
Eq. (38) the DMET expression for the bath [see Eq. (11)
in Ref. 48],

∣d1σ⟩ =∑
j≥1

occ.

∑
ν

⟨cjσ ∣νσ⟩Vν√
1 − λ2

∣cjσ⟩ , (41)

where, according to Eq. (35),

λ2 = ξ2

1 − γ00
= γ00. (42)

In summary, when the lattice is described with a single
Slater determinant, the Householder transformation and
the Schmidt decomposition will lead to the same block-
diagonalized density matrix, each block corresponding

to the Householder cluster and its environment, re-
spectively. However, the Householder transformation is
much simpler in this case since the block-diagonalized
structure is recovered automatically (via an analytical
unitary transformation) from the density matrix of the
lattice.

Obviously, the simplification in Eq. (36) does not hold
anymore when electron correlation is introduced within
the cluster. Nevertheless, in this case, the (disentangled)
wave function structure shown in Eq. (32) will be pre-
served and denoted later in Sec. III B as follows:

∣Φ⟩ = ∣ΦC⟩ ∣ΦE⟩→ ∣ΨC⟩ ∣ΦE⟩ . (43)

Note that, as shown in Appendix C, changes in the
Householder cluster (and/or environment) sector of the
density matrix have no direct impact on the direction of
the Householder vector and therefore no impact on the
bath. In other words, even though correlation within
the cluster and/or the environment modifies the density
matrix in the lattice representation, the correlated and
original (idempotent) density matrices will still share the
same Householder transformation [defined according to
Eqs. (11) and (12)] where the cluster remains discon-
nected from its environment.

D. Embedding constraints, correlation potential,
and connection to DFT

In practical (multiple-impurity [39]) DMET calcula-
tions, the bath is indirectly affected by the correlation
within the cluster through ad hoc density matrix
mapping constraints which can modify, via a (possibly
nonlocal) correlation potential operator acting on the
full lattice [48, 55], the reference Slater determinant
Φ of Eq. (32). In the present formalism, it would
induce a change in the Householder transformation and,
consequently, it would make the embedding procedure
self-consistent.

As stressed in previous works [36, 42], such a map-
ping cannot be exact, simply because, unlike a corre-
lated density matrix, the reference (non-interacting) one
is idempotent. From a formal point of view, rewriting
the embedding procedure in the language of DFT, like in
DET [35] or in the self-consistent density-functional em-
bedding (SDE) approach [50], is more appealing because
the (weaker) density-only constraint can be fulfilled, in
principle exactly. More precisely, if we combine Kohn–
Sham (KS) DFT [56] with a quasi-degenerate perturba-
tion theory-like formalism [57, 58], the true interacting
ground-state wave function Ψ0 can be described by its
projection onto a so-called model Hilbert space M. The
latter would be constructed from the (non-interacting
KS) Householder cluster many-body states and the core
embedding KS orbitals. While the (ground-state) KS de-
terminant ∣ΦKS⟩ ≡ ∣ΦCKS⟩ ∣ΦE⟩ belongs toM [see Eqs. (32)
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and (36)], it will of course not be the case for the true
solution Ψ0. Its projection ∣ΨC⟩ ∣ΦE⟩ onto M can be de-
termined, in principle exactly, via the diagonalization of
an effective Hamiltonian [57, 58]. We can then restore

Ψ0 by applying a wave operator Ω̂, i.e.,

∣Ψ0⟩ ≡ Ω̂ [∣ΨC⟩ ∣ΦE⟩] , (44)

thus making the embedding formally exact. In practice,
one may opt for a perturbation expansion of the (local in
this case) correlation potential which can be determined
order by order from the density constraint nΨ0 = nΦKS

,
by analogy with Görling–Levy perturbation theory [59–
61]. Work is currently in progress in this direction.

In the present work, where the embedding is applied
to the uniform 1D Hubbard lattice, the density profile is
trivially obtained from the fixed number of electrons N in
the lattice. The local correlation potential is an arbitrary
constant and, therefore, what is referred to as single-shot
embedding in the DMET terminology [48] is sufficient.
In other words, as long as the number of electrons N is
fixed and we aim at mapping only the correct filling n =
N/L onto the embedded impurity, there is no correlation
potential to optimize.

III. SINGLE-SHOT DENSITY MATRIX
FUNCTIONAL EMBEDDING

In the following, an exact formulation of Ht-DMFET
is derived for a non-interacting lattice (Sec. III A). On
that basis, we construct an approximate Ht-DMFET for
the interacting lattice (Sec. III B). Finally, connections
with DMET and its extensions are made in Sec. III C.

A. Exact embedding in the non-interacting case

In the non-interacting (NI) case, which is equivalent
to the mean-field approximation in the uniform Hub-
bard model, the ground-state per-site energy reads [see
Eqs. (1) and (7)]

eNI (n) = −4tγ10, (45)

where we fix the number N of electrons in the lattice and
therefore the uniform filling n = N/L = 2γii. Evaluating
γ10 requires solving the NI problem for the full system,
which is computationally affordable for a large number
of sites (we considered L = 400 in this work). For that
purpose, we have to minimize the total NI energy

ENI = 2
L−1

∑
i,j=0

hijγij , (46)

where

hij
0<i<L−1= −t [δj(i+1) + δj(i−1)] , (47)

and h0(L−1) ≡ ±t (the sign depends on the boundary con-
ditions). In practice, we simply need to diagonalize the
hopping matrix h ≡ {hij} and construct the density ma-
trix in the lattice representation from the occupied (or-
thonormal) eigen-spin-orbitals ∣κσ⟩ = ∑iCiκ ∣ciσ⟩ as fol-
lows,

γij =
occ.

∑
κ

CiκCjκ. (48)

We propose in this section to reformulate the NI
problem into an embedded one. As such, it is in
principle useless. However, when it comes to introduce
electron correlation, which is of course our ultimate
goal, this reformulation will provide a starting point
for the embedding. It will also suggest how the latter
can be systematically improved, as discussed further in
Sec. III B.

Let us rewritte Eq. (46) in the Householder represen-
tation,

ENI = 2∑
kl

h̃klγ̃kl, (49)

where

h̃kl =∑
ij

PkihijPjl

= hkl − 2∑
i

vi (vkhil + vlhik) + 4vkvl∑
ij

vihijvj .
(50)

Since, in this representation, the (idempotent) density
matrix can be split into cluster and environment parts
(see Fig. 2), the same applies to the NI energy:

ENI = ENI
C +ENI

E . (51)

The cluster energy reads

ENI
C = 2

1

∑
k,l=0

h̃klγ̃kl, (52)

or, equivalently,

ENI
C = ⟨ΦC ∣ĥC ∣ΦC⟩ , (53)

where ΦC is the (single determinant) two-electron
cluster wave function introduced in Eq. (36). The
non-interacting Householder cluster and the Hubbard
dimer [62, 63] have formally identical Hamiltonians,

ĥC =∑
σ

1

∑
i,j=0

h̃ij d̂
†
iσd̂jσ

≡∑
σ

[−t̃ (d̂†
0σd̂1σ +H.c.) + ε̃1d̂

†
1σd̂1σ] ,

(54)

where, according to Eq. (50),

t̃ = −h̃01 = t + 2v1∑
i

vihi0 (55)
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and

ε̃1 = h̃11 = −4v1∑
i

vi
⎛
⎝
hi1 − v1∑

j

vjhij
⎞
⎠
. (56)

On the other hand, the energy of the environment is an
explicit functional of the environment’s density matrix
γ̃E ≡ {γ̃ij}i>1,j>1:

ENI
E = 2

L−1

∑
k,l=2

h̃klγ̃kl ≡ 2 Tr [h̃E γ̃E] , (57)

where Tr denotes the trace. The total ground-state NI
energy can be reached variationally, in principle exactly,
as follows,

ENI
0 = min

v
{ENI
C [v] +ENI

E [v]} , (58)

where

ENI
C [v] = min

ΦC
⟨ΦC ∣ĥC[v]∣ΦC⟩ (59)

and

ENI
E [v] = 2 min

γ̃E
Tr [h̃E[v]γ̃E] . (60)

Dependencies in the Householder vector v have been in-
troduced, for clarity. In order to evaluate the per-site
energy [see Eq. (45)], we can switch to the Householder
representation,

γ10 = [P γ̃P ]10 =∑
ij

P1iγ̃ijPj0

=∑
i

P1iγ̃i0 =
1

∑
i=0

P1iγ̃i0

=
1

∑
i,j=0

P1iγ̃ijPj0

=∑
ij

P1i ⟨ΦC ∣d̂†
iσd̂jσ ∣Φ

C⟩Pj0

= ⟨ĉ†1σ ĉ0σ⟩ΦC
,

(61)

thus leading to the final expression

eNI(n) = −4t ⟨ĉ†1σ ĉ0σ⟩ΦC
. (62)

According to Eq. (62), the per-site NI energy can be
evaluated directly from the cluster, which is obviously a
huge simplification of the full-size problem. The exact NI
per-site energy is recovered when the minimizing House-
holder vector v in Eq. (58) is employed, thus providing
the optimal bath orbital. As readily seen from the latter
equation, the Householder vector connects the cluster to
its environment energy wise. In the present formalism,
the optimal cluster (or, equivalently, the optimal bath)
minimizes the sum of the cluster and environment ener-
gies. At the NI level, Eqs. (58)–(60) are much more com-
plicated than Eq. (48) implementation wise, especially
because the Hamiltonian of the environment should in

principle be diagonalized for each trial Householder vec-
tor. However, once the full-size NI problem is solved
[with Eq. (48)], Eqs. (58)–(60) can be used for describ-
ing two-electron interactions. In the simplest embedding
scheme, which is described in the present work, electron
correlation is introduced within the cluster while freezing
the Householder vector to its NI value. The embedding
might then be systematically improved by (i) updating
the Householder vector variationally, (ii) describing cor-
relations between the cluster and the environment and,
ultimately, (iii) describing correlation within the envi-
ronment. Such refinements are left for future work.

B. Correlation on top of the non-interacting
Householder embedding

By analogy with DMET [30], we now introduce the
exact two-electron repulsion operator within the House-
holder cluster. For simplicity, we keep on using the
Householder vector v evaluated from the NI density ma-
trix of Eq. (48). First we need to rewrite the on-site re-
pulsion operator in the Householder representation [see
Eq. (19)],

U
L−1

∑
i=0

n̂i↑n̂i↓ = ∑
jklm

Ũjklmd̂
†
j↑d̂k↑d̂

†
l↓d̂m↓, (63)

where

Ũjklm = U
L−1

∑
i=0

PijPikPilPim. (64)

After projecting onto the cluster, we obtain the following
expression for the interacting cluster Hamiltonian:

ĤC = ĥC +
1

∑
j,k,l,m=0

Ũjklmd̂
†
j↑d̂k↑d̂

†
l↓d̂m↓

= ĥC +Ud̂†
0↑d̂0↑d̂

†
0↓d̂0↓ + Ũ1d̂

†
1↑d̂1↑d̂

†
1↓d̂1↓,

(65)

where, according to Eq. (64), the effective interaction in
the bath is determined from (the NI approximation to)
the full lattice as follows,

Ũ1 = U
L−1

∑
i=1

P 4
i1

= U (1 − 8v2
1 + 24v4

1 − 32v6
1 + 16v4

1

L−1

∑
i=1

v4
i ) .

(66)

In the DMET terminology [35, 48], using the complete
embedding Hamiltonian of Eq. (65) is referred to as
interacting bath (IB) embedding. In this case, the

interaction Ũ1 on the bath site is taken into account. We
should stress that, in the present work, like in regular
DMET, the bath orbital (which is described by the

operators d̂†
1σ and d̂1σ) is determined from the density

matrix of the full non-interacting lattice, according to
Eq. (18). Therefore, the acronym IB should not be
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confused with the level of calculation of the bath orbital.
In the non-interacting bath (NIB) formulation [35, 48],
which is commonly used in DMET and is also tested in
Sec. IV, the interaction Ũ1 on the bath site is simply ne-
glected. Note that, in the context of DMET, correlating
the bath would require the computation of a correlated
many-body wave function for the full system [52] or
the introduction of frequency dependencies into the
theory [39]. In the present density matrix functional
formulation, correlation might be introduced into the
bath simply by employing in the Householder transfor-
mation [see Eqs. (11)–(13)] a correlated full-system-size
density matrix. This can be achieved at a reasonable
computational cost [64] with low-level natural orbital
functionals (NOFs). Their (sometimes poor [65, 66])
description of strongly correlated energies may then be
improved via the embedding, thus avoiding the use of
more sophisticated NOFs which can be more difficult
to converge. In this context, we may actually proceed
with successive Householder transformations since the
Householder “impurity+bath” cluster will in principle
not be disconnected anymore from its environment, as
discussed in Sec. II B. Applying a second Householder
transformation to the “bath+buffer+environment”
block of the Householder transformed density matrix
(see Fig. 2) would generate a second bath orbital. The
interacting lattice problem can then be projected onto
the enlarged “impurity+two bath orbitals” cluster.
Applying further Householder transformations would
generate more bath orbitals and, ultimately, make the
embedding exact (because equivalent to the full lattice
diagonalization problem). Interestingly, in EwDMET,
the enlarged number of bath orbitals is determined from
the order to which fragment spectral moments should be
reproduced. A formal connection between Ht-DMFET
and EwDMET might be established at this level. We
leave the development of such an extension for future
work. Note that, within a hybrid NOF/Householder
scheme, we will still be able to choose between IB
and NIB formulations. In the rest of the paper, we
employ an uncorrelated bath (which is identical to the
non-interacting bath for uniform systems).

Let us return to the embedding Hamiltonian in
Eq. (65). As the impurity occupation may deviate from
the lattice filling n when solving the interacting problem
within the cluster, we introduce and adjust a chemical
potential µ̃imp on the impurity site, in complete anal-
ogy with DMET [48], such that the (two-electron) cluster
wave function

ΨC = arg min
Ψ

⟨Ψ∣ĤC − µ̃imp∑
σ

d̂†
0σd̂0σ ∣Ψ⟩ (67)

reproduces the desired occupation n, i.e.

⟨ΨC ∣∑
σ

d̂†
0σd̂0σ ∣ΨC⟩

!= n. (68)

Once the constraint in Eq. (68) is fulfilled, we obtain an

approximate correlated expression for the per-site energy,

e(n) ≈ −4t ⟨ĉ†1σ ĉ0σ⟩ΨC
+U ⟨n̂0↑n̂0↓⟩ΨC , (69)

where the density matrix element can be evaluated as
follows [see Eq. (20)],

⟨ĉ†1σ ĉ0σ⟩ΨC
= (1 − 2v2

1) ⟨d̂
†
1σd̂0σ⟩ΨC

= (1 − 2v2
1) γ̃ΨC

10 ,
(70)

and the impurity double occupation simply reads

⟨n̂0↑n̂0↓⟩ΨC = ⟨d̂†
0↑d̂0↑d̂

†
0↓d̂0↓⟩ΨC

= dΨC

0 . Note that the

Hamiltonian in Eq. (67) describes an asymmetric Hub-
bard dimer whose two-electron singlet ground-state en-
ergy can be expressed analytically in terms of t̃, U , Ũ1,
ε̃1, and µ̃imp. For that purpose, we simply need to shift
the local one-electron potential (on both impurity and
bath sites) by the “constant” (µ̃imp − ε̃1) /2 and to sym-
metrize the dimer interaction wise [63],

ĤC − µ̃imp∑
σ

d̂†
0σd̂0σ →∑

σ

−t̃ (d̂†
0σd̂1σ +H.c.)

+Ueff

1

∑
i=0

d̂†
i↑d̂i↑d̂

†
i↓d̂i↓ +

∆veff

2
∑
σ

(d̂†
1σd̂1σ − d̂†

0σd̂0σ) ,
(71)

where the effective interaction and potential read

Ueff = U + Ũ1

2
(72)

and

∆veff = µ̃imp + ε̃1 +
Ũ1 −U

2
, (73)

respectively. Note that the Hamiltonians in the left- and
right-hand side of Eq. (71) share the same ground-state
wave function ΨC [63]. The corresponding ground-state
energies are immediately deduced from the analytical ex-
pression given in Ref. 62. The chemical potential µ̃imp

that fulfills Eq. (68) or, equivalently, the effective poten-
tial ∆veff , can be determined straightforwardly, for ex-

ample, by Lieb maximization [63]. Both γ̃ΨC

10 and dΨC

0

can then be evaluated analytically via the Hellmann–
Feynman theorem (see Appendix A in Ref. 38). In the
DMET terminology [48], Eqs. (67)–(69) describe a single-
shot embedding.

C. Summary of the present implementation and
connection to DMET

We have described the single-shot embedding of a sin-
gle impurity site in the particular case of a 1D Hubbard
lattice. The full procedure can be summarized as fol-
lows. First we solve the non-interacting problem. In the
present work we diagonalize the bare hopping matrix [see
Eq. (47)] and construct the (idempotent) ground-state
density matrix of the full lattice for a given and fixed
number N = nL of electrons. The latter density ma-
trix gives immediately access to the bath orbital thanks
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to the Householder transformation [see the expression in
Eq. (18); see also Eqs. (12) and (13)]. Then we project
the original interacting lattice Hamiltonian of Eq. (1)
onto the “impurity+bath” many-body subspace, which
gives the cluster Hamiltonian expression of Eq. (65). At
this level, we can decide to keep the interaction in the
bath (IB formulation) or to remove it (NIB formulation).
Finally, a chemical potential is introduced and adjusted
on the embedded impurity to ensure that its occupation
matches the lattice filling n [see Eqs. (67) and (68)]. A
correlated per-site energy can then be evaluated from
the (interacting) cluster many-body wave function [see
Eq. (69)]. For analysis purposes, NIB results obtained
with two or three impurities are presented in Sec. IV. In
the latter case, we used a block Householder transfor-
mation [54] where the column vector X − Y in Eq. (5)
is replaced by a L × Nimp matrix which is denoted V
in Ref. 54, Nimp being the number of impurities. The
Householder transformation matrix is then modified as
follows,

P = I − 2vv† → I − 2V [V †V ]−1
V †. (74)

A detailed derivation of multiple-impurity Ht-DMFET
will be presented in a separate work.

Let us stress that, at a given level of approximation
(we performed a single-shot embedding for simplicity
but stronger mapping constraints could of course be
employed), the IB formulations of Ht-DMFET and
standard DMET are formally equivalent. Indeed, for a
non-interacting (or mean-field) lattice, the bath orbitals
constructed from the Householder transformation and
the Schmidt decomposition are identical, as shown
in Sec. II C. As a result, when projecting the lattice
interactions onto the “impurity+bath” cluster, both
approaches will lead to the same embedding Hamiltonian
[the one in Eq. (65)]. More generally, as long as the
bath is uncorrelated, which means that we describe
the full lattice with an idempotent (non-interacting
or mean-field) density matrix, Ht-DMFET becomes a
simpler to implement (but equivalent) version of DMET.
Note also that the Householder transformation can in
principle be substituted for the Schmidt decomposition
when constructing hole and particle bath states in
EwDMET [see Eqs. (25) and (26) in Ref. 45]. In this
case, we would need to construct density matrices for
cationic and anionic systems [see Eq. (10) in Ref. 44].

Finally, if we just see in the Householder transfor-
mation a simplification of the Schmidt decomposition
in the particular case of non-interacting systems, it be-
comes clear that, by complete analogy with DMET, Ht-
DMFET can be extended to more general Hamiltonians
like, for example, quantum chemical ones written in a
localized orbital basis. In this case, several fragments
(each consisting of multiple localized impurity orbitals)
would be employed. More precisely, once a mean-field
density matrix has been computed for the full molecule,

it can be Householder transformed with respect to a
given fragment, thus providing a set of bath orbitals from
which correlated local properties (on the fragment) can
be evaluated. Each fragment will have its own House-
holder transformation but all will apply to the same (full-
system) density matrix. Obviously, the block version of
the Householder transformation [54] would be employed
in this case. Moreover, as already mentioned in Sec. III B,
the Householder transformation offers the possibility to
correlate the bath through the density matrix, a feature
that DMET does not have and from which we may ben-
efit. Work is currently in progress in this direction.

IV. RESULTS AND DISCUSSION

In this section, Ht-DMFET is applied to a large (L =
400) uniform Hubbard ring. The hopping parameter is
set to t = 1. In order to remove pathological degen-
eracies from the N -electron full-size non-interacting cal-
culation, periodic/antiperiodic boundary conditions are
used when N

2
is odd/even. Comparison is made with the

Bethe Ansatz (BA) results which are exact in the ther-
modynamic limit [67]. We note that the single-impurity
DMET results presented in Ref. 30 were obtained without
the interaction in the bath. The interacting-bath results
presented in the following will be of particular interest
in this respect. For analysis purposes, multiple-impurity
Ht-DMFET calculations have been performed at the NIB
level [see Eq. (74)]. In the latter case, the correlated em-
bedded impurity problem has been solved numerically at
the density matrix renormalization group (DMRG) level
with the Block code [68–72].

Let us first discuss the single-impurity results. We plot
in Fig. 6 the deviation in occupation of the (two-electron)
Householder cluster’s impurity site from the filling n of
the lattice when no additional chemical potential µ̃imp is
introduced. As expected from Sec. III A, the correct oc-
cupation n is recovered in the non-interacting U = 0 case
(not shown). When U > 0, we observe, in the NIB formu-
lation, a systematic depletion of the impurity site as U
increases. For given U and n values, adding the (U - and

n-dependent) interaction Ũ1 [see Eq. (66)] on the bath
site has the opposite effect. The fact that the interac-
tions on the impurity and the bath do not compensate
each other occupation wise can be understood as follows.
Let us consider, for example, the half-filled case (n = 1)
for which ε̃1 = 0. When µ̃imp = 0, in the NIB case, the
cluster is equivalent to a symmetric-in-interaction Hub-
bard dimer with effective interaction Ueff = U/2 and po-
tential ∆veff = −U/2 [see Eqs. (72) and (73)], thus leading

to ∆veff/Ueff
NIB= −1, which obviously will not give the

symmetric density profile expected for n = 1. As shown
in Fig. 1 of Ref. 73, the occupation of the impurity will
decrease with Ueff (and therefore U) and tend to 0.5 as
U/t → +∞, which is in agreement with Fig. 6. In the IB
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FIG. 6: Householder cluster’s (single) impurity site
occupation plotted as a function of the lattice filling n

in various correlation regimes for µ̃imp = 0 [see Eq. (67)].
Both interacting (solid lines) and non-interacting
(dotted lines) bath cases are shown for analysis

purposes. The reference black straight line corresponds
to the desired situation (which is ultimately reached by

adjusting µ̃imp) where the embedded impurity
occupation matches the lattice filling.
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FIG. 7: (Single-impurity) Ht-DMFET per-site energy
plotted as a function of the interaction strength at

half-filling. Results obtained for µ̃imp = 0 (dotted lines)
and/or without interaction in the bath (blue lines) are
shown for analysis purposes. Comparison is made with

the exact Bethe Ansatz (BA) result.

case (see Sec. III B), the situation is quite different since

∆veff

Ueff

IB= Ũ1 −U
Ũ1 +U

=

L−1

∑
i=1

P 4
i1 − 1

L−1

∑
i=1

P 4
i1 + 1

, (75)

0.0 0.2 0.4 0.6 0.8

0.05

0.10

0.15

0.20

0.25

U/(U+4t)

do
ub

le
 o

cc
up

at
io

n Ht-DMFET  
exact (BA)

Ht-DMFET (NIB) 

  

  

FIG. 8: Ht-DMFET (single) impurity site double
occupation ⟨n̂0↑n̂0↓⟩ΨC plotted as a function of the

interaction strength at half-filling (n = 1). Comparison
is made with the exact Bethe Ansatz (BA) result.
Non-interacting bath (NIB) results are shown for

analysis purposes.

thus leading to ∣∆veff/Ueff ∣ < 1. In this respect, we are
closer to a symmetric dimer, which is an improvement.
Nevertheless, since ∆veff ≠ 0, the correct occupation
(n = 1) will not be recovered, in general. By computing

Ũ1 numerically, we obtained Ũ1 ≈ U/3 at half-filling,

which gives ∆veff/Ueff
IB≈ −1/2. In this case, as U (and

therefore Ueff) starts deviating from 0, there will still be
an electron depletion of the impurity site [see the top
right panel of Fig. 1 in Ref. 73]. Interestingly, for larger
U values, the impurity occupation will start increasing
and will approach (from below) the correct 1.0 value, as
shown in the bottom panels of Fig. 1 in Ref. 73. This is
again in perfect agreement with the IB results of Fig. 6.
In summary, when no chemical potential is introduced
on the impurity, the IB and NIB impurity occupation
profiles differ substantially. This difference is driven by
the effective ratio ∆veff/Ueff . Despite this difference,
the IB scheme cannot reproduce the correct occupation
and, as a result, introducing a chemical potential µ̃imp

remains necessary, like in DMET [48].

Its importance in the calculation of per-site energies is
illustrated in Fig. 7 in the particular case of a half-filled
lattice. Once a proper µ̃imp value is employed (which
will be the case in the rest of the discussion), thus
ensuring that the filling and the impurity occupation
match, the error becomes substantial in the strongly
correlated regime only if the interaction in the bath is
neglected. We note that, in the latter case, we reproduce
the single-impurity DMET results of Ref. 30, as expected
from the analysis in Sec. II C. The agreement with the
BA results is almost perfect in all correlation regimes
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once the interaction in the bath is restored. This success
may be related to the fact that, like in our approximate
Ht-DMFET scheme, the true (correlated) Householder
cluster contains exactly two electrons in the half-filled
case, as a consequence of the hole-particle symmetry (see
Appendix B). Nevertheless, even though the interaction
in the bath improves on the impurity double occupation,
the error remains substantial when electron correlation
is strong, as shown in Fig. 8. In order to further reduce
the error, more impurities should be introduced into
the cluster [30]. Therefore, the success of the present
(single-impurity) Ht-DMFET at half-filling relies also
on error cancellations in the evaluation of the (total)
per-site energy.

Away from half-filling, the performance of (single-
impurity) Ht-DMFET deteriorates as U/t increases, as
shown in Fig. 9, probably because fluctuations in the
number of electrons within our (“single impurity+single
bath”) cluster are not allowed in our approximate
embedding. As discussed in Sec. II B, away from
half-filling, the cluster becomes an open subsystem
as soon as U/t deviates from zero. Surprizingly, in
this density regime, per-site energies are in better
agreement with the BA values when the interaction
in the bath is neglected. Again, in the latter case, we
recover the single-impurity DMET results of Ref. 30.
As expected [30, 35] and shown in the bottom panel of
Fig. 9, the results dramatically improve when a larger
fragment (consisting of two or three impurities) is em-
bedded, even at the simplest NIB level of approximation.

Finally, we investigate in Fig. 10 the density-driven
Mott–Hubbard transition via the evaluation of the
density-functional µ(n) = ∂e(n)/∂n chemical potential
from the Ht-DMFET energy expression of Eq. (69). As
expected from Ref. 30, at the single-impurity level, there
is no gap opening when the interaction in the bath is ne-
glected. Restoring the interaction in the bath has actu-
ally no impact on the transition. In the light of Sec. II B,
we can reasonably assume that Ht-DMFET fails in this
case because it relies on a closed two-electron “single im-
purity+single bath” cluster. Already at the NIB level of
approximation, the embedding of a larger fragment (con-
sisting of two or three impurities) substantially improves
the results. Nevertheless, even in this case, the gap re-
mains closed, which is in perfect agreement with the DET
results of Ref. 35. As we perform single-shot embeddings
(where we only require the embedded impurity to repro-
duce the correct filling n), we expect from Ref. 35 the
transition to be better described at the multiple-impurity
level when the interactions in the bath are taken into
account. It would also be interesting to see how Ht-
DMFET performs when a correlated (through the den-
sity matrix) bath is employed. This is left for future
work.
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FIG. 9: Ht-DMFET per-site energies plotted as a
function of the lattice filling n for various correlation
regimes. Results obtained with a single impurity are

shown as (colored) solid lines. The blue color
corresponds to the non-interacting bath (NIB) case. In
the strongly correlated U/t = 8 regime (bottom panel),

NIB results obtained with two (Nimp = 2) and three
(Nimp = 3) impurities are also shown (as points), for
analysis purposes (see Sec. III C for further details).

Comparison is made with the exact Bethe Ansatz (BA)
results (black solid lines). In the weakly U/t = 1

correlated case (top panel), exact and approximate
results are almost indistinguishable.

V. CONCLUSIONS AND PERSPECTIVES

Similar in spirit to DMET, a (static and zero-
temperature) single-impurity Householder transformed
density matrix functional embedding theory (Ht-
DMFET) has been derived. The theory has been applied
to the 1D Hubbard model. In the non-interacting case,
the formal reduction of the full lattice to a two-electron
dimer is exact. Thanks to the Householder transforma-
tion, the bath site can be determined (analytically) from
the density matrix of the (full) lattice. Alternatively,
one may determine, in principle exactly, the House-
holder vector v (which defines the transformation) by
minimizing the sum of the v-dependent Householder
cluster and environment energies. While the two-site
“impurity+bath” cluster problem is trivially solved, the
ground-state energy of the cluster’s environment must
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FIG. 10: Lattice filling plotted, via the relation
µ ≡ µ(n) = ∂e(n)/∂n, as a function of the (lattice)
chemical potential µ at the Ht-DMFET level of

calculation for various correlation regimes.
(Single-impurity) non-interacting bath (NIB) results are

shown as solid blue lines. In the strongly correlated
U/t = 8 case, NIB results obtained with Nimp = 2 and
Nimp = 3 impurities are also shown (as points), for

analysis purposes. Comparison is made with the exact
Bethe Ansatz (BA) results.

be evaluated for each trial vector v. Even though such a
strategy is uselessly complicated in practice, because the
non-interacting full-size problem can be solved directly,
it is enlightening in many ways. First, it clearly shows
that the optimal cluster cannot be determined without
learning from its environment (and therefore from
the full lattice). The two subsystems “communicate”
through the Householder vector. Secondly, the resulting
variational character of the bath might be exploited
when electron correlation is introduced into the theory.
One could also extract an approximate Householder
vector from many-body perturbation theory. This is left
for future work. Finally, the single occupied spin-orbital
that overlaps with the impurity is, from the beginning,
automatically separated from the core embedding
orbitals which, in the terminology of Ht-DMFET,
belong to the Householder environment. As a result,
for non-interacting systems, Ht-DMFET is equivalent
to DMET. It is however simpler since the embedding is
constructed analytically from the lattice representation
of the density matrix.

Starting from the exact non-interacting and closed
two-electron Householder cluster, correlation can be
introduced straightforwardly by Householder trans-
forming (and projecting onto the cluster) the on-site
two-electron repulsion operator, which is defined in
the lattice representation. At half-filling (n = 1), the

resulting (approximate) Ht-DMFET per-site energies
are in almost perfect agreement with the Bethe Ansatz
(BA) results in all correlation regimes provided that (i)
a chemical potential is introduced on the impurity site,
like in DMET, thus ensuring that the correct filling is
reproduced, and (ii) the interaction in the bath is taken
into account. The good performance of Ht-DMFET
in this case can be partly related to the fact that, at
half-filling, the true (correlated) Householder cluster
contains exactly two electrons, as a consequence of the
hole-particle symmetry. Away from half-filling, the
deviation from the BA results becomes substantial in
the strongly correlated regime. The results dramatically
improve when a larger fragment (consisting of two or
three impurities) is embedded. In the latter case, a
block Householder transformation was employed [54].
The failure of the single-impurity embedding away
from half-filling may originate from the fact that,
unlike in our approximate Ht-DMFET, the number of
electrons in the exact (correlated) Householder cluster
can be fractional. This is probably the reason why, like
single-impurity DMET with a non-interacting bath [30],
(single-impurity) Ht-DMFET fails in describing the
density-driven Mott–Hubbard transition, whether the
bath is interacting or not.

In the light of recent advances in DMET and related
approaches, several extensions of the present work can al-
ready be foreseen. A multiple-impurity implementation
of Ht-DMFET that is applicable to more general Hamil-
tonians (like the quantum chemical ones) is the most ur-
gent. Preserving a Householder cluster that is discon-
nected from its environment is convenient in practice but
only relevant in the non-interacting case. Applying the
Householder transformation to the Kohn–Sham density
matrix would make the approach formally exact. Intro-
ducing site (or orbital) occupation mapping constraints
in a self-consistency loop, like in DET [35] or SDE [50],
would make complete sense in this context. Work is cur-
rently in progress in these directions.
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Appendix A: Derivation of the Householder
transformation

We start from the decomposition

Y = (I − vv†)Y + vv†Y . (A.1)

Using real algebra and the constraint ∣X ∣ = ∣Y ∣ gives,
according to Eq. (5),

v†Y = X
†Y − ∣Y ∣2

∣X −Y ∣

= Y
†X − ∣X ∣2

∣X −Y ∣

=
(Y † −X†)X

∣X −Y ∣
= −v†X,

(A.2)

and

(I − vv†)v = v − (v†v)v = 0, (A.3)

or, equivalently,

(I − vv†)X = (I − vv†)Y . (A.4)

Combining Eqs. (A.1), (A.2), and (A.4) leads to

Y = (I − vv†)X − vv†X ≡ PX, (A.5)

where P = I − 2vv†.

Appendix B: Exact properties of the Householder
cluster for a half-filled 1D interacting lattice

Let us evaluate the matrix element

[γ̃2]
j0
= [Pγ2P ]

j0
= ∑
klm

PjkγklγlmPm0, (B.1)

or, equivalently,

[γ̃2]
j0
=∑
kl

Pjkγklγl0

j>0= ∑
l

Pj1γ1lγl0 +∑
k>1

∑
l

Pjkγklγl0

j>0= Pj1γ10 (γ00 + γ11) + Pj1∑
l>1

γ1lγl0

+ γ00∑
k>1

Pjkγk0 + γ10∑
k>1

Pjkγk1

+∑
k>1

∑
l>1

Pjkγklγl0.

(B.2)

Since γii = nσ is the uniform spin occupation in the sys-
tem and n = 2nσ is the lattice filling, it comes

[γ̃2]
j0

j>0= nPj1γ10 + n∑
k>1

Pjkγk0

+ Pj1∑
l>1

γ1lγl0 + γ10∑
k>1

δjkγk1

−
2vjγ10√

2ξ (ξ − γ10)
∑
k>1

γk0γk1

+∑
k>1

∑
1<l≠k

δjkγklγl0

−
2vj√

2ξ (ξ − γ10)
∑
k>1

∑
1<l≠k

γk0γklγl0.

(B.3)

Moreover,

Pj1γ10 +∑
k>1

Pjkγk0 = δj1γ10 − 2vj
(γ10 − ξ)γ10√

2ξ (ξ − γ10)

− 2vj ∑
k>1

γ2
k0√

2ξ (ξ − γ10)
+∑
k>1

δjkγk0,

(B.4)

where, according to Eq. (9),

(γ10 − ξ)γ10√
2ξ (ξ − γ10)

+∑
k>1

γ2
k0√

2ξ (ξ − γ10)

= 1√
2ξ (ξ − γ10)

(ξ2 − ξγ10)

= 1

2

√
2ξ (ξ − γ10),

(B.5)

thus leading to

Pj1γ10 +∑
k>1

Pjkγk0 = δj1γ10 − vj
√

2ξ (ξ − γ10)

+∑
k>1

δjkγk0,
(B.6)

and, consequently, to the final expression

[γ̃2]
j0

j>0= n (γ10δj1 −
√

2ξ (ξ − γ10)vj)

+∑
k>1

δjk (nγk0 + γ10γk1 + ∑
1<l≠k

γklγl0)

+
⎡⎢⎢⎢⎣
Pj1 −

2vjγ10√
2ξ (ξ − γ10)

⎤⎥⎥⎥⎦
∑
k>1

γk0γk1

−
4vj√

2ξ (ξ − γ10)
∑

1<k<l
γk0γklγl0.

(B.7)

As shown in the following, the last two terms on the
right-hand side of Eq. (B.7) vanish at half-filling (i.e.,
when n = 1). To prove this, let us consider the modified
lattice Hamiltonian

Ĥ → Ĥkl(η) = Ĥ + η∑
σ

(ĉ†kσ ĉlσ + ĉ
†
lσ ĉkσ) , (B.8)
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where 0 ≤ k < l < L are fixed site labels. According to
the Hellmann–Feynman theorem, the exact N -electron
density matrix element for the Hubbard Hamiltonian Ĥ
can be determined as follows:

γNkl ∶= ⟨ĉ†kσ ĉlσ⟩
N

Ĥ
= 1

4

dENkl(η)
dη

∣
η=0

, (B.9)

where ENkl(η) is the N -electron energy for the Hamilto-

nian Ĥkl(η). If we now apply the following hole-particle
transformation [21],

ĉiσ → b̂iσ = (−1)iĉ†iσ, (B.10)

the latter Hamiltonian can be rewritten as follows,

Ĥkl(η) = −t∑
σ

L−1

∑
i=0

(b̂†iσ b̂(i+1)σ +H.c.)

+U
L−1

∑
i=0

b̂†i↑b̂i↑b̂
†
i↓b̂i↓

+U (L −∑
σ

L−1

∑
i=0

b̂†iσ b̂iσ)

+ (−1)l−k−1η∑
σ

(b̂†kσ b̂lσ + b̂
†
lσ b̂kσ) .

(B.11)

Note that b̂Lσ = (−1)Lĉ†Lσ = ±(−1)Lĉ†0σ = ±(−1)Lb̂0σ,
which means that the same (periodic or antiperi-
odic) boundary conditions can be used in the particle
[Eq. (B.8)] or hole [Eq. (B.11)] Hamiltonians for a total
even number L of sites. In this case, we can conclude
from Eq. (B.11) that

E2L−N
kl (η) = ENkl((−1)l−k−1η) +U(L −N), (B.12)

thus leading to [see Eq. (B.9)]

γ2L−N
kl = (−1)l−k−1γNkl . (B.13)

Therefore, in the half-filled n = N/L = 1 case, we have

γN=L
kl × (1 + (−1)l−k) = 0, (B.14)

that we simply denote

γkl × (1 + (−1)l−k) n=1= 0. (B.15)

In conclusion, at half-filling, a density matrix element
equals zero if the two indices differ by an even number:

γkl
n=1= 0 if l − k = 2p > 0. (B.16)

If we now return to Eq. (B.7), we immediately see that,
for k > 1,

γk0γk1
n=1= 0 (B.17)

and

γk0γklγl0
n=1= 0, (B.18)

so that

[γ̃2]
j0

j>0,n=1= (γ10δj1 −
√

2ξ (ξ − γ10)vj)

+∑
k>1

δjk (γk0 + γ10γk1 + ∑
1<l≠k

γklγl0) .
(B.19)

We can now extract interesting information from our sim-
plified Eq. (B.19). For example, for j = 1, we obtain,
according to Eq. (12),

[γ̃2]
10

n=1= γ10 −
√

2ξ (ξ − γ10)v1 = ξ, (B.20)

which, according to Eq.(26), leads to N C = 2. Moreover,

[γ̃2](2p+1)0
p>0,n=1= −γ(2p+1)0 + γ(2p+1)0

+ γ10γ(2p+1)1 + ∑
1<l≠2p+1

γ(2p+1)lγl0,
(B.21)

thus leading to [see Eqs. (24) and (B.16)]

γ̃(2p+1)1
p>0,n=1= 0. (B.22)

On the other hand, the Householder transformed density
matrix elements in column “1” are a priori nonzero for
even row indices,

ξγ̃(2p)1
p>0= [γ̃2](2p)0

p>0,n=1= γ10γ(2p)1 + ∑
1<l≠2p

γ(2p)lγl0

≠ 0,

(B.23)

which means that the cluster is not disconnected from its
environment, even though it contains exactly two elec-
trons.

Appendix C: “Direct” correlation effects on the
Householder transformation

Let us consider the idempotent non-interacting den-
sity matrix γ in the lattice representation, P ≡ P [γ] [see
Eqs. (11)–(13)] the corresponding Householder transfor-
mation matrix, and γ̃ = PγP . We want to see how
the Householder vector is directly affected (i.e., through
modifications of the density matrix in the lattice repre-
sentation) by changes

γ̃ → γ̃ +∆ (C.1)

that may occur in the Householder representation of the
density matrix, for example, when electron correlation is
introduced. For that purpose, we need to return to the
lattice representation,

γ → γ = P (γ̃ +∆)P
= γ +P∆P ,

(C.2)

thus leading to

γi0 → γi0 = γi0 +∑
j

Pij∆j0 (C.3)

= γi0 +∆i0 − 2vi∑
j>0

vj∆j0, (C.4)
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or, in a more compact form,

X →X =X +P∆0, (C.5)

where ∆†
0 = [∆00,∆10, . . . ,∆j0, . . .]. As readily seen

from Eq. (C.4), correlating within the Householder
environment (which would imply ∆j0 = 0,∀j) has
not impact on X and, therefore, no impact on the
Householder transformation. However, changes occur
on all rows of X when the density matrix is modified
within the cluster, i.e., when ∆j0 = ∑1

i=0 δij∆i0. As we
will see, even though X and Y = PX change in this
case, X −Y will not change direction.

To prove the above statement, we need to evaluate

the change Y † → Y
† = [γ00, ξ,0, . . . ,0] in Y . Since, by

construction,

∣Y ∣2 = ∣X ∣2 = ∣PX ∣2 = ∣Y +∆0∣2, (C.6)

it comes from Eq. (C.4) that

ξ
2
= ∣Y ∣2 − γ2

00

=∑
i

(Yi +∆i0)2 − (γ00 +∆00)2

= (ξ +∆10)2 +∑
i>1

∆2
i0,

(C.7)

or, equivalently,

ξ = (ξ +∆10)

¿
ÁÁÀ1 + ∑i>1 ∆2

i0

(ξ +∆10)2
, (C.8)

thus leading to

ξ − ξ = ξ
⎛
⎝

¿
ÁÁÀ1 + ∑i>1 ∆2

i0

(ξ +∆10)2
− 1

⎞
⎠

+∆10

¿
ÁÁÀ1 + ∑i>1 ∆2

i0

(ξ +∆10)2
.

(C.9)

Note that the sign of ξ has been chosen such that ξ = ξ
when ∆0 = 0, as expected. Since

X −Y =X −Y − (Y −Y )
= (X −Y ) +P∆0 −∆00e0

+ (ξ − ξ)e1,

(C.10)

where ei are the unit basis vectors (e†
0 = [1,0,0, . . . ,0],

e†
1 = [0,1,0, . . . ,0]), we can now determine the direction

of the updated Householder vector:

v ∼X −Y = (∣X −Y ∣ − 2v†∆0)v
+∑
i>0

[∆i0 + δi1 (ξ − ξ)]ei. (C.11)

As readily seen from Eqs. (C.9) and (C.11), when cor-
relation is treated within the Householder cluster only

(i.e., when ∆i0
i>1= 0), then ξ − ξ = ∆10 and

v ∼ (∣X −Y ∣ − 2v1∆10)v ∼ v, (C.12)

which, after normalization, leads to v = v and P = P .
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49 A. H. Mühlbach and M. Reiher, J. Chem. Phys. 149,
184104 (2018).

50 U. Mordovina, T. E. Reinhard, I. Theophilou, H. Appel,
and A. Rubio, J. Chem. Theory Comput. 15, 5209 (2019).

51 Z. Fan and Q.-l. Jie, Phys. Rev. B 91, 195118 (2015).
52 M. R. Hermes and L. Gagliardi, J. Chem. Theory Comput.

15, 972 (2019).
53 A. S. Householder, J. ACM 5, 339 (1958).
54 F. Rotella and I. Zambettakis, Appl. Math. Lett. 12, 29

(1999).
55 X. Wu, M. Lindsey, T. Zhou, Y. Tong, and L. Lin, Phys.

Rev. B 102, 085123 (2020).
56 W. Kohn and L. Sham, Phys. Rev. 140, A1133 (1965).
57 I. Lindgren and J. Morrison, Atomic many-body theory

(Springer-Verlag Berlin Heidelberg, 1986).
58 C. Brouder, G. H. Duchamp, F. Patras, and G. Z. Tóth,
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