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Abstract 

The acceleration of the diffusion of domestic and social 

robots leads to new issues specific to connected tools, 

such as the acceptability of data harvesting, the intrusion 

of privacy and the risks related to information security. 

While these concerns exist, individuals remain inclined to 

buy and use robots they are going to share intimate 

information. The objective of this paper is to address 

these issues by considering the anthropomorphic 

character and the social capabilities of robots. We then 

propose an experimental setting to explore how privacy, 

security and intimacy are perceived among the owners 

(while measuring their level of loneliness) of different 

types of personal or home robots. 
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Introduction 

Today, ailments such as the feeling of loneliness can 

affect a significant percentage of the population while 
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having adverse effects on mental and physical health 

[7]. Social and other companion robots can then appear 

as a solution to respond in a direct way (with companions 

designed for companionship or inciting reconnection with 

others) or an indirect one (with robots or machines not 

designed to counter loneliness but which will give a 

sense of social presence, especially to people suffering 

from loneliness [11].  

However, issues limiting the acceptability and adoption 

of companion or assistant robots remain, particularly 

with respect to privacy and security concerns [10, 24, 

26]. 

Indeed, as machines, these companions and social 

robots have different types of sensors (e.g., touch 

sensors, localization, complex and simple vision, light, 

speed, sound...), which will collect and store data from 

users and their environment. Added to this, personal 

robots or companions are often linked to user accounts 

which, in turn, will contain data provided by the robot 

(environment, user preferences) or the user himself 

(identity, preferences, environment). The accounts can 

be managed through applications available on 

smartphones, web or tablets that will request 

authorizations from users in order to use the sensors of 

the device or to access some information. Thus, at least 

two devices can collect more or less intrusive data on 

users and their environment, and obtain authorizations 

on their devices, in exchange for their use.  

Added to this, more or less social interactions can 

happen between users and their robots, inciting users to 

self-disclose more personal information that can be 

directly used and stored, or not. 

Indeed, following the CASA (Computers are social 

actors) paradigm [29], humans will automatically apply 

social rules and expectations to computers even while 

knowing they are just machines. This type of interaction 

can serve as "social snacking" while an individual may 

experience loneliness or at least, the need to belong 

[21]. For example, in a study on Roomba© robots [13], 

half of the families using the vacuum cleaners (which are 

not socially oriented robots) had social relationships with 

them (such as talking to it while it was running). Robots 

can then easily intrude into a user's intimate life.  

But as privacy and security concerns remain among the 

population, millions of robots and assistants are still sold 

to this day, which means data collection seems, a priori, 

accepted and acceptable for some users. This seems 

paradoxical when privacy concerns, and by extension 

security concerns, affect trust, usage intentions, and 

information sharing intentions. 

While there is a privacy and security trade-off for better 

usability of the systems, how can we explain the 

apparent acceptability of robots and companions while 

the concerns remain?  

Privacy and security regarding personal robots 

Privacy and security concerns are known to be a barrier 

to adoption [31]. The concepts of privacy and privacy 

concerns have been studied in various number of 

contexts. In mobile apps, it represents “the ability of the 

individual to control when, how and to what extent, their 

personal information is communicated to mobile apps 

[15]. Other authors [25] focus on the context of social 

robots, distinguishing the concept of physical privacy 

(the physical and or private space or surroundings a 

robot can have access to), from the concept of 



  

informational privacy. Informational privacy is then 

divided into two subcategories, with one relating to 

institutional threats (data processed by institutions, e.g. 

robot manufacturers, government agencies and third 

parties) and one relating to social threats (data 

processed by private individuals; e.g. familiar users or 

hackers) [33, 41].  

When it comes to privacy concerns regarding robots, 

Lutz and Tamo-Larrieux [25] found three types of 

privacy concerns in their study. Respondents worried 

most about their informational privacy, especially 

regarding institutions such as the social robot 

manufacturer. Social privacy risks, such as hacking and 

stalking, also evoked considerable concerns. Physical 

privacy concerns were less prevalent. Along with privacy, 

security perceptions affect user intentions and behaviors 

[32, 40]. The concept of perceived security has been 

studied a lot in the field of online transactions and little 

has been made regarding robotics. Following the 

Balapour et al. [3] definition of the perceived security of 

mobile apps, we could define it as the perception of the 

robot provider’s appropriate actions to safeguard shared 

information from security breaches during and after 

transmission through the robotic system [4, 18, 32]. 

Users’ perceptions of security can affect their attitudes 

and behaviors directly and indirectly. For example, 

Chellappa [8] and Bansal [4] demonstrated that an 

individual’s perception of security is very important for 

trust (indirect) during any form of electronic transaction, 

which can fuel users’ behavioral intentions (direct), such 

as their intention to share private information with 

websites [5]. Users have little control over the 

information security of a robotic system, choosing the 

information and data to transmit or not is more 

accessible than the security of a system for users. But to 

engage informed behaviors and decisions about their 

privacy and private information, users should first be 

aware of the privacy policies. 

Privacy paradox and biases in disclosure 

But among individuals, inconsistencies between the 

stated privacy preferences and the actual disclosure 

behavior remain. In 2007, Norberg and al. [30] called it 

the “privacy paradox”. The phenomenon happens even 

when, for example, in the context of internet usage, 

users show a strong interest in privacy while disclosing 

substantial personal information. For example, a study 

from Huberman et al. [16], suggests that people will 

disclose less desirable, or embarrassing data for a 

greater price but are willing to disclose information they 

perceive as harmless for little to no rewards. When it 

comes to disclosure and privacy individuals do not make 

rational decisions [2]. In his work, Waldman [39] 

outlines biases and dark patterns that could influence 

users' privacy decisions. For example, privacy policies 

are known to be generally so long [34] and difficult, 

which can even give trouble to experts [28]. It would 

also take an average of 244 hours per year to read every 

privacy policy that an individual visits [9]. In the same 

work, Waldman [39] also cites potential dark patterns 

and cognitive biases which represent a barrier to rational 

privacy and disclosure decision making [1] such as 

anchoring, framing, hyperbolic discounting or 

overchoices.  

Thus, making informed decisions when it comes to 

privacy policies of an application, a website or even a 

robot can demand a substantial effort from the user.    

The robots’ design 



  

When it comes to privacy and security perception, the 

robots’ appearance can play another role. In “Averting 

Robot Eyes” [20], Kaminsky and her colleagues identify 

a potential “dishonest anthropomorphism” exhibited by 

robots which may be designed to trigger very human and 

social reactions to robots’ anthropomorphic appearances 

and behaviors. Leong and Selinger [23] deepen this 

notion of dishonest anthropomorphism through 

examples of designs allowing to abuse or to mislead 

users about the real capabilities of robots. For example, 

human responses to the appearance or the 

attractiveness of a robot may impact how humans are 

likely to try to please a robot and display other innate 

responses to beauty, which may nudge bonding, 

attachment and trust. Moreover, loneliness impacts the 

perception of non-human entities. Lonely people for 

example, compensate for their lack of social connection 

through anthropomorphization (the attribution of human 

traits, emotions, intentions or to non-human entities) 

[11]. Loneliness even increases the 

anthropomorphization of non-human agents and makes 

lonely people feel a higher social presence [22], 

increasing the effects of a potential dishonestly 

anthropomorphic robot.  

While privacy policies may be unclear or difficult for 

users to access, the appearance of robots and their 

behavior can add more difficulty to this and mislead 

users into disclosing more information than they’d want. 

Disclosing to a robot: the role of intimacy 

What could also be misleading for users is the intimacy 

process they can possibly have with machines or robots. 

Disclosing information to another human leads to 

intimacy and so does it with robots. For Reis and Shaver 

[36], intimacy is a transactional process where two 

components (self-disclosure and perceived 

responsiveness) facilitate a close connection between 

people. The intimacy process happens when a person 

(speaker) discloses personal information and feelings to 

a partner (listener), who will then respond by also 

disclosing personal information and feelings. For them, 

the interaction is perceived as intimate when the speaker 

interprets the listener’s response as understanding, 

validating, and caring. Later, Reis and Patrick [35] 

suggest it’s actually more important than the actual 

disclosure. Thus, according to the model, self-disclosure 

and partner disclosure both predict intimacy, with 

perceived partner responsiveness as a mediator in the 

model. 

Thus, a human-robot interaction can easily become 

intimate, especially if the robot has well developed social 

skills. But it’s not mandatory. For example, [38] showed 

in their study how users have come to show signs of 

intimacy with their robot vacuum cleaners (which are not 

social robots). The other way around [19], in another 

study where a highly social robot was sharing a secret 

with participants, most participants (59%) chose to not 

share it afterward. As a result, robots with different 

social skills and different appearances can bring users to 

become intimate with them and develop relationships 

resembling human-human interaction. But as beneficial 

anthropomorphism could be to build a fulfilling 

relationship with a robot, especially for lonely people 

[22], it could also be misleading with it comes to making 

informed decisions regarding what users know about 

privacy policies and the information they choose to 

disclose. We make the assumption that H1: the higher 

the intimacy scores will be, the lower the security and 

privacy scores will be.  



  

Also, since lonelier people tend to turn to robots more 

easily for social interactions, thus, leading to more 

intimacy, we assume the following hypothesis: H2: The 

lonelier a user is, the more he’ll perceive as intimate the 

relationship he has with his robot 

We note that the consequences of a security breach in 

the robotic system leading to an attack, not only would 

harm trust in the company but also harm the human-

robot relationship. It then appears important for users to 

at least be conscious of the security risks while using a 

robotic system. A recent work, “The Principles of 

Robotics” [6] includes the maxim that robots “should not 

be designed in a deceptive way to exploit vulnerable 

users,” which, more specifically, means that “their 

machine nature should be transparent and the illusion of 

emotions and intent should not be used to exploit 

vulnerable users”. We could easily see lonely people who 

will tend to anthropomorphize technologies more and are 

more likely to confide in them as such. 

Since a robots’ appearance can influence a user into 

perceiving it in a more anthropomorphic way, we 

suppose that this appearance can lead users to think of 

robots are more reliable when it comes to perceived 

privacy and security. We then make the hypothesis: H3: 

the more anthropomorphic the robot will be perceived 

as, the more secure and private it’s going to be perceived 

as. 

Proposed method 

Since the design of technologies and more precisely 

robots, seem to influence privacy and to an extent, 

security perceptions, we plan to study the perception of 

the owners (minimum 15) of these 5 different robots: 

- iRobot Roomba© (vacuum robot) 
- Amazon Echo© (vocal assistant)  
- Google Home© (vocal assistant) 
- Replika© (personal chatbot)  
- Cozmo© (toy robot).  

 

These robots were all widely sold (at least a million of 

sales, or downloads for the applications) and all have 

anthropomorphic traits or have been anthropomorphized 

at least once by users, despite having very different 

purposes and appearances. Each of these robots is linked 

to an application that can be found on the Google Play 

Store. For users, it is required to install and use those 

applications which require authentications and 

authorizations for proper use of the robot. The Exodus 

website [12] allows us to easily make a comparison of 

the permissions and trackers found in each of the 

applications in order to realize the more or less invasive 

character of the various robots (Table 1). This listing 

provides us with material for interpreting future results. 

In Table 1, we chose to only gather the permissions 

considered as dangerous or special according to Googles’ 

types of permissions. Special permissions generally 

allow an application to deploy powerful actions such as 

drawing over another application, while dangerous 

permissions give an application access to restricted or 

private data.  

The following scales are chosen to measure perceived 

security and privacy concerns, the level of loneliness, 

perceived anthropomorphism, intimacy with the robot 

and overall acceptance of the robot for its use: 

- Perceived Security and privacy [8] 
- Miller Social Intimacy Scale (MSIS) [27] 

- UCLA Loneliness scale (short) [17] 



  

- Anthropomorphism (Human-Robot Interaction 
Evaluation Scale (HRIES)) [37] 

- Acceptance (The Almere model) [14] 
 

Comparing the previous scales depending on the 

different robots types, the levels of anthropomorphism, 

and intimacy and loneliness should lead us to better see 

how users perceive personal robots and how they 

become accepting and motivated to make concessions 

with their personal information privacy and security to 

gain access to the use of a robot.  

Our paper proposes a literature study that highlights the 

impact of different phenomena on the perception and 

acceptance of personal and domestic robots as data 

gatherers. We combined this work with a listing of the 

trackers and permissions of the most sold robots (which 

users are not always aware of).  

The whole reinforces the idea that privacy and security 

issues are important to consider for the development of 

robotic technologies. We thus hope that the results will 

bring a contribution to drawing one of the many lines of 

robotics’ ethical issues.  

Table 1: Number of permissions and trackers found in each application, linked to each assistant or social robot

 
Google 
Home 

Amazon 
Alexa 

iRobot 
Roomba 

 
Replika Cozmo 

Dangerous or special permissions 6 15 5  5 3 

ACCESS_COARSE_LOCATION  X X   X 

ACCESS_FINE_LOCATION X X X    

ANSWER_PHONE_CALLS  X     

CALL_PHONE X X     

CAMERA X X   X  

GET_ACCOUNTS X X     

READ_CONTACTS  X     

READ_EXTERNAL_STORAGE  X X  X X 

READ_PHONE_STATE  X   X  

READ_SMS  X     

RECEIVE_MMS  X     

RECEIVE_SMS  X     

SEND_SMS  X     

RECORD_AUDIO X X   X  

WRITE_EXTERNAL_STORAGE X X X  X X 

Permissions (total) 20 80 17  17 26 

Trackers 2 5 5  9 1 
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