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a b s t r a c t 

Cardiac myocyte aggregate orientation has a strong impact on cardiac electrophysiology and mechanics. 

Studying the link between structural characteristics, strain, and stresses over the cardiac cycle and car- 

diac function requires a full volumetric representation of the microstructure. In this work, we exploit 

the structural similarity across hearts to extract a low-rank representation of predominant myocyte ori- 

entation in the left ventricle from high-resolution magnetic resonance ex-vivo cardiac diffusion tensor 

imaging (cDTI) in porcine hearts. We compared two reduction methods, Proper Generalized Decompo- 

sition combined with Singular Value Decomposition and Proper Orthogonal Decomposition. We demon- 

strate the existence of a general set of basis functions of aggregated myocyte orientation which defines 

a data-driven, personalizable, parametric model featuring higher flexibility than existing atlas and rule- 

based approaches. A more detailed representation of microstructure matching the available patient data 

can improve the accuracy of personalized computational models. Additionally, we approximate the my- 

ocyte orientation of one ex-vivo human heart and demonstrate the feasibility of transferring the basis 

functions to humans. 

© 2021 The Author(s). Published by Elsevier B.V. 

This is an open access article under the CC BY-NC-ND license 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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. Introduction 

The myocardium is composed of a complex microstructure of 

ranching and interconnecting aggregated myocytes ( Streeter et al., 

969; Gilbert et al., 2007 ) grouped in myolaminae ( LeGrice et al., 

997; Gilbert et al., 2007; Lunkenheimer and Niederer, 2012 ). The 

redominant alignment of myocyte aggregates follows a double 

elical structure. This pattern has been found across species and 

uggests that there is a common ground for myocardial structure 

 Healy et al., 2011 ). 

The structural aggregation of myocytes, has a significant im- 

act on cardiac function. Electrophysiology is influenced by faster 

lectrical conduction in myocyte direction, active contraction is de- 

ermined by cardiomyocyte orientation, and the anisotropic pas- 

ive tissue response depends on microstructure. Studies on cardiac 

otion revealed a high sensitivity of myocardial strain and stress 
∗ Corresponding author. 
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o myocyte orientation ( Nikou et al., 2016b; Bovendeerd et al., 

992; Wang et al., 2016 ). A realistic, high-fidelity representation 

f the myocardial structure, taking into account inter-subject vari- 

bility, is therefore essential to reveal the link between cardiac 

tructure and function. Local variations, not captured by homoge- 

eous rule-based representations based on common features ob- 

erved from histological studies, have been shown to influence car- 

iac electro-mechanics simulations ( Bovendeerd et al., 1992; Wang 

t al., 2016; Nikou et al., 2016a; Palit et al., 2015a; Eriksson et al., 

013; Rodríguez-Cantano et al., 2019 ). Including subject-specific, 

igh-resolution myocyte orientation in biomechanical models en- 

bles to reduce cross-fiber contraction and to obtain physiologi- 

ally realistic cardiac simulations ( Sack et al., 2018 ). 

Besides direct mapping of high-resolution ex-vivo data, rule- 

ased aggregated myocyte representations and atlas methods are 

sed to provide a 3D volumetic myocyte aggregate orientation field 

or biomechanical models. 

The most commonly used rule-based approaches approximate 

ocal myocyte orientation as function of the transmural distance 
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Fig. 1. Workflow: (a) High-resolution data acquisition. (b) Segmentation and defi- 

nition of a shape-adapted coordinate system. (c) Extraction of a reduced-order ba- 

sis of myocyte orientation by combined PGD/SVD or a POD forming a parametric 

model. (d) Parameter fitting of the resulting parametric models to measurement 

data. 
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rom endocardium and epicardium, where helix angles are pre- 

cribed ( Beyar and Sideman, 1984; Potse et al., 2006; Karadag 

t al., 2011 ). More recently, rule-based methods using harmonic 

olutions of the Laplace equation with Dirichlet boundary con- 

itions at the endo- and epicardial wall have been proposed 

o obtain a continuous coordinate system adapted to the heart 

hape. This approach is combined with functions of transmural 

epth to define the myocytes distribution ( Bayer et al., 2012; 

ossi et al., 2014; Wong and Kuhl, 2014; Doste et al., 2019 ). 

agler et al. (2016) extended such a harmonic myocyte aggregate 

rientation rule including transmural, circumferential and longitu- 

inal variations taking into account helix and transverse angle. In 

heir work, Nagler et al. (2013) suggested a method adapting the 

oundary conditions to data, by minimizing a cost function com- 

aring measurements and rule-based microstructure by reduced- 

rder static Unscented Kalman Filtering. 

Alternatively, statistical atlas methods and statistics-based 

tructure-shape models ( Peyrat et al., 2007; Lombaert et al., 2011; 

iuze et al., 2013; Lekadir et al., 2014; Zhang and Wei, 2017; Mo- 

ica et al., 2020 ) based on ex-vivo cardiac magnetic resonance dif- 

usion tensor imaging (cDTI) or on in-vivo cDTI data upon tensor 

nterpolation ( Toussaint et al., 2010; 2013 ) have been proposed. At- 

as methods provide a template of aggregated myocyte orientation. 

tlas methods are based on the high correlation of left ventricu- 

ar (LV) shape and aggregated myocyte orientation. The template of 

ggregated myocyte orientation is personalized by mapping it onto 

 new shape. However, incorporating additional, patient-specific 

icrostructural information remains challenging. A mapping, com- 

ining the atlas and additional input data, is needed. 

We propose a data-driven low-rank and personalizable struc- 

ure model. It provides a more detailed representation than clas- 

ical rule-based approaches with the possibility of model person- 

lization in contrast to atlas methods. Our approach is derived 

rom high-resolution, ex-vivo porcine cDTI data extracting detailed 

D volumetric information about predominant myocyte orienta- 

ion. We use a shape-adapted coordinate system to map local 

ata between different LV geometries. We exploit the similarity 

f microstructure across hearts and extract a low-rank basis char- 

cterizing aggregated myocyte orientation. We compare two or- 

er reduction methods extracting the predominant structural char- 

cteristics: an adapted Proper Generalized Decomposition (PGD) 

 Chinesta et al., 2014; Genet et al., 2015 ) combined with a Singular

alue Decomposition (SVD) and Proper Orthogonal Decomposition 

POD) ( Buoso et al., 2019 ). 

The model performance is evaluated, comparing the approxi- 

ation to the original data. To demonstrate the generalization of 

he basis functions we apply our data-based low-rank model to 

est data of healthy hearts and hearts with myocardial infarction. 

urther, we compare the model to a rule-based model based on 

ayer et al. (2012) and a myocyte aggregate orientation atlas. To 

nvestigate potential clinical use, the data-based low-rank model 

as applied to a single human heart to demonstrate its capability. 

. Material and methods 

Fig. 1 summarizes the workflow of extracting the reduced-order 

yocyte orientation model from cDTI data. 

.1. Data acquisition 

Ten healthy and five porcine hearts with chronic myocardial 

nfarction (9 weeks after 120 min occlusion of the left circum- 

ex coronary artery) were imaged on a clinical 1.5 T MR system 

Achieva, Philips Health-Care, Best, the Netherlands) using an 8- 

hannel head coil. The hearts were arrested with a potassium- 

hloride overdose, explanted and fixated by retrograde perfusion 
2 
150–180 cm water column) approximately 15 min after arrest 

ith the 4% formalin solution. During fixation, the aorta, pul- 

onary veins and venae cavae were clamped to ensure fixative 

erfusion through the microvasculature bed and to keep both ven- 

ricular chambers under hydrostatic pressure for shape preser- 

ation. Experimental procedures were in accordance with the 

wiss animal protection law and conformed to Directive 2010/63 

U of the European Parliament and of the Council on the Pro- 

ection of Vertebrate Animals used for experimental and other 

cientific purposes. Imaging was performed using a 3D multi- 

hot diffusion-weighted spin echo sequence with echo planar 

maging readout and the following parameters: spatial resolution 

 . 75 × 0 . 75 × 0 . 75 mm 

3 zero-filled to 0 . 5 × 0 . 5 × 0 . 5 mm 

3 , TR/TE

 s/84 ms, one unweighted ( b = 0 s/mm 

2 ) image volume, 8 dif-

usion encoding directions at b = 150 s/mm 

2 and 24 directions at 

 = 10 0 0 s/mm 

2 , number of EPI profiles 25, bandwidth 664/21 Hz

freq./phase encoding), 2 signal averages. The total scan duration 

anged from 20 to 24 h. Signal to noise ratio (SNR) was esti- 

ated by computing the mean signal divided by the standard de- 

iation of noise within the masked myocardium, for the b = 0 im- 

ge and the diffusion weighted images. To this end, the mean sig- 

al was computed on the averaged magnitude data ( Firbank et al., 

999; Murphy et al., 1993 ). To ensure Gaussian noise distribution, 

he two signal averages, containing uncorrelated noise, were sub- 

racted and the standard deviation of the difference signal was 

omputed across the myocardium. 

Data was split into three groups, eight healthy data sets were 

sed to derive the parametric myocyte model (training), two 

ealthy hearts were used as test cases (test). Five hearts with 

hronic myocardial infarction were used for testing model robust- 

ess to pathology involving remodelling (infarct). The structural 
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eorientation in the infarction region results in a locally, non- 

oherent microstructure orientation, not following the double he- 

ical pattern ( Sosnovik et al., 2009; 2014; Mekkaoui et al., 2018 ). 

hus, by fitting the model to these hearts, we can investigate the 

exibility of the model and the global influence of local variations. 

DTI images of one human ex-vivo data set available online on the 

ardiovascular Research Grid ( http://cvrgrid.org/data/ex-vivo ) were 

sed to test the potential for human heart models. 

.2. Data preparation 

Data preparation includes semi-automatic segmentation of the 

V myocardium, assignment of shape-adapted coordinates, and 

rojection of the first cDTI eigenvector onto a local coordinate sys- 

em. 

The semi-automatic segmentation of the LV myocardium com- 

ines graph-based segmentation using manually selected seed 

oints ( Canny, 2004 ) and edge detection methods ( Lim, 1990; 

arker, 2010 ). Additional information from cDTI such as fractional 

nisotropy (FA) and first eigenvector orientation of the diffusion 

ensor are used to exclude trabeculae and papillary muscles. The 

nal segmentation is manually corrected. 

Secondly, a shape-adapted physiological coordinate system is 

erived, defining each position by a transmural, circumferential 

nd longitudinal coordinate. This global LV coordinate system en- 

ures that the same positions with respect to the LV anatomy are 

ssigned the same coordinates across individual heart shapes. To 

his end, three linear heat transfer problems with Dirichlet bound- 

ry conditions are solved ( Bayer et al., 2012; 2018; Doste et al., 

019 ), one for each coordinate, respectively. For the transmural ( t ) 

oordinate, the epi- and endocardial walls are used. For the cir- 

umferential ( c ) coordinate, two heat transfer problems are solved 

ith Dirichlet boundary conditions prescribed at a plane through 

he anterior left ventricular- right ventricular (LV-RV) intersection 

nd the apex, splitting the ventricle into half. For the longitudi- 

al ( l ) coordinate, the Dirichlet boundary condition is prescribed 

t the LV base and a transmural cylinder at the apex. The global 

hape-adapted coordinates are obtained by tracking the flux direc- 

ions from one boundary to the other and normalizing to the lo- 

al maximal path length. This normalization compensates for the 

on-linearity of the solution of the heat transfer problem, simi- 

arly to normalizing the longitudinal coordinate by sampling along 

he shortest geodesic curve suggested by Bayer et al. (2018) and 

aun et al. (2017) . In addition to the global shape-adapted coor- 

inates, the heat flux directions in longitudinal and circumferen- 

ial directions and the orthonormal, transmural direction define a 

ocal coordinate system 

(
�
 t , � c , � l 

)
. The diffusion tensor’s first eigen- 

ector � f is projected onto the axes of the local coordinate system 

f d = 

�
 f · � d / 

∣∣ � d 
∣∣ with 

�
 d ∈ 

{
�
 c , � t , � l 

}
, defined at each voxel center. To ac- 

ount for the sign invariance of the eigenvector, the sign is chosen 

uch that the circumferential projection is positive ( f c > 0 ). 

.3. Low-rank parametric aggregated myocyte model 

The high-dimensional myocyte aggregate orientation informa- 

ion was compressed into a parametric, low-rank model, for each 

omponent ( f c , f t , f l ) independently. Two reduction techniques, 

 combined PGD/SVD approach and POD, were compared. The 

pproximated myocyte orientation is assembled, combining the 

odels for each projection and the local coordinate system, � f = 

 

d= c,t,l f d · � d . 

.3.1. Combined PGD and SVD approach 

A low-rank representation without any prior assumptions is ex- 

racted for each heart separately using PGD ( Genet et al., 2015b ).

he PGD approximates the data as a sum of basis functions 
3 
modes). N PGD is the number of basis functions used in the approx- 

mation. Each basis function is a product of three one-dimensional 

unctions of each physiological coordinate. Each projection of the 

yocyte aggregate orientation can thus be obtained as 

f d;PGD (t, c, l) = 

N PGD ∑ 

m =1 

F m 

(t) · G m 

(c) · H m 

(l) . (1) 

ach one-dimensional function X(d) ∈ { F m 

(t) , G m 

(c) , H m 

(l) } is ob- 

ained as the linear combination of an individual set of N piece- 

ise linear Galerkin basis functions φX,k (d) and scalar degrees 

f freedom a X,k , such that X m 

(d) ≈ ∑ 

k φX,k (d) · a X m ,k , for . In the

ransmural direction, for example F m 

(t) ≈ ∑ 

k φF,k (t) · a F m ,k . The 

alerkin basis functions φX,k in each direction depend on the num- 

er of degrees of freedom N, set to 14, 24 and 10 in transmural, 

irumferential and longitudinal direction, respectively. Tests with 

igher number of degrees of freedom showed no significant im- 

rovements of the residual error. The degrees of freedom a X,k 

re calculated in an iterative process, minimizing the L 2 -distance 

o the data until the relative residual variation is below 0.01. In 

ach iteration step, F m 

(t) , G m 

(c) , H m 

(l) are optimized sequentially

hrough a Greedy algorithm ( Genet et al., 2015a; Chinesta et al., 

014a ). 

We exploit the structural similarity across hearts to parametrize 

he resulting low-order representation provided by the degrees 

f freedom extracted with the PGD: a F m ,k , a G m ,k , a H m ,k . An SVD

cross hearts is applied to these degrees of freedom of the one- 

imensional functions of the PGD basis, after subtracting the mean 

ver the database. Each 1D function is represented by a set of SVD 

asis functions. N SVD is the number of SVD basis functions repre- 

enting one 1D function of the PGD basis, e.g., F m 

(t) = f m,mean (t) +
 N SVD 
n f =1 

w F m ,n f 
· f m,n f 

(t) . The SVD basis functions f m,n f 
, g m,n g , h m,n h 

epresent the major feature variations across hearts. The resulting 

epresentation is 

f d;PGD (t, c, l) = 

N PGD ∑ 

m =1 

[ ( 

f m,mean (t) + 

N SVD ∑ 

n f =1 

w F m ,n f · f m,n f (t) 

) 

·
( 

g m,mean (c) + 

N SVD ∑ 

n g =1 

w G m ,n g · g m,n g (c) 

) 

·
( 

h m,mean (l) + 

N SVD ∑ 

n h =1 

w H m ,n h · h m,n h (l) 

) ] 

. (2) 

 minimization problem can then be solved to identify the weights 

 giving the best fit to the data. 

.3.2. POD approach 

To extract a low-order representation using a POD ( Buljak 

nd Maier, 2011; Buoso et al., 2019 ), each data set is in- 

erpolated onto a common grid 

[
t i , c j , l k 

]
exploiting the 

hape-based coordinates described in Section 2.2 . We se- 

ected i = 1 , . . . , 20 ; j = 1 , . . . , 200 ; k = 1 , . . . , 120 . Snap-

hots of the data, obtained from 20 iso-surfaces with con- 

tant transmural coordinate for all training hearts, are 

sed to build a snapshot matrix S = [ s i ] , i = 1 , . . . , n s , with

 s = number of slices with transmural normal ×data sets = 20 × 8 . 

ach snapshot, s i , is composed of n d = max ( j) × max (k ) = 24 , 0 0 0

iscrete points. The POD bases � = [�1 , . . . , �n s ] are computed 

rom an eigenvector decomposition of the correlation matrix 

 = S T S and sorted by decreasing singular value, 

i = 

1 √ 

σi 

· S · � ξi , i = 1 , . . . , n s , (3) 

http://cvrgrid.org/data/ex-vivo
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ith singular values σi and eigenvectors ξi . For the reduced-order 

yocyte model, the POD basis is truncated. N POD is the number of 

ncluded basis functions. The resulting model for each aggregated 

yocyte projection is 

f d;POD (t i , c j , l k ) = 

N POD ∑ 

m =1 

[(
w m,t i · �m 

(
c j , l k 

))]
. (4) 

.4. Model fitting 

For personalization of the aggregated myocyte model (PGD: 

q. (2) or POD: Eq. (4) ), the weights (PGD: w F m ,n f 
, w G m ,n g , w H m ,n h 

r POD: w m,t i 
) are fit to measured data. 

Computational cost can be split into the time needed for model 

xtraction from the training data and the time for weight adapta- 

ion and reconstruction of the estimated myocyte aggregate orien- 

ation field. Times were measured on an 8-core Intel(R) Core(TM) 

7-10700 K, 3.8 GHz desktop computer. The PGD of a volumetric 

ata set took 65 min for each projection, on average, without par- 

llelization. Reconstruction of the PGD model took 16.3 min for 

0 0,0 0 0 data points, on average. For the PGD model, a PGD of the

arget data has to be performed prior to model fitting. Computa- 

ion of the POD took 2 min for each projection, on a single core. 

OD model reconstruction took 20 s and did not require a preced- 

ng POD of the target data. 

.4.1. Combined PGD and SVD approach 

A PGD is applied to the available data. Weight adaptation of 

he SVD basis functions used in the parametric model is done 

y minimizing the error to the low-rank PGD representation of 

he data in a least squares sense. The number of SVD basis func- 

ions is chosen to be the same for all one-dimensional functions 

ithin PGD basis. The same number of SVD and PGD basis func- 

ions are used for all three projections of the myocyte aggregate 

rientation. The resulting number of parameters in the model is 

 SVD · N PGD · 3( 1D-functions ) · 3( projections ) . 

.4.2. POD approach 

The model parameters are calculated by projecting the mea- 

ured data onto the reduced POD basis used in the model Eq. (4) .

he number of weights to fit is N POD · 20( transmural slices ) ·
( projections ) . 

.5. Error metric 

To evaluate the model estimations of the principle myocyte ag- 

regate orientation (MA), we compare the angular difference be- 

ween the approximation at the positions of the voxel centers 

o the first eigenvector of the diffusion tensor from the high- 

esolution measurements ( �MA). As an error metric, the median 

ver all data points on the myocardium is used. For qualitative 

valuation and visualization we show helix angle maps. The he- 

ix angle is defined as the angle between the local circumferential 

xis and the projection of the principle myocyte direction onto the 

ocal longitudinal-circumferential plane ( Stoeck et al., 2018; Scollan 

t al., 1998 ). 

.6. Comparison to other models 

We compare our data-driven low-rank basis model to two 

tate-of-the-art approaches to generate a vector field of aggre- 

ated cardiomyocyte orientation, a rule-based model based on 

ayer et al. (2012) (RBM) and an atlas extracted from the healthy 

raining data set. 
4 
.6.1. Rule-based model (RBM) 

The rule-based model is based on Bayer et al. (2012) and is 

dapted to the LV only. To obtain the local aggregated myocyte 

rientation the local coordinate system (section II.B) was rotated. 

he circumferential axis was counterclockwise rotated by the local 

elix angle around the transmural axis, and subsequently by the 

ocal transverse angle around the longitudinal axis. The local helix 

nd transverse angle are linear functions of the transmural coordi- 

ate. To personalize the rule-based model to the porcine data, the 

oundary conditions of helix and transverse angle at endo- and 

picardium were adapted to the cDTI data sets, applying a least- 

quare fit of the linear functions. 

.6.2. Atlas of aggregated myocyte orientation 

We use the shape adapted global coordinates to map the ag- 

regated myocyte orientation across the training population onto a 

ommon grid. This step replaces the registration to an common av- 

rage geometry, used in most state-of-the-art atlas methods. This 

nsures that no bias is introduced due to change of the method 

sed for mapping. The same common grid as for the POD method 

s used ( section 2.3.2 ). The local average aggregated myocyte ori- 

ntation is computed at each grid point. 

. Results 

SNR of the DTI data was 38.7 ± 9.5 at b = 0 s / mm 

2 , 34.6 ± 8.3

t b = 150 s / mm 

2 , and 19.9 ± 4.3 at b = 10 0 0 s / mm 

2 . 

The three 1D functions composing the first PGD mode gener- 

ted with one SVD mode are visualized in Fig. 2 (a). Comparing the 

ssembled 2D PGD mode without transmural component to the 

rst POD mode in Fig. 2 (b) shows a similar pattern for POD and

GD. However, for the transmural and longitudinal projections, the 

orresponding POD modes show more local variations and are less 

mooth. 

Fig. 3 (a) shows the median �MA as function of the number of 

odes. �MA reduces within a few modes and reaches a plateau. 

ith 4 PGD and 4 SVD modes the median �MA is 11 . 5 ◦. The

umber of included PGD modes has a higher influence as com- 

ared to the number of SVD modes. Additional modes result in 

mprovements of less than 3 . 5% per added PGD mode and less 

han 2 . 6% per added SVD mode. The brown isoline of 0 SVD modes

n the surface plot shows the results using the mean PGD modes 

ithout personalizing the model with the SVD modes. This can 

e considered as a low-rank atlas obtained from PGD. Personal- 

zing the model with only one SVD mode improves the error by 

 . 5%(1 . 3 ◦) for the first PGD mode and more than 14% when more

han one PGD mode is included. Comparing �MA at the begin- 

ing of the plateau (4 PGD and 4 SVD modes) to the PGD model 

ith the same number of PGD modes without personalization (4 

GD and 0 SVD modes), personalizing the model improves the er- 

or by 35 . 6%(6 . 3 ◦). For the POD model, the median �MA decreases

o 11 . 3 ◦ for 8 POD modes, employing more modes improve the er- 

or by less than 2 . 5% per mode. 

Considering the healthy test data, with the PGD model, the me- 

ian �MA is within the range of the error for the training cases. 

hen using more than 3 PGD modes and 4 SVD modes the error 

hanges by less than 0 . 2 ◦ per mode. Using the POD-based model, 

ncluding more than 8 modes decreases the error by less than 1% 

er mode. For 8 POD modes the average over the healthy test set 

hows an offset of 2.2 ◦ compared to the training data set. 

When the model is fit to the data set with chronic myocardial 

nfarction we observe similar accuracy as for the healthy test set 

or both models (increase in �MA < 1 . 5 ◦ compared to the healthy 

est set). 

In Fig. 3 (b) histograms of �MA are presented for the training 

ata, showing the change of the error distribution with increasing 
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Fig. 2. Example of (a) first PGD mode and first SVD mode; (b) first POD mode. The rows correspond to the decomposition of the principle myocyte direction (circumferential: 

f c , transmural: f t , longitudinal: f l ). Each PGD mode is a product of three 1D functions (F(t), G(c), H(l)) (coloured curves). Each 1D function is a sum of the population mean 

(dashed line) and the SVD mode (black line) weighted with a case adapted parameter. For illustration, the 2D PGD mode without transmural component is assembled and 

compared to the unweighted 2D POD mode shown in the two most right columns. Both modes are normalized to their maximal absolute values. 

Fig. 3. (a) Median �MA across the myocardium as function of number of modes for the combined PGD/SVD and the POD model. The surface plot on the left shows the 

median �MA averaged across the training cases. The black iso-lines indicate the positions of the example line plots in the second column with fixed number of 4 SVD and 

PGD modes, respectively. The line plots represent the median �MA averaged over the training cases in blue, the healthy test set in black and the infarct test cases in red. 

The shaded area depict the minimum to maximum range. The variation of �MA with the number of POD modes is show on the right. (b) Normalized histograms of �MA 

as function of number of modes (colour coded). Data is bin-wise and averaged across the training data. (For interpretation of the references to colour in this figure legend, 

the reader is referred to the web version of this article.) 

5 



J. Stimm, S. Buoso, E. Berbero ̆glu et al. Medical Image Analysis 71 (2021) 102064 

Fig. 4. Helix angle distribution across the myocardium for one heart from the training data set, one from the test set and one heart with chronic myocardial infarction. 

A long-axis cut through the septal (left) and free wall (right) as well as one mid-ventricular short-axis cut are presented. The helix angle maps of high-resolution cDTI 

measurements (left column), PGD (mid) and POD (right) model approximations are shown, together with �MA for the PGD and POD method. The red boxes indicate the 

region of the infarction. 
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umber of modes. Adding the second mode shows the most signif- 

cant improvement for both PGD and POD. For all data sets, when 

dding a second mode the median error decreases by more than 

2% / 9 . 5% and the interquartile range (IQR) reduces by more than

4% / 17% for PGD/POD respectively. Convergence of the error distri- 

ution is observed with 3–4 modes (PGD, SVD and POD), adding 

ore modes leads to improvement of IQR and median less than 

 . 6 ◦ per mode. 

The following evaluation is done using the optimal mode con- 

guration, resulting in the smallest median �MA averaged over 

he training data, of 7 PGD and 7 SVD modes. The median �MA is 

elow 12 ◦ for all investigated cases, with an average of 10.3 ◦ over 

ll cases. For the POD method 8 modes are used to prevent over- 

tting to the training data, resulting in a maximal median �MA of 

5.7 ◦, with an average of 12.5 ◦ over all cases. For the choice of 8

OD modes, the number of weights are similar for both methods 

POD: 480; PGD: 441). 
6 
To validate if the randomly selected healthy test data set is a 

epresentative choice, we performed a cross-validation and calcu- 

ated the mean over all permutations of splitting the ten healthy 

earts into a test set with 2 cases and a training set with 8 

ases. At the optimal mode configuration of 7 PGD and 7 SVD 

odes or 8 POD modes the median �MA averaged over the 

ealthy test set used in the analysis presented in this paper is 

GD:10.1 ◦/POD:13.5 ◦. This is 1 . 7 ◦/ 0 . 3 ◦ lower than the average over

ll permutations (mean ± std: PGD: 11 . 8 ± 1 . 2 ◦; POD: 13 . 8 ± 1 . 4 ◦).

his reflects a small positive bias of the randomly selected healthy 

est for the PGD model. 

Fig. 4 shows the helix angle mapped onto the myocardium 

omparing the measurements and the model estimation for one 

eart from the training data set, the healthy test set and the in- 

arct data set, respectively. Largest differences can be observed at 

he apex for all cases. Both models smooth the data, but retain 

ominant tissue characteristics. The original data shows 180 ◦ flips 
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Fig. 5. Median of the angular difference between the model estimation and the 

cDTI measurements in the AHA zones, sector-wise averaged over the healthy train- 

ing data set (I), healthy test case (II) and infarct test set (III). The columns represent 

�MA using (a) the PGD/SVD-based and (b) POD-based model. 
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Fig. 6. Comparison of data-driven PGD and POD model to atlas and RBM. The bars 

represent the median over the myocardium of �MA. In green, averaged over the 

training data, in grey for the healthy test set and in red for the infarct test set. 

The whiskers show the maximal spread over the cases, the black markers indicate 

the individual cases. The green, grey and red stars indicate the averaged �MA for 

the un-personalized, low-rank PGD model. (For interpretation of the references to 

colour in this figure legend, the reader is referred to the web version of this article.) 
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t the endocardial wall, due to the not cyclic definition of the helix 

ngle ( +90 ◦‖ −90 ◦). These are smoothed out in the reconstruction 

or both models, visible as pronounced errors > 45 ◦ in the �MA 

aps. Both models tend to underestimate the steepness of the he- 

ix at the endo- and epicardial walls. The region of the myocardial 

nfarction does not show a prominent error. 

For quantitative evaluation, a sector-wise analysis of �MA is 

hown in Fig. 5 . Each sector represents the median error across 

ach AHA zone ( Cerqueira et al., 2002 ) averaged over the cases. 

he error in the apical segment (number 17) is more than 1.4 times 

igher than in all other segments, for all cases. To evaluate the 

ariation between the hearts we computed the sector-wise stan- 

ard deviation (std) across data sets, excluding the apex. The inter- 

ase variation is lower for the PGD than for the POD model for 

ll data sets (PGD/POD mean sector ± std sector : training: MA: 2 . 1 ±
 . 7 ◦/ 2 . 6 ± 0 . 8 ◦; healthy test: MA: 1 . 1 ± 0 . 8 ◦/ 2 . 1 ± 2 . 6 ◦; infarct test:

A: 1 . 4 ± 0 . 6 ◦/ 2 . 7 ± 1 . 4 ◦). The sector-wise averaged error shows a

imilar distribution over the AHA zones for training and test sets, 

sing the PGD model. The difference angles are smaller at the free 

all, than at the septal wall. The standard deviation over the AHA 

egments (excluding the apex) averaged over the cases, quantifies 

he homogeneity across the myocardium: PGD/POD: mean case ±
td case : training: MA: 2.3 ◦ ± 0.7 ◦/3.0 ◦ ± 0.6 ◦; healthy test: MA: 

.8 ◦ ± 0.0 ◦/3.9 ◦ ± 0.5 ◦; infarct: MA: 1.9 ◦ ± 0.2 ◦/3.4 ◦ ± 0.7 ◦. The 

ean std across sectors is below 4.2 ◦ for both methods and all 

ata sets. For the infarct test set, the error in the manually seg- 

ented infarction region is higher when compared to the healthy 

emote region for 3 out of 5 cases with an average across cases of: 

GD/POD mean case ± std case : MA: 1.2 ◦ ± 1.9 ◦/2.0 ◦ ± 4.2 ◦. A high 

ariation of the error difference between infarct and remote zone 

s present. Ranging from a smaller error in the infarction with: 

GD/POD �MA: 1.1 ◦/3.8 ◦ to a higher error in the infarction with a 
7 
aximum difference of: PGD/POD �MA: 3.8 ◦/8.3 ◦. For three cases 

he difference is within the standard deviation over the AHA sec- 

ors for the healthy test cases, measuring the spatial variation of 

he error. 

To compare personalization of the data-driven PGD and POD 

odels with an atlas-based method, as well as compare the spatial 

exibility of the PGD and POD models with the rule-based method, 

lobal estimation errors were compared. The comparison of �MA 

etween the approximations of the PGD model, POD model, at- 

as, and rule-based methods is presented in Fig. 6 . The PGD model 

hows the smallest average error for all data sets, healthy training 

ata, healthy test set and infarct test set, respectively. �MA is 9.7 ◦, 
0.1 ◦ and 11.3 ◦ when averaged over the training cases, healthy test 

ase and infarct test cases, respectively. The error is higher for the 

OD model, followed by the atlas and RBM. Compared to the er- 

or using the PGD model, the average error is 34 % higher for the 

OD model, 62 % higher for the atlas and 97 % higher for the RBM

or the healthy test set. For PGD model, POD model and atlas the 

rror for the training data is smaller than for the test sets with a 

ifference of less than 2.1 ◦, whereas for the RBM, not derived from 

he training data, the average error on the training data set is 2.6 ◦

igher. �MA averaged over the infarct test set is higher than the 

verage over the healthy test cases for all methods by less than 

.5 ◦. The un-personalized PGD model, shown as markers in Fig. 6 , 

erforms worse than the personalized PGD and POD models, in- 

icating the need for personalization. For the healthy test set the 

ain in �MA by personalization is 45% for the PGD model and 27% 

ompared to the POD model. Due to smoothing by dimensionality 

eduction, �MA for the un-personalized PGD model is higher than 

or the atlas. For the healthy test set, �MA is 11% smaller for the 

tlas, compared to the un-personalized PGD model. The personal- 

zed rule-based approach shows a higher �MA by 7% , compared 

o the un-personalized PDG model, for the healthy test set. 

To analyze the spatial error distribution for the PGD, POD, Al- 

as, and RBM approximations, Fig. 7 shows box plots of �MA for 
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Fig. 7. Spatial variation of the angular difference between the model estimation and the cDTI measurements. The columns show the results using the PGD model, POD 

model, atlas, and RBM. The rows present the error variation along the circumferential, transmural, and longitudinal coordinate. For each direction, the data was assigned to 

20 bins, each represented by one box plot. Each box plot shows the median, 25-, 75- (box), 5-, and 95- (whisker) percentiles obtained for each case and averaged over the 

healthy test data set. 
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0 bins along the circumferential, transmural, and longitudinal co- 

rdinate. The plots evaluate the error for the healthy test cases. 

he analysis for the training and infarct test cases show similar 

rends and are presented as supplementary material. The circum- 

erential variation shows an elevated error for bins between cir- 

umferential coordinate c = 0 . 3 and c = 0 . 4 with a significant peak

f the 95-percentile. This circumferential coordinate is correlated 

ith the position of the inferior LV-RV intersection. A less signif- 

cantly elevated error with increased 25- and 75-percentile val- 

es is present at c = 0 . 55 − 0 . 6 for approximations using the POD,

tlas, and RBM. A local error maximum is present for all mod- 

ls around the anterior LV-RV intersection ( c < 0 . 1 /c > 0 . 9) . The

ransmural error variation shows a u-shaped trend with the high- 

st error at the endocardium ( t = 0 ), and similarly high error at

he epicardium ( t = 1 ). The change towards the smallest error at 

id myocardium differs between the models. For the PGD, POD 

nd atlas a rapid decrease of the 95-percentile within the outer- 

ost 15% at both endo- and epicardium is observed. For the PGD 

odel, all percentiles decrease within this outer area. Whereas, for 

he POD and atlas approximations the median, 25- and 75- per- 

entile decrease with lower gradient toward mid-myocardium. The 

inimum error is present closer to the epicardium ( t = 0 . 6 ). For

he RBM all percentiles decrease more slowly, nearly linearly to the 

inimum at mid myocardium ( t = 0 . 5 ). The longitudinal variation

resents a distinct peak at the apex ( l < 0 . 05 ) for all models. For

he PGD model the error decreases with a steep gradient and levels 

f at l = 0 . 15 . For POD and atlas approximations the error halves

ithin the two most apical bins ( l < 0 . 1 ). However, an elevated er-

or is visible in the apical third of the ventricle. RBM approxima- 

ion shows a slow error decrease that reaches a plateau at l = 0 . 65 .
8 
 small increase of the error at the base ( l > 0 . 85 ) is present for all

odels. The local maxima of the transmural variation at the endo- 

nd epicardial surfaces and the prominent peak of the longitudinal 

ariation at the apex confirm the results shown in Figs. 4 and 5 .

he PGD and POD model based on basis functions extracted from 

orcine data have been applied to one human ex-vivo data set 

o test the feasibility to approximate human myocardial structure. 

ig. 8 shows the same plots as Figs. 3 (a), 4,5,6 and 7 for the human

eart. Fig. 8 (a) shows the error dependence on the number of in- 

luded basis functions. The markers in the surface plot indicate the 

pproximation of the human data without personalization of the 

GD model, directly using the mean PGD modes, extracted from 

he porcine training data sets. The mean of the first PGD mode 

esults in �MA of 16.4 ◦. Adding more modes without personaliza- 

ion results in a high error of 22 . 7 ◦. To compensate this deviation

f mean PGD modes extracted from the porcine data and the hu- 

an data, a scaling factor, estimated during fitting to the human 

ata, was introduced for the mean. The weighted mean (0 SVD 

odes) results in a �MA of 15.19 ◦, adding the weighted mean of 

igher PGD modes does not change the approximation error (im- 

rovement compared to one weighted PGD mode < 0.2 ◦). The 2- 

orm of the weights, scaling the 1D functions ( w F m , 0 , w G m , 0 , w H m , 0 )

s > 0.8, for each PGD mode and each projection. Personalizing the 

GD model, including weighted SVD modes, significantly reduces 

he approximation error to an optimum of 9 . 4 ◦ with 7 PGD and

 SVD modes. A plateau of the error is reached, when 2 PGD and 

 SVD modes are used ( �MA = 10.9 ◦). Including more than two 

GD basis functions in the model does not improve the approx- 

mation significantly (improvement < 0 . 5 ◦). With a fixed number 

f 2 PGD modes, the first SVD mode reduces �MA to by 20% to 
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Fig. 8. Summary of PGD and POD model results applied to one ex-vivo human heart. (a) Median �MA across the myocardium as function of number of modes for the 

combined PGD/SVD and the POD model. Equivalent to Fig. 3 for the porcine data. The mean (0 SVD modes) is multiplied by a weight to adapt it to the human data. The 

markers in the surface plot indicate the un-personalized PGD model without weighted mean. (b) helix angle distribution across the myocardium together with �MA maps, as 

in Fig. 4 for the porcine data. A long-axis cut through the free (left) and septal (right), and one mid-ventricular short-axis cut are presented. (c) Median of the �MA between 

the model estimation and the cDTI measurements in the AHA zones. Refer to Fig. 5 for comparison to results on the porcine data. (d) Comparison of the PGD and POD model 

to an altas and RBM. The bars represent the median of �MA in the myocardium for the models personalized to the human data with the optimal mode configuration. For 

the PGD model, the marker indicates the un-personalized PGD model with one mode. For the RBM, the marker indicates the RBM adapted to the mean helix and transverse 

angles form the porcine training data set. (e) Spatial variation of the angular difference between the PGD or POD model estimation and the cDTI measurements. As for the 

porcine cases in Fig. 7 , the data assigned to 20 bins along each coordinate axis. A box plot is show for each bin. 
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2 . 0 ◦ Adding the second and third SVD mode don’t change �MA 

ignificantly (i.e. < 0.4 ◦). The fourth SVD mode improves the �MA 

o 10 . 4 ◦ and more SVD modes lead to minor improvement of less 

han 0 . 5 ◦ per mode. The POD model results in a low error of 12 ◦

ith only one mode. With 11 . 2 ◦ for 4 POD modes the error lev-

ls off, with minor improvements of less than 0 . 1 ◦ per mode for

igher POD modes. The helix maps in Fig. 8 (b) show a qualita- 

ively good agreement between the original cDTI data and both 

GD and POD approximations. However, both models smooth the 

ata. The cDTI data shows a small dark blue patch at the endocar- 

ial surface with negative helix angle due to its non-cyclic defini- 

ion. This is not captured by both models, the POD over-smooths 

he helix values at the endocardium. The �MA maps show ele- 

ated errors at the apex and in the region with a steep helix at 

he endocardium, more prominent for the POD model. Qualitative 

esults agree with observations form the porcine data sets. A quan- 

itative, sector-wise error analysis for the AHA sectors is presented 

n Fig. 8 (c). The apical cap shows the highest error, more than 2.5 

imes higher than in all other sectors. The error in the sepal wall 

s higher than in the free wall. To evaluate the homogeneity across 

he myocardium, the standard deviation over the AHA segments 

excluding the apex) is computed: PGD: std( �MA) = 2.0 ◦/ POD: 

td( �MA) = 2.5 ◦. The POD model approximation is more hetero- 

eneous across the sectors than the result of the PGD model. This 

tandard deviation over the AHA segments is in the same range as 

or the healthy porcine test cases ( �± 0.2 ◦) for the PGD model and

maller than for the healthy porcine test cases for the POD model. 

 comparison of the global error, for the PGD model, POD model, 

tlas and RBM, for the human test case, is shown in Fig. 8 (d).

he bars represent �MA for the optimal mode configuration. The 

GD model shows the best performance with �MA = 9.4 ◦. The 

rror is 17 % higher for the POD model, 29 % higher for the RBM

odel and 129 % higher for the porcine atlas. The marker for the 

GD model indicates the un-personalized first mean PGD mode, 

xtracted from the porcine data. Without personalization, �MA is 

5 % higher, compared to the personalized PGD model. Personaliza- 

ion improves the �MA by 50 % for the RBM, comparing the fit to 

he human data and the adaptation to the average boundary values 

rom the porcine data. The RBM shows the largest improvement, 

hen approximating the human data set, compared to the abil- 

ty to represent the porcine data set. The spatial variation of �MA 

s shown in Fig. 8 (e). Both models result in similar spatial varia- 

ions. In contrast to the circumferential variation for the porcine 

ata in Fig. 7 , no locally elevated error is observed at the inferior

V-RV intersection. The 95-percentile value is elevated for c > 0 . 8 .

he transmural plot presents an error increase for t > 0 . 7 towards 

he epicardium, with a predominant increase of 75- and 95- per- 

entile. The error at the endocardium is not increased for the PGD 

odel. For the POD model the 75- and 95 percentiles show a mi- 

or increase towards the endocardium, less pronounced than for 

he porcine data. The longitudinal error variation shows a peak 

t the apex with IQR > 35 ◦, for l < 0 . 1 . For both models the er-

or deceases with increasing longitudinal coordinate, leveling off

t l < 0 . 35 . The region of high errors at the apex is larger than for

he porcine test cases. 

. Discussion 

The small median angular difference between the measure- 

ents and the model estimations for the healthy training data set 

PGD: 9 . 7 ± 1 . 5 ◦ / POD: 11 . 3 ± 1 . 3 ◦) as well as the rapid decline

f the angular error towards a plateau with 4 PGD and 4 SVD 

odes show that the predominant myocyte orientation can be rep- 

esented in a low-rank basis. Contrary to the PGD approach, the 

OD method does not present such a distinct plateau for the error 

s a function of number of modes, however the small improvement 
10 
f less than 2 . 5% per added mode for more than 8 modes and the

verall small median error supports the feasibility of the approach. 

or the combined PGD and SVD method, the PGD modes represent 

he major characteristics of the microstructure within each heart. 

igher order modes capture the characteristics extracted from the 

esidual and therefore reflect features with smaller global impact. 

he SVD modes allow for a parametrization of the PGD modes ac- 

ounting for variability across hearts. Thus, the convergence with 

 SVD modes relates to the high degree of similarity of the major 

tructural characteristics within the species. Varying the weights 

f the SVD modes independently in the three spacial dimensions, 

llows for the description of unseen combinations and structures 

ith differently pronounced characteristics along the spatial coor- 

inates making the approach more flexible. For the POD model, 

wo-dimensional modes representing onion-like shells of the my- 

cardium at different transmural depths are derived. They repre- 

ent the major structural characteristics directly extracted across 

earts. 

The PGD model consists of the mean of the low-rank PGD basis 

cross the training data and the SVD basis functions, responsible 

or adaptation of the model to new data. The first PGD mode repre- 

enting the main characteristics of the structure shows the small- 

st gain by SVD personalization. This suggests that the most dom- 

nant structural characteristic varies less between individuals com- 

ared to more detailed characteristics. However, personalizing the 

odel has a significant effect when using more PGD modes. In the 

ange where the error reaches a plateau (4 PGD modes), �MA im- 

roves by 35 . 6% ( 6 . 3 ◦) due to personalization (4 SVD modes) com-

aring to the results without personalization (0 SVD mode). Conse- 

uently, despite the similarity of cardiac microstructure across in- 

ividuals, personalizing the common characteristics using the ba- 

is of main variations improves the representation. Personalization 

s of increasing importance for more detailed characteristics, thus 

igher PGD modes. 

To evaluate the generalization of the models to unseen data, we 

sed two healthy test cases. With the PGD model, the error for 

oth test cases, is within the range of the error on the training 

ata, highlighting the model’s capability to represent healthy mi- 

rostructure. The convergence of the error distribution for 3 PGD 

odes (with 4 SVD modes), and an improvement with a higher 

umber of SVD modes (for 4 PGD modes) suggests that more than 

 SVD modes are needed to capture the variation of more detailed 

tructural characteristics. However, for 5 and more SVD modes 

with 4 PGD modes), the relative frequency of angles smaller than 

2 . 5 ◦ is higher than on the training data, confirming a good fit 

f the model to unseen data. The POD model shows no signifi- 

ant ( < 2 . 5% /added mode) improvement of the angular error when 

sing more than the first 8 out of 160 modes for the test cases. 

o prevent over-fitting to the training data this number of modes 

an be chosen as an upper limit for the number of included basis 

unctions. The error increment of 2.2 ◦ for the median �MA be- 

ween training and test data suggests a lower fit quality to new 

ata compared to the combined PGD and SVD approach. However, 

he median error ( �MA = 13 . 5 ◦ for 8 POD modes) stays in a feasi-

le range. 

The fit of both models to hearts with chronic myocardial infarc- 

ion shows a minor additional error < 1 . 5% across the myocardium 

ompared to the healthy test cases. This indicates that both mod- 

ls are capable of parameterizing the global structural variability of 

he diseased hearts investigated, with local chronic myocardial in- 

arction. For the PGD model the median error for all infarct cases 

s within the range of the healthy training cases, with small vari- 

tion between cases. The scar region covers 7 . 1 ± 2 . 8% of the my-

cardium and has a mass of 5 . 4 ± 2 . 4 g. The local error in the area

f the infarction is slightly higher compare to the remote healthy 

yocardium (case average: PGD: 1.2 ◦/POD: 2.5 ◦). This variation is 
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ithin the range of the standard deviation over the AHA sectors 

or the healthy test cases, approximating the local in-homogeneity 

cross the myocardium. However, for two out of five cases the local 

rror in the area of the myocardial infarction is higher, with maxi- 

al difference values of �MA PGD: 3.8 ◦/POD: 8.3 ◦. This locally ele- 

ated error within the infarction may be attributed to (a) a patho- 

ogically reduced fractional anisotropy and thus larger variability 

n eigen vector orientations derived from noisy cDTI data and (b) 

tructural characteristics in the area of the myocardial infarction, 

ot represented by the models derived from healthy training cases. 

ll methods investigated show a similar median error offset com- 

ared to the healthy test set. This suggests a small global effect of 

he chronic myocardial infarction. 

Comparing the data-driven models obtained using two differ- 

nt order reduction methods, the combined PGD and SVD model 

hows a smaller estimation error in all sectors of the myocardium, 

ompared to the POD model, for all data sets. The difference be- 

ween methods is more pronounced for the test cases. Addition- 

lly, the error variation across sectors is lower for the PGD and 

VD method compared to POD. This emphasises the higher flexibil- 

ty of the PGD method to capture variations. The a priori method 

PGD) extracts a low-rank approximation of data without prior as- 

umptions about the tissue structure. Using an SVD, each one- 

imensional function is parametrized independently. The 2D POD 

s directly applied across all sliced training data sets, resulting 

n modes with a fixed 2D pattern. The modes are a posteriori 

eighted to approximate new data. 2D patterns that have not been 

een before are fit less precisely. The POD has the advantage of 

eing faster when approximating new data. For the combined PGD 

nd SVD method, prior to the weight adaptation, a PGD of the new 

ata is required. 

The randomly selected healthy test set used in this analysis in- 

ludes a small positive bias of 1 . 7 ◦ for the PGD model, compared to

he averaged cross-validation across the healthy cases. The minor 

ositive bias for the POD model of 0 . 3 ◦ is within the standard de-

iation over the permutations and can thus be neglected. All com- 

arisons to other methods were performed with the same healthy 

raining and test set. However, assuming a higher independence to 

he choice of the data sets for atlas and RBM, the additional error 

or the PGD model on the test set would correspond to an error 

ncrease of 16.8 % , this is significantly smaller than the additional 

rror for the other methods evaluated: POD:34 % ; atlas:62 % ; RBM: 

7 % . To this end, the positive bias does not distort the evaluation

esults. 

The PGD and POD model approximate the underlying data sets 

etter than the two investigated state-of-the art models, namely 

n average atlas extracted from the same training data and a rule- 

ased approach (RBM). The PGD model performed the best, in- 

icating a high flexibility to better capture more local variations 

ue to its three independently varied one-dimensional functions of 

patial coordinates. The POD and atlas model show a very similar 

patial error variation, with the POD model resulting in smaller er- 

ors. The advantage of the altas method lies in providing 3D infor- 

ation with good spatial coverage, resulting in a spatially detailed 

verage structural representation, however without the possibility 

or personalization. The POD modes constructed are 2D, trading 

he correlation of information along the third spatial direction for 

he option to personalizing the POD model. Consequently, the POD 

odel using only one mode would perform worse than a 3D at- 

as. In order to provide three dimensional modes a 3D POD could 

e performed requiring a larger amount of available training data. 

he results indicate that benefit of personalization is higher than 

he information loss due to truncation of the POD basis. The lin- 

ar RMB simplifies the aggregated myocyte orientation field losing 

ocal spatial information. This results in the highest median error 

f the methods compared, for all underlying cases and less local- 
11 
zed elevated errors with larger regions of increased error towards 

he endo- and epicardium and in the lower halve of the ventricle 

owards the apex. 

All investigated methods have limitations at the apex, the 

ndo- and epicadial surface and the inferior LV-RV intersection. 

he highest errors are present at the apex ( l < 0 . 05 ), comparable

o previously reported high inter case variability at the apex by 

ombaert et al. (2012) . Potential confounders include (a) a higher 

egree of uncertainty in the input data due to partial voluming ef- 

ects (b) a more error prone segmentation in the apical region (c) 

otential structural differences in the apical region between hearts 

ffecting the possibility of extracting a general basis (d) a reduced 

ensity of data points in the transmural-longitudinal plane towards 

he apex, resulting from the LV geometry. The latter is not taken 

nto account for the choice of the support of the Galerkin basis 

or the PGD approach nor for the grid used with the POD and at- 

as method. The endo- and epicardial surfaces are equally prone 

o partial voluming effects and segmentation errors, especially at 

he intersection with papillary muscles at the endocardium. These 

egions of more longitudinal aggregated myocyte orientation are 

ot localized at the same positions across hearts and are very local 

ften without smooth spatial transition. Both PGD and POD mod- 

ls over-smooth these regions. The 2D modes of the POD model 

re less flexible to capture the variation of 2D patterns in detail. 

he local error peak along the circumferential coordinate at c ∼ 0 . 4 

orrelates with the position of the inferior LV-RV intersection and 

ight be attributed to the varying length of the septum, influenc- 

ng the representation of microstructure at the LV-RV intersection. 

ven so, our methods show good results on both the healthy and 

nfarct test set, to improve the robustness of the method and be 

ble to draw statistical conclusions, an increased cohort would be 

esirable. 

Previous studies ( Nikou et al., 2016a; Pluijmert et al., 2017; Palit 

t al., 2015a; Rodríguez-Cantano et al., 2019; Eriksson et al., 2013 ) 

gree on the sensitivity of cardiac biomechanics on microstructure 

rientation. However, the required accuracy of myocyte aggregate 

rientation that is sufficient for robust simulations, highly depends 

n the parameter of interest and the underlying model. In elec- 

rophysiolgy, Vadakkumpadan et al. (2012) found that a mean he- 

ix angle difference of 15.4 ◦ has no significant influence on acti- 

ation maps and pseudo-ECG in ventricular tachycardia and sinus 

hythm, at a clinical observable level. Studies on cardiac mechan- 

cs revealed a sensitivity of active stress, strain and stress distri- 

ution to errors of approximately 10 ◦ ( Palit et al., 2015b; Pluijmert 

t al., 2017; Geerts et al., 2003 ). A sensitivity study by Rodríguez- 

antano et al. (2019) showed a small impact of angular differences 

n homogeneous myocyte aggregate fields on global outputs, such 

s cavity volume, but a high influence of heterogeneity and lo- 

al variations of myocyte aggregate orientation, when compared to 

omogeneous myocyte aggregate orientation fields on cavity vol- 

me and wall thickness. Eriksson et al. (2013) revealed a strong 

nfluence of heterogeneous microstructure on LV torsion. This high- 

ights the benefits of personalized representations of the cardiac 

icrostructure, despite the potential bias due to residual errors in 

he range of 10 ◦. DTI measurements have become the most com- 

only used tool to non-destructively assess microstructure in or- 

ans. These measurements are suffering from low SNR and in the 

ealm of e.g. in-vivo imaging a precision of 15.5 ◦ (systole)/31.9 ◦ (di- 

stole) ( Aliotta et al., 2018 ) was reported. Despite the data-induced 

rror, its non-linear propagation and the reported mid-myocardium 

tiffening with increasing helix ( Palit et al., 2015b ), underlines the 

eed for more realistic myocyte aggregate orientation representa- 

ions, reducing the total model error. Error reduction in patient 

pecific representations of myocyte aggregate orientation is there- 

ore a prerequisite for image-based, patient-specific bio-mechanics 

odelling. The PGD and POD models are based on a functional 
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asis extracted form an ex-vivo DTI training data set, these basis 

unctions describe common characteristics across the hearts, thus 

otentially suppressing noise in imaging data by truncation of the 

asis. The importance of a heterogeneous myocyte aggregate ori- 

ntation ( Rodríguez-Cantano et al., 2019; Eriksson et al., 2013 ) sug- 

ests that an atlas and the data-driven PGD and POD models have 

n advantage, compared to a global rule-based approach. Further, 

he PGD and POD model add natural variability along the circum- 

erential and longitudinal coordinates. 

A human show case was used to test the feasibility to trans- 

er the PGD and POD model, using basis functions obtained from 

orcine data, to human aggregated myocyte orientation. The re- 

ulting �MA is in the same range as the results on the porcine 

ata, suggesting the applicability of the porcine derived modes 

o human data. The PGD model uses the low-rank PGD basis av- 

raged over the porcine training data set. This is personalized 

y fitting the SVD basis functions to the human data set. With- 

ut personalization (0 SVD modes), the error for the first PGD 

ode agrees well with the results for the porcine data. This sug- 

ests a good match of the first PGD mode, representing the most 

rominent global structural characteristics of the underlying hu- 

an case. However, adding higher PGD modes without person- 

lization worsens the median �MA, whereas it is improved or 

onstant for the porcine data. Thus, the mean of those structural 

haracteristics with increasing detail cannot be transferred directly 

rom the porcine to human data. The devaition from the mean 

GD mode, extracted from the porcine data set, to the human test 

ase, could be compensated by a scaling factor for each 1D func- 

ion of the mean PGD mode. If the same scaling factors could be 

sed for other human test cases, remains an open question. For 

urther investigation of the differences between the low-rank ba- 

is of porcine and human cardiac microstructure, an extraction of 

he model from human training data is feasible upon availabil- 

ty of ex-vivo human datasets. The poor approximation of the un- 

ersonalized models, obtained from the porcine training data set 

i.e. the mean PGD modes with 0 SVD modes, the porcine atlas and 

he RBM adapted to the porcine average data), indicates the inter- 

pecies difference. However, when using personalization with the 

VD basis, extracted from the variations across the porcine train- 

ng data, the PGD model approximation significantly improves with 

wo PGD modes and 2 SVD modes already. This shows that it is 

ossible to personalize the model to the underlying human data 

et using the basis functions of structural variations, extracted from 

orcine data. An error plateau is reached with 2 PGD and 4 SVD 

odes. This is no significant difference to the healthy porcine test 

ases, were the error levels off between 2 and 4 PGD modes with 4 

VD modes. For the POD model, only minor improvement is found 

hen increasing the number of modes. The modes are not ordered 

y information content for the human data set. The POD model 

aptures the main characteristic of the human show case. However, 

ore detailed characteristics, represented by higher POD modes, 

re not dominant in the human show case. Both models can ap- 

roximate the underlying human case, promising for the feasibility 

o transfer the models to human data. The un-personalized mean 

f the second and higher PGD modes can not be transferred to hu- 

an data. 

We performed a fit of the data-driven PGD and POD model to 

he 3D volumetric data to demonstrate that the derived low-rank 

asis functions represent aggregated myocyte orientation well. In 

ersonalized modelling, if no high-quality, high-resolution, 3D cov- 

rage DTI data is available, the PGD or POD model offers the po- 

ential to estimate a 3D representation of myocyte aggregate ori- 

ntation on the mesh nodes form sparse data. The advantage of 

he models is the information transfer from high resolution data, 

hile keeping the possibility for personalization. The functional 

ases give a realistic, globally heterogeneous prior. To fit the PGD 
12 
odel to data with low spatial coverage, a PGD of the sparse data 

et is required. Without changing the PGD method, the Galerkin 

asis functions need to be adapted to ensure that data points are 

vailable within the support of each Galerkin basis function. The 

ew supporting points have to be a subset of the supporting points 

f the model. Subsequently, the weights of the PGD/SVD model 

an be adapted to fit the degrees of freedom to the target data 

n a least squares sense. Alternatively, the PGD could be adjusted, 

irectly using the SVD basis and fitting the weights. To fit the 

OD model to sparse data, the data is mapped onto the closest 

rid points on the common grid, where the model is defined. A 

appy POD ( Willcox, 2006 ) could be used to fit the model pa-

ameters, using a linear least-squares method. Due to the choice 

f the 2D modes with transmural normal direction, data is avail- 

ble in each imaging slice. In clinical applications, slice miss-match 

s commonly found, due to breathing. The spatial miss-match of 

natomical data and DTI data poses an additional task, when as- 

igning the data points to the coordinates with respect to the LV 

eometry. 

In future applications, when applying the model to a large co- 

ort, a statistical analysis of the extracted weights could be used 

o obtain a realistic, high fidelity generative model of aggregated 

yocyte orientation representing natural variations. This might 

dvance data augmentation for machine learning based studies, 

uffering from low data availability. Further, the correlation of 

eights could give insights in typical patterns present in cardiac 

icrostructure. Or the weights could be used as a measure of 

lobal similarity between different data sets. Studies analyzing a 

otential change in weights in global disease involving remod- 

lling, might reveal new biomarkers. The models and the basis 

unctions, together with the set of weights and the original data 

re available at (https://doi.org/10.3929/ethz-b-0 0 0478084). 

. Conclusion 

We have presented a new data-driven, volumetric, high- 

esolution, parametric model of LV myocyte orientation. We have 

emonstrated that aggregated myocyte orientation can be repre- 

ented in a common low-rank basis in shape-adapted coordinates. 

he parametric model can be personalized to cDTI data and ap- 

roximate unseen data. A personalized, heterogeneous field of ag- 

regated myocytes results by transferring information about ma- 

or structural characteristics and inter-case variability, from the ex- 

ivo training data. The human show case suggests the feasibility to 

ransfer the model derived from porcine data to approximate hu- 

an aggregated myocyte orientation. 
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