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Abstract: We describe a computational light-sheet microscope designed for hyperspectral
acquisition at high spectral resolution. The fluorescence light emitted from the full field-of-view
is focused along the entrance slit of an imaging spectrometer using a cylindrical lens. To acquire
the spatial dimension orthogonal to the slit of the spectrometer, we propose to illuminate the
specimen with a sequence of structured light patterns, and to solve the image reconstruction
problem. Beam shaping is obtained simply using a digital micromirror device in conjunction with
a traditional selective plane illumination microscopy set-up. We demonstrate the feasibility of
this method, and report the first results in vivo in hydra specimens labeled using two fluorophores.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Optical imaging has become an invaluable tool in the life sciences [1–3]. Among the variety of
techniques now available, selective plane illumination microscopy (SPIM) allows fast (G, H, I)
imaging of fluorescent samples with reduced photobleaching. SPIM directly acquires the
(G, H) slice corresponding to a thin light sheet that illuminates the sample [4], while the third
spatial dimension is scanned. Through promotion by the open-source SPIM project [5], many
SPIM design variants are now available [6–9]. This enables the study of various samples,
such as fly embryos [10], zebrafish embryos [11, 12], and others [13]. A recent light-sheet
set-up development promoted structured illumination to reduce photobleaching [14–17] and/or
provide better resolution with a none Gaussian beam [3, 18, 19]. In all cases, SPIM exploits the
fluorescence signal emitted by fluorophores that label specific structures in a specimen [20]. The
study of multi-labeled specimens implies the need to unmix the fluorophores, which usually
relies on optical filters. As most of the light is rejected, this approach has two major drawbacks.
First, it leads to long acquisition times. Second, a large amount of information is lost (e.g.,
fluorophores with overlapping spectra cannot be unmixed [21]). Therefore, there is a need for
three-dimensional (3D) imagers with hyperspectral capabilities that can exploit the full emission
spectrum of a fluorescent sample.

Only few methods have been proposed to acquire the full spectrum over the whole field-of-view
of a sample [22–24]. The first demonstration of hyperspectral SPIM relied on a pair of mirror
galvanometers that map an illumination line onto the entrance slit of a diffractive unit [22]. The
hyperspectral slice is obtained by scanning the line within the detection plane.The technique can
provide excellent spectral resolution, which allows the resolving of overlapping fluorophores
with up to nanometer resolution. However, the technique requires some difficult alignment and
synchronization of the galvanometer mirrors. It also suffers from long acquisition times, as the
line is scanned across the sample. Image mapping spectrometry (IMS) is an alternative to line
scanning. IMS maps a hyperspectral slice directly onto a two-dimensional (2D) sensor using
multiple prisms. The IMS-SPIM set-up proposed by [25] allowed for fast acquisitions (i.e., in
seconds). However, it requires custom-designed optical elements (i.e., a prism-lenslet array)
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Fig. 1. Overview of the proposed computational hyperspectral light-sheet microscope.
We consider the acquisition of the hyperspectral section 5 (G, H, _). We use multiple
illumination patterns {?: }1≤:≤ that are modulated along the G-axis. The fluorescence
light emitted by the sample is focused onto the slit of a spectrometer, to provide the raw
measurements {<ℓ

:
(H, _)}1≤:≤ . Then, the hyperspectral section can be reconstructed

numerically from the raw measurements.

and suffers from cross-talk and leakage between adjacent pupils. Another disadvantage is the
compromise between the spectral and the spatial resolution, which leads to limited spectral
resolution (e.g., tens of channels). Another option to scan a hyperspectral cube relies on the use
of tunable hyperspectral fluorescence microscopy [24], with a lenslet array tunable snapshot
imaging spectrometer. This solution also requires difficult optics to achieve a hyperspractral
image, and can suffer from cross-talk and leakage between adjacent pupils.

In this paper, we introduce the concept of computational hyperspectral light-sheet microscopy.
We propose to feed the fluorescence signal from the light sheet to the entrance slit of a
spectrometer through a cylindrical lens. Therefore, the raw measurements benefit from the full
spectral resolution of the spectrometer, while there is no need for moving parts. To get access
to the spatial dimension orthogonal to the slit, we propose to exploit a sequence of spatially
encoded light sheets from which we formulate an image reconstruction problem. We first provide
an overview of the proposed system, with a description of the basics of the concept, as well as
the experimental set-up. Next, we describe how to measure experimentally the light patterns, and
several strategies to incorporate this knowledge into the image reconstruction step. We finally
characterize our system and provide reconstruction results from experimental data, including
some in-vivo measurements.

2. System overview

2.1. The basic concept

We consider the acquisition of a four-dimensional (4D) hypercubeΩ = (G, H, I, _), where (G, H, I)
is the voxel position and _ is the wavelength. Fluorescence light-sheet microscopy images the 3D
volume (G, H, I) by repeated acquisitions of 2D optical sections (G, H) at multiple locations along
the I-axis. In the remainder of the paper, we describe the acquisition of a single hyperspectral
fluorescence section 5 (G, H, _), as the I-axis can be obtained by translating the sample.

In standard light-sheet microscopy, the light sheet is designed to be uniform in the (G, H)-plane.
Here, we propose to modulate the illumination along the G-axis and to use a cylindrical lens to
focus the light emitted by the sample onto the slit of a spectrometer, which is oriented along the
H-axis (see Fig. 1). Measurements are repeated for a set of illumination patterns {?: }1≤:≤ ,



Fig. 2. (a) Schematic representation of the structured light-sheet illumination. (b)
Scheme of the compressive hyperspectral selective plane illumination microscopy
(SPIM) demonstrator. The beam from the lasers impinges on a digital micromirror
device that allows spatial light modulation. One order of the reflected beam is collected
and resized, and then the beam is collected and focused along one direction into the
specimen by the SPIM set-up. The fluorescence signal is collected by an objective and
refocused onto the slit of the spectrometer using the cylindrical lens. It is also possible
to perform classical imaging by refocusing the light directly onto another camera.

which leads to the set of measurements {<ℓ
:
(H, _)}1≤:≤ that can be modeled as

<: (H, _) =
∫

?: (G) 5 (G, H, _) dG. (1)

In a discrete setting, we denote mH

_
∈ R#: as the measurements obtained for all illumination

patterns, at vertical position H in the spectral channel _, where #: is the number of illumination
patterns. The discrete forward model reads

mH

_
= P fH

_
, (2)

where P ∈ R#:×#G contains the illumination patterns, and fH
_
∈ R#G is the fluorescence profile at

vertical position H in the spectral channel _. Note that the number of pixels along the (compressed)
G-axis is denoted by #G . When #: = #G , and assuming that P is an orthogonal matrix (e.g.,
Hadamard, Fourier, or wavelets patterns), the optical profile can be reconstructed by

fH
_
= P>mH

_
. (3)

In the following, we consider the Hadamard matrix that maximizes the signal-to-noise ratio of
the reconstruction [26].

2.2. Experimental set-up

Our optical system is depicted in Fig. 2. It is fed by two continuous wave lasers that emit at _ =
473 nm (MBL-FN-473; CNIr) and _ = 532 nm (MBL-FN-532; CNIr) that are combined using
a 50:50 (R:T) cube beamsplitter (BS013; Thorlabsr). The lasers illuminate a digital micromirror
device (DMD; V-7001; ViALUXr). The DMD is divided into 1024x768 micromirrors of
13.7 µm, with a pitch of ± 12°. The incident angle of the beam is fine-tuned to maximize the
output power of this particular output beam. To maximize the illumination of the active surface
of the digital micromirror device, both beams are expanded four times using a two-lens telescope



(LA1131-A, LA1708-A; Thorlabsr). Finally, we compress the beam reflected by the DMD twice,
using another telescope (LA1509-A, LA1131-A; Thorlabsr). Like in Lorente Mur et al. [27],
Hadamard patterns were chosen for the illumination. As the patterns have positive and negative
values, we use the differential approach described by [28]. Therefore, we split the negative and
the positive parts of each pattern, and measure them sequentially. Then, we subtract the negative
part from the positive part of the measurements.
The modulated beam is fed to a modified OpenSPIM [5]. The main difference with the

openSPIM set-up is the removal of the first beam expander, and the use of different objectives.
Here, we use an N20X-PF objective (Olympus) for excitation of the sample, and an RMS4X
objective (Olympus) for collection of the fluorescence light. To remove any diffuse laser light
and collect only fluorescence light from the sample, two notch filters (ZET473NF, ZET532NF;
Chroma) are placed after the collection objective. Then, the fluorescence light can be directed
towards either a direct imaging arm or a spectroscopic module.
The direct imaging arm acquires grayscale fluorescence images with a camera (Zyla-5.5

Andor), which can be modeled by

6: (G, H) =
∫

[(_)?: (G) 5 (G, H, _) d_, (4)

where [(_) represents the spectral response of the imaging sensor. The interest of the imaging
arm is two-fold. First, the direct image obtained in the absence of light modulation, i.e., when
?: (G) = 1, corresponds to the traditional grayscale light-sheet image. Secondly, choosing a
homogeneous sample, direct images correspond to the illumination patterns as 6: (G, H) ∝ ?: (G).

The spectroscope arm includes an achromatic cylindrical lens (ACY254-075-A; Thorlabs) that
focuses the light-sheet plane onto the slit of a Czerny-Turner imaging spectrometer (Shamrock
500i; Andor) using a 300 lines/mm grating (SR5-GRT-0300-0422; Andor), followed by another
camera (Zyla-5.5; Andor), with the result in a measured band-width of 108 nm. We tune the
entrance slit of the spectrometer to maximum aperture to maximize the signal, which results in
a spectral resolution of 10 nm. The two arms of the set-up are calibrated to observe the same
field-of-view.

3. Methods

3.1. Experimental forward models

The actual light patterns can differ significantly from the target patterns that are uploaded onto
the digital micromirror device (compare Fig. 3a, e to Fig. 3b, f, respectively). Therefore, we
introduce a more realistic forward operator PH ∈ R#:×&G that can be built from experimental
measurements as

PH = [gH1 . . . gH
#:
]>, (5)

where gH
:
∈ R&G is the row at position H in the direct image obtained by illuminating a

homogeneous fluorescence solution with the :th pattern. As the modulation profiles vary slowly
across the H-axis, we also consider the average forward model

P̄ =
1
#H

#H∑
H=1

1
VH

PH . (6)

where VH = max ( |PH |) is a normalization factor. In both cases, the experimental forward matrix
is not orthogonal, and the reconstruction as given by Equation (3) does not apply.



Fig. 3. Images measured by the SPIM arm for two Hadamard patterns using a blue
laser (473 nm). The scale bar represents 100 `m and the intensity is normalized. (a,
e) Target patterns uploaded onto the DMD. (b, f) Differential experimental patterns
measured in a coumarin solution. (c, g) Positive part of the experimental patterns. (d,
h) Negative part of the experimental patterns. (i) Target forward model P. (j) Mean
experimental model P̄ as defined in Equation (6).

3.2. Regularized image reconstruction

We reconstruct the fluorescence profiles at different positions H and spectral channel _ indepen-
dently, by solving the Tikhonov problem

min
fH
_

‖mH

_
− PfH

_
‖2 + U‖fH

_
‖2, (7)

where U is the regularization parameter that sets the trade-of between data fidelity and prior
information, and the forward matrix P ∈ R#:×&G is given by either Equation (5) or Equation (6).
This problem provides the following analytical solution

fH
_
=

(
P>P + U I

)−1 P>mH

_
. (8)

The raw data acquired through the spectral arm extend over a spectral range with typically
more than #_ = 1,000 spectral channels. After acquisition, it is possible to reconstruct the
binned image fH

Λ
=

∑
_∈Λ fH

_
directly from the binned measurements mH

Λ
=

∑
_∈Λ mH

_
, where Λ

represents the set of spectral channels that are merged into the same spectral bin. By the linearity
of Equation (8) with respect to _, the binned image is also given as fH

Λ
= (P>P + U I)−1 P>mH

Λ
.

The case where the spectral bin is chosen to cover the full spectral range, i.e., Λ = {_1, . . . , _#_
},

corresponds to grayscale imaging.

3.3. Samples

We consider three different samples. The first sample is a homogeneous coumarine solution that
is used to measure the light patterns. The second sample is a bead solution that is used to evaluate
the spatial resolution of our device. We consider red fluorescent microspheres (FluoSpheres)
with diameter 300 nm, and yellow-green fluorescent microspheres (FluoSpheres) with diameter



300 nm, both from Thermofisherr. Finally, we consider a hydra labeled with two fluorophores.
The shell of the hydra is labeled with Superfolder green fluorescent protein (GFP) (_ex = 485
nm, _em = 510 nm), and the inner tissue is labeled with DsRed2 (_ex = 561 nm, _em = 587 nm).
Both of these fluorophores are short-lived biolabels that are naturally expressed by the specimens.
The hydras are anesthetized and embedded in agarose, to keep the production of fluorophore
going for long enough to image them even if their fluorescence yields decrease under irradiation.

Table 1. Acquisition parameters of the samples

Sample Type Time (s)

Beads SPIM 4

Beads chSPIM 512

Hydra SPIM 4

Hydra chSPIM 512

4. Results and discussion

4.1. Beam shaping and modulation patterns

To evaluate the quality of the patterns, we imaged a fluorescent dye (Coumarine 314; Sigma-
Aldrich) in solution with the direct imaging arm. In Fig. 3, we provide some of the images
that we acquired. In particular, Fig. 3a, f show two target Hadamard patterns uploaded onto the
DMD, while Fig. 3b, g show the resulting images obtained in the coumarin solution. The light
distribution within the illumination sheet differs significantly from the target Hadamard patterns
that we upload onto the DMD (compare Fig. 3a to Fig. 3b, and Fig. 3e to Fig. 3f). This is due to
light propagation through the SPIM set-up, which behaves as a low-pass filter that filters out the
high spatial frequencies of the target patterns, which results in smoother patterns.

We also note that the actual patterns vary across the H-axis. First, the light intensity decreases
from top to bottom. As the top of the image corresponds to the entrance plane of the laser in
the coumarin cuvette, the decrease can be attributed to light attenuation (e.g., an exponentially
decaying Beer-Lambert law). Secondly, the modulation patterns are slightly divergent, i.e., the
modulation is concentrated on a wider range on the exit face that on the entrance face of the
cuvette. While light attenuation can easily be compensated for by fitting or simply normalizing
the patterns, the divergence and tilt of the patterns cannot, which motivates the use of the more
accurate model given by Equation (5), rather than the approximate models, such as Equation (6).

4.2. Influence of the forward model

We evaluate here the image reconstruction that results from the use of three forward models. In
Fig. 4, we show the images obtained using the target Hadamard matrix and the experimental
forward models given by Equations (5) and (6). As we focus on the spatial resolution of the
reconstructions, we integrate the measurements across the spectral axis, i.e., m =

∑
_ m_, which

leads to grayscale images f =
∑
_ f_ that can be compared to the image taken from the direct

imaging arm that we consider as the ground-truth.
The image reconstructed from the target Hadamard, displayed in Fig. 4b suffers from strong

vertical artifacts and severe blurring, which makes it difficult to identify the shape of the
object. Comparing Fig. 4b to Fig. 4c, we observe that by considering the mean experimental
model of Equation (3), this significantly improves the reconstruction quality; the shape of the



Fig. 4. Reconstructions using different forward models. The scale bar represents 100
`m and the intensity is normalized. (a) Ground-truth image from the direct imaging
arm. Reconstruction using the target Hadamard patterns (b), the mean experimental
patterns of Equation (6) (c), and the experimental patterns of Equation (5) (d). The
reconstructions are obtained from Equation (3) setting U = 10−2. For all of the images,
we set the negative value at 0, which removes most of the background noise and some
of the reconstruction artifacts.

specimen is well recovered, and the vertical artifacts are removed. While the previous models
hypothesized that the light patterns remained unchanged while propagating along the H-axis,
this last experimental model takes into account the variations discussed in Section 4.1. The
reconstruction in Fig. 4d, which relies on the experimental pattern of Equation (3), provides the
best visual reconstruction, with sharper details that in Fig. 4c. As reconstruction is known to
amplify model errors [], it is fundamental to put effort into the estimation of the forward model.

4.3. Spatial and spectral resolution

To characterize the spatial resolution of our device, we imaged the bead solutions described in
Section 3.3. The image obtained using the imaging arm of our device is shown in Fig. 5a, and
the one using the hyperspectral compressive arm in Fig. 5b. As in Section 4.2, we integrated the
measurements over the full spectral range, i.e., m =

∑
_ m_. We observe several beads on both

the direct SPIM image and the hyperspectral arm. We selected two spots among those with the
lowest spatial extent, and indicate their correspondence in both images with arrows. In Fig. 5c, d,
we pick the center of each spot and plot the profiles to estimate the G-axis and H-axis resolutions.
We evaluate the spatial resolution of the system by measuring the full width at half maximum
of the profiles. In the direct SPIM image, the point spread functions are well represented by a
2D isotropic Gaussian function. We measure fA

G = 8.7 `m, fA
H = 9 `m, fB

G = 8.6 `m, and
fB
H = 9.4 `m. The point spread function of the hyperspectral device is more elongated along the

H-axis than along the G-axis. Along the H-axis, we observe a Gaussian-like point-spread function,
while the shape of the point-spread function presents side lobes that take positive and negative
values across the G-axis (see Fig. 5c, d). We measure the following spatial resolutions: fA

G = 71
`m, fA

H = 11.5 `m, fB
G = 89 `m, and fB

H = 10.7 `m. While the spatial resolution of the
hyperspectral and direct arms are similar for the H-axis, the spatial resolution of the hyperspectral
are reduced 10-fold for the G-axis. This limited G-axis spatial resolution of the hyperspectral
arm is due to the number of patterns. Note that only #: = 128 patterns are acquired on the
hyperspectral arm, to be compared to the &G = 2560 pixels on the direct arm. Higher spatial
resolution can be achieved by increasing the number of patterns. Note that we acquire the full
fluorescence spectrum, while the direct arm only acquires a grayscale image.



Fig. 5. Imaging of fluorescent beads to evaluate the spatial resolution. The scale
bar represents 250 `m. (a) Image acquired using the direct imaging arm (traditional
SPIM). (b) Image reconstructed using the hyperspectral arm (hyperspectral SPIM). The
correspondence of two spots is indicated by arrows; the red and green boxes show spots
A and B magnified three times. (c) Bead intensity profile along the G-axis and H-axis
obtained with the direct imaging arm. (d) Bead intensity profile along G-axis and H-axis
obtained with the hyperspectral arm).

Fig. 6. Comparison of conventional and hyperspectral imaging of a two-color hydra
specimen labeled with Superfolder GFP (_ex = 485 nm, _em = 510 nm) and DsRed2
(_ex = 561 nm, _em = 587 nm). (a) Image of the sample. We show the tail of the hydra
that was studied in the cyan box. Scale bar 1 mm. (b) Traditional SPIM from the direct
image arm. Scale bar, 100 `m. (c) Spectra of one element of the shell of the hydra
(zone 1) and of one element of the inside of the hydra (zone 2). (d) Hyperspectral SPIM
(green channel range: Λgreen = [493, 527] nm; red channel range: Λred = [576, 601]
nm). Scale bar, 100`m.



4.4. Living organism experiment

Finally, we image the tail of a transgenic hydra (see Fig. 6a). The skin of the hydra expressed
Superfolder GFP (_ex = 485 nm, _em = 510 nm), and the inner tissues, DsRed2 (_ex = 561 nm,
_em = 587 nm). With the direct imaging arm, we measure the traditional SPIM image that is
shown in Fig. 6b. To obtain the bicolor image of Fig. 6d, we superimposed the image in the
range Λgreen = [493, 527] nm and Λred = [576, 601] nm, which are centered around the emission
wavelength of each of the fluorophores, as shown in Fig. 6c. As described in Section 3.3, the
skin of the hydra is labeled with GFP and the inner tissues are labeled with DsRed2, which is
also revealed by the bi-color image that we produce with the hyper-spectral measurement, which
means that despite the limited resolution along the G-axis, we have been able to differentiate the
inner tissue from the skin through the information contained in the spectral dimensions. To the
best of our knowledge, this is the first hyperspectral SPIM image of a living organism obtained
with a computational method.

4.5. Limitations of the study

The spectral bandwidth of a single acquisition is limited by the grating of the spectrometer and
the size of the CCD matrix (i.e., around 108 nm in this set-up with a 300 lines/mm grating). Thus,
if we want to unmix more fluorophores, we might need to change the grating of the spectrometer
to increase the spectral bandwidth. Of course sequential acquisition of the spectral bandwidth for
various positions of the spectrometer is possible, but it would increase the acquisition time, which
is not wanted. The main limitation is the resolution across one of the two spatial axes. While
higher spatial resolutions can be achieved by increasing the number of patterns, this also leads to
increased acquisition times. As shown in Fig. 4b, the experimental patterns dramatically deviate
from the target Hadamard patterns. Although the experimental patterns significantly improve the
reconstruction quality, it would be beneficial to achieve patterns with higher spatial frequencies.
Our future work will focus on this issue, i.e., the design of a SPIM that does not rely on traditional
Open SPIM standards. Moreover, we considered a straightforward reconstruction approach based
on Tikhonov regularization. While our first results are promising, our problem might benefit
from the recent advances in image reconstruction based on deep learning. In particular, this can
include prior knowledge about the solution, such as spatial redundancy across the H-axis. Finally,
acquisition from living organisms can be subject to motion artifacts. Indeed, one of downsides
of the fixation method used is that the hydra might move slightly during the acquisition, which
would produce a possible blur during image reconstruction. This can be improved by reducing
the imaging speed and/or taking into account motion during the reconstruction.

5. Conclusion

We describe a computational hyperspectral single-plane illumination microscope. Our system
relies on a traditional single-plane illumination microscope coupled with a digital micromirror
device to obtain structured light within the illumination sheet. The fluorescence signal from
the light sheet is fed to the entrance slit of a spectrometer through a cylindrical lens. Only
one of the two spatial dimensions of the hypercube under acquisition is encoded, so that the
raw measurements benefit from the full spectral resolution of the spectrometer. Provided that
experimental measurements of the light patterns are available, we demonstrate that a simple
reconstruction algorithm can recover the encoded spatial dimension. We apply the methodology
to a hydra labeled with two fluorophores. From the full spectrum obtained in each slice pixel, we
can easily distinguish the two structures labeled with the two fluorophores. The main limitation
is the limited spatial resolution along one axis. In future work, we will address this issue by
improving the pattern generation and consider deep reconstruction algorithms.
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