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Understanding WiFi Signal Frequency Features
for Position-Independent Gesture Sensing

Kai Niu, Fusang Zhang, Xuanzhi Wang, Qin Lv, Haitong Luo, and Daqing Zhang, Fellow, IEEE

Abstract—Recent years have witnessed rapid development in the research area of WiFi sensing, which senses human activities in a
contactless and non-intrusive manner. One major issue that hinders real-world deployment of these systems is position dependence,
i.e., once the human target changes location and orientation, the sensing performance degrades significantly. Existing machine
learning based methods aim to solve this problem by either generating high-dimensional features or transfer learning the environment
knowledge. However, these methods require significant training effort and yet acquire limited improvement. In this paper, we start by
understanding and analyzing the Doppler frequency shift in WiFi sensing. We then develop a WiFi frequency model to quantify the
relationship between signal frequency and target position, motion direction and speed for human activities. Based on this theoretical
model, we prove that the commonly-used movement speed and motion direction features are position dependent, and further identify
movement fragments and relative motion direction changes as two position-independent features. Building upon the frequency model
and the position-independent features, we design a suite of position-independent gestures and develop the gesture recognition system
accordingly. Evaluation results show that under various conditions (i.e., different locations, orientations, environments, and persons),
our system achieves more than 96% recognition accuracy without any training, significantly outperforming state-of-the-art machine
learning based solutions.

Index Terms—Time frequency feature, Position-independent, Gesture recognition, Contactless sensing, WiFi sensing.

F

1 INTRODUCTION

THE proliferation of wireless devices in recent years has
brought about significant progress in WiFi based con-

tactless sensing, opening a new direction for ubiquitous and
non-intrusive sensing of human activities without attaching
any device to a target. Various sensing applications have
been investigated, including fall detection [1, 2], gesture
recognition [3, 4, 5, 6, 7, 8], keystroke detection [9], and vital
sign monitoring [10, 11, 12, 13, 14]. Based on the observation
that human activities incur changes in the Channel State
Information (CSI) of received WiFi signal, existing systems
typically extract certain CSI features (e.g., amplitude and
phase in the time domain) and employ machine learning
methods for training classifiers to recognize human activ-
ities. The key assumption here is that there exists a fixed
mapping between human activity and CSI signal pattern,
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i.e., the corresponding CSI signal pattern is consistent for the
same activity, yet different for different activities. However,
as pointed out by prior works using the Fresnel zone pen-
etration model of wireless signals [15, 16, 17, 18, 19], when
the same activity is conducted at different positions (i.e.,
different location and/or orientation), the CSI signal pattern
can vary significantly, resulting in unstable recognition per-
formance. Given the diversity of real-world environments
and application scenarios, it is important to develop WiFi
based sensing mechanisms that are position-independent 1.

A few different approaches have been explored to ad-
dress the position dependence problem of WiFi based
sensing. A set of solutions [20, 21] resort to advanced
machine learning methods (e.g., transfer learning). These
methods require significant training and prior knowledge
of the different positions. While these methods can handle
slight changes in signal patterns, there is no guidance on
what knowledge can be transferred and how to ensure the
performance when the position of a target changes. More
importantly, for large position changes, the same activity
can induce very different signal patterns. For example, when
a target performs the hand gesture “push” at different
positions, the amplitudes of the received signal (shown in
Fig. 1) have very different patterns. Without knowing the
target’s position, machine learning based methods that aim
to transfer signal patterns for specific activities do not work
well for large position changes. Some recent work aims
to tackle this issue by employing frequency-domain CSI
features instead of time-domain ones such as amplitude and
phase [22, 23, 24]. Since the frequency shift of the signals

1. In this work, we use position to indicate both the location and
orientation of a target.
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induced by the static environment (e.g., the line of sight sig-
nals and reflections from ambient objects) remains at zero,
it is straightforward to relate the non-zero frequency shift
in received signals to human motion. This environment-
independent property hints that the non-zero frequency
features are relatively more robust against environmental
changes for human activity recognition. As such, frequency-
domain features are explored to address the challenge of
position variations in WiFi sensing. However, theoretical
studies are still lacking that explore the relationship between
human activity and frequency-domain features at different
positions.

(a) Position 1 (b) Position 2

Fig. 1: Amplitude for gesture “push” at different positions.

In this work, using WiFi-based gesture recognition as an
example, we aim to answer two main research questions:

(1) Can we model the impact of position (location and orien-
tation) changes on frequency-domain CSI features to determine
whether they are position-independent?

(2) Building upon the model, can we construct frequency-
domain CSI features that can support position-independent recog-
nition of gestures?

We start with a validation experiment in which a user
performs the “push” gesture at two locations with different
orientations, as shown in Fig. 2. The corresponding time-
frequency spectrograms are shown in Fig. 3. We observe
very different signal frequencies for the same gesture per-
formed at the two positions: about 20Hz at position 1
and about -15Hz at position 2. To understand the reasons
behind these differences, we derive a mathematical model
quantifying the relationship between signal frequency and
sensing target’s location, motion direction, and speed of
movement, which allows us to explain frequency-domain
CSI feature changes at different locations and orientations.

Based on the theoretical modeling of how location and
orientation impact CSI in the frequency domain, we prove
that the commonly-used features such as movement speed
and motion direction in existing gesture recognition systems
are position dependent. This is because these features are
affected not only by the distinct gestures but also by envi-
ronmental factors such as the location and orientation of the
target with respect to the WiFi transceivers. Guided by the
model, we seek to identify and extract position-independent
features by leveraging the time-frequency spectrogram from
multiple devices. With the position-independent features,
we propose a suite of position-independent gestures and
build a prototype gesture recognition system that achieves
high and robust performance without training. Please see
our demo video at: https://youtu.be/o6IbReBig g.

The main contributions of our work are summarized as
follows.

• We have developed a mathematical model to quan-
tify the relationship between signal frequency and

Tx Rx
LoS

Orient.#1

Loc.#1

(a) Scenario 1

Tx Rx
LoS

Orient.#2

Loc.#2

(b) Scenario 2

Fig. 2: A target performs the same “push” activity at two
different locations and orientations relative to the WiFi
devices.

(a) Scenario 1 (b) Scenario 2

Fig. 3: Time-frequency spectrograms for the two different
positions.

target position, motion direction, and speed for
human activities. It reveals how signal frequency
changes with these impact factors.

• Building upon the model, we provide specific guide-
lines to extract movement fragments and relative di-
rection changes from time-frequency information of
multiple WiFi devices as two position-independent
features. This enables us to develop a suite of
position-independent gestures and the correspond-
ing gesture recognition system, which requires no
training and achieves position-independent gesture
recognition with high accuracy.

• We have implemented the sensing system on COTS
WiFi devices and conducted extensive field experi-
ments (8 gestures, 5 locations and 5 orientations in
3 environments, and comparisons with three state-
of-the-art machine learning based approaches). The
results demonstrate that our system can recognize
the gestures at different locations and orientations
with more than 96% accuracy in the 2m×2m sensing
area.

The rest of the paper is organized as follows. We sum-
marize related state-of-the-art research in Sec. 2. In Sec. 3,
we first model the impact of location and orientation on
CSI in the frequency domain, and explain how frequency
changes with different locations and orientations. In Sec. 4,
we provide guidelines to build position-independent ges-
tures and illustrate how to extract position-independent
features from multiple WiFi devices. We present the detailed
implementation of the sensing system in Sec. 5. In Sec. 6,
we report the evaluation results of our system in diverse
settings. Finally, we conclude our work in Sec. 8.
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2 RELATED WORK

2.1 Early Practices in WiFi Gesture Sensing
Most early WiFi-based sensing systems employ CSI ampli-
tude information to identify human activities. As an early
work in WiFi gesture sensing, WiG [7] extracts four features
from CSI amplitude to train an SVM classifier to distin-
guish four common gestures (i.e., right, left, push, and pull)
performed between the transmitter and the receiver. Based
on three different change primitives in RSSI/CSI amplitude
caused by gesture, WiGest [25] constructs and recognizes
mutually-independent gesture families around the receiver
through pattern matching. WiFinger [26] extracts patterns
in CSI amplitude signals via principal component identifi-
cation and compares waveform shapes using Dynamic Time
Warping (DTW) and kNN (k-Nearest Neighbors) to identify
nine different finger gestures in the middle of LoS (line of
sight). More recently, researchers have employed temporal
changes of activity velocity in the frequency domain to char-
acterize target activities. This is because frequency features
are relatively resistant to environment changes while recog-
nizing human activities. WiMU [27] utilizes time-frequency
information to classify people’s gestures by generating vir-
tual samples. However, this research assumes that time-
frequency information is position-independent, which we
demonstrate in this work to be false, i.e., performing the
same activity at different locations and orientations can
result in inconsistent time-frequency spectrum.

2.2 Machine Learning based Methods for Position-
Independent WiFi Sensing
Most existing approaches resort to machine learning meth-
ods to achieve position-independent sensing. Jiang et al. [20]
proposes EI, a deep-learning based contactless activity
recognition framework based on Generative Adversarial
Network (GAN). However, the adversarial network requires
labelled signal data, and the inconsistency of signals makes
it difficult for the network to obtain a uniform representa-
tion. For activity recognition across different environments,
this method’s accuracy is less than 80%. CrossSense [21] em-
ploys transfer learning with an existing roaming model that

1. Abbreviations: SVM (Support Vector Machine), PM (Pattern
Matching), kNN (k-Nearest Neighbors), SS (Similarity Score), CNN
(Convolutional Neural Network), LSTM (Long Short-Term Memory),
RSSI (Received Signal Strength Indicator)

generates training samples from one set of measurements
for each target environment. It then adopts a mixture-of-
experts approach where multiple specialized sensing mod-
els are used to capture the mapping from diverse WiFi
input to the desired output. However, without knowing
the target’s exact setting, the transfer learning method has
little knowledge to tackle totally different positions that
induce very different signal patterns. WiAG [8] and Widar
3.0 [28] propose orientation-independent gesture recogni-
tion solutions. WiAG uses a gesture translation function
to generate virtual samples of different orientations to in-
crease the training set. However, this method need to be
retrained when the location and orientation change, and
activities need to be defined ahead of time to estimate the
configuration parameters such as location and orientation.
Widar 3.0 uses multiple WiFi device pairs to build cross-
domain body-coordinate velocity profile from Doppler in-
formation for gesture recognition. This method requires a
large number of WiFi devices and significant training effort
to cover diverse location and orientation settings. Similarly,
the location and orientation also need to be given firstly.
And the performance can not be guaranteed for incorrect
initial position estimations.

Table 1 provides a summary of existing WiFi-based
gesture sensing systems. We observe that prior works ei-
ther ignore the position-dependent nature of WiFi signals
or propose partially working solutions to the position-
independent human activity sensing problems. We are the
first to specifically model the impact of location and orien-
tation on the relationship between frequency domain infor-
mation and target movements. Furthermore, building upon
the in-depth understanding of how frequency changes with
location and orientation, we provide specific guidelines and
propose novel position-independent features for effective
and training-free recognition of gestures.

3 MODELING THE IMPACT OF TARGET POSITION
ON CSI SIGNAL FREQUENCY

In this section, we first review the Doppler effect of Radio
Frequency (RF) signal. Building on top of that, we establish
a mathematical model to quantify the impact of target po-
sition on the relationship between CSI signal frequency and
human movement. We then conduct real-world experiments
using commodity WiFi devices to validate the proposed

TABLE 1: Summary of Existing WiFi-based Gesture Recognition Systems

System Signal & Method Pos. Inde-
pendent?

Solution Training-
free

Prerequisite knowledge

Early
practices

WiG [7] Amplitude & SVM No × No Fixed position

WiGest [25] RSSI/Amplitude&PM No × Yes Certain positions

WiFinger [26] Amplitude & kNN No × No Fixed position

WiMU [27] Frequency & SS No × Yes Assume frequency feature is
position-independent

Machine
learning
based
methods

CrossSense [21] Amplitude Yes Transfer learning No Initial position

WiAG [8] Amplitude Yes Translation function No Initial position

Widar3.0 [28] Velocity profile Yes CNN+LSTM No Initial position

Authorized licensed use limited to: Telecom SudParis ( Frmly Telecom et management SudParis INT). Downloaded on October 03,2021 at 21:25:14 UTC from IEEE Xplore.  Restrictions apply. 



1536-1233 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMC.2021.3063135, IEEE
Transactions on Mobile Computing

IEEE TRANSACTIONS ON MOBILE COMPUTING 4

model by comparing model simulation results with the
actual experimental results.

3.1 Doppler Frequency Shift of RF Signal
The Doppler effect is a well-known phenomenon where the
signal frequency changes as the wave source or observer
moves [29]. This is a foundational concept for human ac-
tivity sensing. The Doppler effect can be used to quantify
the change in the observed signal frequency of a wave
(e.g., sound and radio) due to the relative motion of the
transmitter and receiver. Different from the sound wave
that satisfies the classical Doppler effect, RF signal travels at
the speed of light and thus follows the relativistic Doppler
effect. As shown in Fig. 4a, when the car moves away from
the RF source, the signal received by the RF receiver in the
car has lower frequency than the original signal. For motion
in an arbitrary direction θ with respect to LoS between the
source and the receiver in the source coordinate, let fs be
the frequency of the source signal and fr be the frequency
of the received signal, according to [30],

fr = fs
c− vcosθ√
c2 − v2

, (1)

where c is the speed of light and v is the relative movement
speed between the source and the receiver. We know that the
Doppler Frequency Shift (DFS) is the frequency difference
between the source signal and the received signal. Based on
the assumption that the movement speed is much smaller
than the speed of light (v � c), DFS can be denoted as

fD = fr − fs ' −
vcosθ

c
fs (2)

q 
v 

Source Receiver
(a) Doppler effect for RF signal

qt 
vt 

Transceiver Target

(b) Sensing system with co-
located source and receiver

Fig. 4: Doppler effect and its application in sensing systems.

For sensing systems with co-located source and receiver
(e.g., radar), the transceiver is stationary while the sensing
target moves. When the target moves at speed vt in motion
direction θt with respect to the LoS of transceiver and target
(Fig. 4b), the DFS in such co-located transceiver sensing
system is equivalent to that of the receiver moving at double
speed in motion direction θt. Thus the DFS induced by
moving target in co-located transceiver sensing systems is

fDr ' −
2vtcosθt

c
fs (3)

From Equation 3, we observe that the DFS in co-located
transceiver sensing system depends on the frequency of RF
signal, movement speed and motion direction. In addition,
there is a stable 2× relation between the DFS in co-located
transceiver sensing systems and the DFS corresponding
to real movement speed. However, in WiFi based sensing
systems, the source and the receiver are deployed separately,
making the DFS more complicated than that in co-located

transceiver sensing systems. Next, we will model the DFS
in WiFi based sensing systems.

3.2 WiFi Signal Frequency Modeling
Due to the Doppler effect, a moving target will change the
frequency of the received WiFi signals. To sense human
activity, we extract the frequency feature from received CSI,
which characterizes multipath effects in indoor environ-
ments for subcarrier with frequency f at arrival time t as

H(f, t) = (
I∑
i=1

ai(f, t)e
−j2π di(t)λ )e−jθo , (4)

where I is the number of paths, ai and di represent the
signal attenuation and propagation path length of the i-
th path, respectively, λ is the wavelength for subcarrier
with frequency f (λ = c/f ), and θo is the random phase
error caused by central frequency offset, sampling frequency
offset and packet boundary detection uncertainty.

In WiFi based contactless sensing, the transceivers are
stationary, while the moving target affects the signal fre-
quency at the WiFi receiver. Without loss of generality, we
assume there is only one reflection path that corresponds to
the target’s movement [28]. Thus CSI can be transformed as
follows:

H(f, t) = (Hs(f) + a(t)e−j2π
d0+vpt

λ )e−jθo , (5)

where the constant Hs is the sum of all static signals with
zero Doppler frequency shift (e.g., LoS signal), d0 is the
initial path length of dynamic signals reflected by the target
(the black dotted line in Fig. 5), and vp is the speed of
reflection path length change that leads to non-zero Doppler
frequency shift. Please note that the speed of reflection path
length change vp is not the real velocity of the human target.

Tx Rx

P

LoS

Tangent

Normal

θ  

vh  

α 

x

vt  
π-(θ-α)   

Reflected 

Path

vn  

vp  

Fig. 5: Projecting target’s velocity to both normal and tan-
gent directions of an ellipse.

To establish the relationship between the signal fre-
quency caused by Doppler effect and target movement
velocity, we construct an ellipse with foci transmitter Tx
and receiver Rx that passes through the target’s location P,
as illustrated in Fig 5. The target’s velocity with magnitude
vh and motion direction θ can be projected to the speed
in the normal direction of the ellipse vn and the one in the
tangent direction vt. Only the normal direction speed vn can
change the path length, while the tangent direction speed
vt does not change the path length. Let α be the angle of
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the tangent line for the ellipse curve at position P , whose
value is between −π/2 and π/2 and is determined by the
relative position of the target and the transceivers. Then the
angle between the movement velocity and the tangent line
is π − (θ − α) (blue arc in Fig. 5). The relationship between
the normal direction speed and the movement speed is
vn = vhsin(π − (θ − α)) = vhsin(θ − α). Thus CSI can
be denoted as

H(f, t) = (Hs(f) + a(t)e−j2π
d0+rvnt

λ )e−jθo

= (Hs(f) + a(t)e−j2π
d0+rvhsin(θ−α)t

λ )e−jθo ,
(6)

where r = cosβ1 + cosβ2 is the ratio coefficient between the
speed of reflection path length change vp and the speed in
the normal direction vn. As the path length change speed is
the sum of the speeds in lines TxP and RxP , we project the
normal speed vn to both of them. As shown in Fig. 6, β1 and
β2 are the angles between the normal direction and the lines
TxP , RxP , respectively. Thus, the projections of normal
speed vn in paths TxP and RxP are vncosβ1 and vncosβ2,
respectively. Then we can get vp = rvn = rvhsin(θ−α) and
r = cosβ1 + cosβ2. r increases when the target moves away
from LoS due to the decrease of β1 and β2.

Tx Rx

P

LoS

Tangent

Normal

x

Reflected 

Path

vn  
β1

β2

r=cosβ1+cosβ2

vp  

Fig. 6: Ratio coefficient r between the speed of reflection
path length change and the normal speed.

We further rewrite Equation 6 as

H(f, t) = (Hs(f) + a(t)ej(2π
−rvhsin(θ−α)

λ t−δ))e−jθo , (7)

where δ = 2πd0/λ is the initial phase caused by the initial
path length d0 of dynamic signals at position P . From Equa-
tion 7, we obtain the relationship between signal frequency
and target’s location, motion direction, and speed as follows:

fd =
−rvhsin(θ − α)

λ
=
−rvhsin(θ − α)

c
f (8)

Note that the sign of fd depicts whether the target moves
toward the transceivers (positive) or moves away from
the transceivers (negative). Unless otherwise specified, the
value of fd in the following text does not contain the sign.

From Equation 8, we can observe that signal frequency
is directly related to four parameters that correspond to
two factors in the physical world: (i) target location, which
determines r and α in the equation; and (ii) target motion
velocity, including both movement speed vh and motion
direction θ. We discuss the two factors in detail below.

• Target location. (1) We first analyze how target location
affects parameter r. Consider two different target lo-
cations P1 and P2, the corresponding ellipse curves

are shown in Fig. 7 and the angle of tangent lines are
the same (i.e., α1 = α2). Location P1 corresponds to
a larger r value than location P2, leading to higher
frequency in the received signal. When the location
is far enough from LoS, the value of r approaches
2. (2) Next, we analyze how target location also affects
parameter α. For example, P1 and P3 on the same
ellipse curve correspond to different angles of the
tangent lines: α1 has a small positive value (in
counter-clockwise direction from the x axis), while
α3 has a large negative value (in clockwise direction
from the x axis). Suppose the target moves away
perpendicularly from LoS (θ = 90◦), location P1

has a smaller α value thus larger sin(θ − α) value
than that of location P3, inducing higher frequency.
From the analysis, we know that target location has a
strong influence on parameters r and α in Equation 8,
which in turn impacts signal frequency.

P1

LoS

α3 

x

Normal
α1  

P3

Tangent
α2  

P2

Tx Rx

θ=90°  

θ=90°  

θ=90°  

Fig. 7: Impact of target location.

• Target movement velocity. Target movement ve-
locity consists of movement speed vh and motion
direction θ. When the parameters r and α are fixed,
the larger the speed vh, the higher the signal fre-
quency. This property can be leveraged to recog-
nize activities with large speed differences at certain
positions. However, the range of speed is usually
limited for most activities (e.g., hand gestures). In
contrast, motion direction can change sharply when
target orientation changes. As illustrated in Fig. 8,
the target performs the same “push” gesture at the
perpendicular bisector of LoS (α = 0◦). For orienta-
tion 1, the motion direction θ1 = 0◦, corresponding
to sin(θ1 − α) = 0 and the frequency is also 0. In
comparison, for orientation 2, the motion direction
θ2 = 90◦, corresponding to sin(θ2 − α) = 1 and the
frequency is at its maximum. In other words, when
orientation changes, motion direction also changes
and can significantly affect signal frequency. And the
influence of motion direction is much bigger than
that of movement speed.

Comparing Equation 3 and Equation 8, we identify two
main differences between co-located transceiver sensing
systems and WiFi based contactless sensing systems: (i) The
ratio coefficient r is fixed at 2× for co-located transceiver
systems, but r changes by position in WiFi based sensing
systems; and (ii) The DFS is independent of target position
in co-located transceiver systems, but is position dependent
in WiFi based sensing systems. Therefore, the DFS in WiFi
based sensing systems is more complicated than that in
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Fig. 8: Impact of target orientation.

co-located transceiver sensing systems. As such, position-
independent sensing is a challenging problem for WiFi
based sensing systems.

3.3 WiFi Signal Frequency Model Validation
Based on the modeling process above, we know that target
location and motion direction (thus target orientation) are
two key factors that can affect signal frequency. Next, using
model simulations and benchmark experiments, we further
study the impact of these two factors and validate the
proposed frequency model.

3.3.1 Experiment 1: Verifying the effect of target location
Experimental setup: We first verify the effect of target lo-
cation with real-world experiments. The experimental setup
is shown in Fig. 9. The two commodity WiFi transceivers
(MiniPCs equipped with Intel 5300 NIC adapter) are placed
2m apart. To precisely control target movement speed, we
employ a sliding track to move a metal cylinder to simu-
late moving human target. The target and the transceivers’
antennas are placed at the same height of 25cm. We set 20
uniformly spaced locations (green labels in Fig. 9) in both
horizontal and vertical directions as the starting locations of
target movement. The distance between adjacent locations
is 50cm. For all the locations, we set the speed of the sliding
track as a constant of 11cm/s to move 1m distance. The
sliding track is perpendicular to the transceiver pair to
ensure that the target’s motion direction is 90◦.

Tx RxLoS=2m

Sliding track

Target

Distance=1m

90°

50cm

50cm

Fig. 9: Experimental setup to verify the effect of target
location.

Result analysis: We first use our model to calculate the
frequency value at all locations, spaced uniformly with a
step size of 0.1m in both horizontal and vertical directions.
The distance range is 0m to 2m for the horizontal direction,
and 0m to 1.5m for the vertical direction. The simulation
results are shown in Fig. 10a. For the real-world experi-
ments, we first extract signal frequency for the movements.

We adopt Continuous 1-D Wavelet Transform (CWT) to get
the time-frequency spectrogram from the received signal,
then calculate the mean value of the frequency with max-
imum power in each sample as the frequency of received
signal. Then quadratic interpolation is adopted to adjust the
space size from 0.5m to 0.1m. The experimental results are
shown in Fig. 10b. Comparing these two figures, we can
observe that the simulation results and the experimental
results match very well with each other. Furthermore, for
the motion with direction 90◦, we note that the frequency
value increases as the vertical distance to LoS increases,
which explains how target location affects parameter r and
further impacts received signal frequency. The change of
r dominates frequency change in locations that are close
to LoS. For locations that are far from LoS, the change of
r is small, frequency is maximal at the middle locations
and decreases on both sides, which reveals the effect of
parameter α. In summary, we find that frequency is highly
dependent on target location.

(a) Simulation results (b) Experiment results

Fig. 10: Verifying the effect of target location on frequency.

3.3.2 Experiment 2: Verifying the effect of motion direction
Experimental setup: The experimental setup for verifying
the effect of motion direction (and target orientation) is
shown in Fig. 11. Two locations (green labels in Fig. 11)
with the same vertical distance to LoS are chosen to verify
the effect of motion direction. In each location, the sliding
track is positioned at different directions relative to LoS,
from 0◦ to 180◦ with a step size of 15◦ (blue arrow line
in Fig. 11). In total, 13 different directions are considered.
For each direction, the target moves 1m from the starting
point of the arrow line to the end point with the help of the
sliding track. Other configurations are the same as that in
Experiment 1.

Tx RxLoS=2m

Sliding track

Distance=1m

90°

Loc1 Loc2
0°180°

15°
30°

45°
60°75°105°120°

135°
150°

165°

Fig. 11: Experimental setup to verify the effect of motion
direction.

Result analysis: The results for the two locations are
shown in Fig. 12a and Fig. 12b, respectively. In Fig. 12, the
blue line shows the simulated frequency results using our
model, and the red line shows the experimental results. For
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(a) Location 1 (b) Location 2

Fig. 12: Verifying the effect of motion direction on frequency.

both locations, we can observe that the experimental results
match the simulation results very well. Fig. 12a also shows
that the maximum frequency for location 1 is in the direction
of 90◦. And the frequency decreases gradually when the
direction changes to 0◦ and 180◦. The changing process
is symmetrical. In comparison, the direction corresponding
to maximum frequency of location 2 is less than 90◦. The
reason is that the α for location 2 is less than 0, so the
maximum value involves a left shift. The frequency also
decreases gradually with the direction changing for both
sides and the changing process is asymmetrical. For the
case α > 0, the maximum value will shift to the right, i.e.,
the corresponding direction will be greater than 90◦ and
the changing process is asymmetrical. The results show that
frequency is dependent on motion direction (and thus target
orientation).

4 GUIDING THE POSITION-INDEPENDENT GES-
TURE RECOGNITION

In this section, guided by the WiFi signal frequency
model, we demonstrate that movement speed and mo-
tion direction are position dependent, and propose two
position-independent features: gesture fragments and rel-
ative motion direction changes. Then we show how to
extract these position-independent features from the time-
frequency spectrograms of multiple WiFi devices. Finally,
we propose a suite of position-independent gestures and
develop the corresponding system to achieve position inde-
pendent gesture recognition.

4.1 Guidelines for Gesture Recognition
4.1.1 Commonly-used features for WiFi sensing
Movement speed and motion direction are two commonly-
used features in previous WiFi sensing systems [4, 22]. Using
the frequency model we have developed, we first analyze
these two features and demonstrate that they are position
dependent.

Movement speed. Based on the observation that large
movement speed induces high frequency value, existing
work employs the frequency value feature to represent
movement speed, so as to distinguish activities with large
speed differences [22]. The basic assumption is that the
frequency value for higher speed is always larger than
that of lower speed. However, our model reveals that this
assumption is true only at certain positions and not for
all positions. For instance, Fig. 13 shows a target per-
forming the “Push” gesture with different speeds at two

positions in the perpendicular bisector of LoS. Suppose the
lower speed at position 1 with orientation 90◦ is v and
the higher speed at position 2 with orientation 0◦ is 2v.
According to Equation 8, the frequency value for position
1 is fp1 = rvsin90◦f/c = rvf/c, while the frequency value
for position 2 is fp2 = r2vsin0◦f/c = 0. Obviously, the
frequency value for the lower speed gesture at position 1
is larger than that of the higher speed gesture at position
2, indicating that movement speed is a position dependent
feature.

Tx Rx
LoS

Position 2

Fast push

Position 1 

Slow push

Fig. 13: “Push” gesture with
different speeds at different
positions.

Tx Rx
LoS

Position 1

Pull

Position 2

Push

Fig. 14: “Pull” and “Push”
gestures at different posi-
tions.

Motion direction. Existing work WiSee [4] employs the
sequence of the sign of frequency to recognize nine gestures,
such as “push” and “pull”. This is because the sign of
frequency represents the relative motion direction between
the target and the transceivers, i.e., positive for moving
towards the transceivers and negative for moving away
from the transceivers. However, this sign only works for
a certain range of motion directions. As shown in Fig. 14,
the target performs “push” and “pull” at two positions
with opposite orientations. We observe that the two gestures
induce the same signal frequency, thus the same extracted
motion directions (i.e., moving away from the transceivers),
indicating that motion direction is also not a position-
independent feature.

4.1.2 Position-independent features for gesture recognition

In this work, we have identified the following two features
as position-independent features for gesture recognition.

Gesture fragments. A gesture typically consists of a
number of basic strokes, which can be used to divide the
gesture into a series of fragments. For example, the “Zigzag”
gesture consists of three fragments: ‘−’, ‘/’ and ‘−’. The
number of fragments in a gesture is an intrinsic feature
and is resistant to position changes. As shown in Fig. 15,
the “Zigzag” gesture has three fragments, which is true for
both positions and does not vary with target position. In
other words, gesture fragments is a position-independent
feature. Furthermore, our model shows that when the mo-
tion direction changes, the corresponding frequency also
changes. This characteristic provides an opportunity for us
to segment a gesture into multiple fragments and get the
fragment number. Next section will discuss how to extract
gesture fragment number from the time frequency spectrum
with multiple WiFi devices.

Series of motion direction changes. As revealed by
our model in Section 4.1.1, the absolute motion information
depends on the target position. Thus a position-independent
feature need to be independent (i.e., remains the same) of
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Tx Rx
LoS

Position 2

Zigzag
Position 1 

Zigzag

①
②

③ ①②③

Fig. 15: Gesture fragment
number for the“Zigzag” ges-
ture at different positions.

Tx Rx
LoS

Position 2

Zigzag<0
Position 1 

Zigzag

>0

<0

>0

Fig. 16: Motion direction
changes for the“Zigzag” ges-
ture at different positions.

the absolute motion information. We propose the series of
motion direction changes, which satisfies this condition and
can be a position-independent feature. The motion direction
change depicts the relative change between the motion
directions of adjacent fragments of a gesture. As shown in
Fig. 16, we also take the “Zigzag” gesture as an example.
The motion direction change between the first fragment
and second fragment is clockwise, defined as a negative
angle change. As a comparison, the motion direction change
between the second fragment and third fragment is anti-
clockwise, defined as a positive angle change. Thus the
series of motion direction changes for the “Zigzag” gesture
can be expressed as ‘−’, negative angle change, ‘/’, positive
angle change, and ‘−’. Fig. 16 illustrates that this feature is
also position-independent.

In summary, movement speed and motion direction are
position-dependent features, while gesture fragment num-
ber and series of motion direction changes are position-
independent features.

4.2 Extracting Position-Independent Features from
Multiple WiFi Devices
From the analysis above, we know that the gesture frag-
ments and the series of motion direction changes are
position-independent features for gesture recognition. In
this section, we present how to extract these position-
independent features from time-frequency spectrogram of
multiple WiFi devices (one transmitter and two receivers).
Our method has two main steps: (1) segmenting gesture
fragments and (2) extracting direction changes. The reason
for employing multiple devices is two folds. First, when
using a single pair of transceivers, the frequency may be
zero for a specific movement, and that movement fragment
may not be detected. Second, multiple devices are needed
to construct the frequency profile and extract the series of
direction changes, which can not be achieved using a single
pair of transceivers.

4.2.1 Segmenting gesture fragments from time-frequency
spectrogram of multiple devices
To obtain the number of motion fragments, we leverage
the time-frequency spectrogram of multiple devices. We
adopt the CWT algorithm [31] to extract time-frequency
spectrogram from the received signal for both receivers. The
spectrogram shows how the energy of each frequency com-
ponent varies over time, where high-energy components are
colored in red. In Fig. 17a, the top two figures show the time-
frequency spectrogram from two receivers when performing

the “Zigzag” gesture. For receiver 1, the frequencies for the
first and third fragment movements are nearly zero, while
the frequency for the second fragment movement is negative
(moving away from the WiFi link). For receiver 2, the
frequencies for the first and third fragment movements are
positive (moving toward the WiFi link), while the frequency
for the second fragment movement is negative. We employ
the variance of the time-frequency spectrogram to segment
the gesture fragments. First, we get the variance for each
time-frequency spectrogram by using a 0.1s sliding window
with 0.025s step size. Then we calculate the sum of variance
from the two WiFi links (shown in the bottom figure of
Fig. 17a). Finally, a dynamic threshold (red line in the bottom
figure) is set to identify the start point and end point for
each fragment. For “Zigzag”, we can clearly observe three
fragments from the time-frequency spectrogram of multiple
devices, which can be segmented accurately using the sum
variance of spectrogram. Fig. 17b shows the time-frequency
spectrogram and variance for the “Zigzag” gesture in an-
other position. While the time-frequency spectrograms are
very different, we can accurately segment the gesture frag-
ments and identify the correct number of movement frag-
ments in a gesture.

(a) Position 1 (b) Position 2

Fig. 17: Fragment segmentation of gesture “Zigzag” for
different target positions.

4.2.2 Extracting series of direction changes from time-
frequency spectrogram of multiple devices

After segmenting the gesture fragments, we can get the
time-frequency spectrogram for every fragment in the ges-
ture. Then for each fragment of the gesture, we compute the
mean of the frequency with maximum energy from the time-
frequency spectrogram for both receivers (left subfigures of
Fig. 18) as the frequency feature. As shown in the right
subfigure of Fig. 18, fd1i and fd2i are the frequency features
extracted from the two receivers for the i-th fragment, re-
spectively. Thus the frequency feature for the i-th fragment
is Fi = (fd2i, fd1i). The frequency feature of each fragment
in the gesture can be further constructed as the frequency
profile for the gesture F = {F1, F2, ..., Fi, ..., FL}, where L
is the number of movement fragments.
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Fig. 18: Constructing frequency feature from two receivers.

Then we extract the series of direction changes 2 from
the frequency profile of a gesture. Specifically, the angle of
Fi is approximately equal to the motion direction of i-th
fragment. Thus the direction change ∆θi between the i-
th fragment and (i + 1)-th fragment can be calculated as
angle(Fi+1) − angle(Fi). There are two situations for the
direction change between the adjacent fragments. If Fi+1

rotates counter-clockwise relative to Fi, the direction change
∆θi is positive (Fig. 19a), otherwise is negative (Fig. 19b).
For every two adjacent fragments, we can get the direction
change, then construct the direction change feature vector
{∆θ1,∆θ2, ...,∆θi, ...,∆θN}, where N = L− 1.

Δθi

FiFi + 1

x

y

(a) Positive direction

Δθi

Fi

Fi + 1

x

y

(b) Negative direction

Fig. 19: Two different cases of motion direction change.

4.3 Achieving Position-Independent Gesture Recogni-
tion

Note that not all gestures can be recognized position inde-
pendently. Table 2 summarizes the common gestures that
are used in prior work [4, 7, 8, 25, 28]. According to the
guidelines in Section 4.1, gestures 1-8 (Group 1) include only
one fragment without motion direction change. For certain
positions, movement speed and motion direction can help
identify them, such as “Push” vs. “Pull”, “Right” vs. “Left”,
and “Sweep” vs. “Slide”. However, these gestures are not
position-independent and cannot be distinguished for all
possible positions. Similarly, gestures 9-14 (Group 2) can
be divided into two fragments with one motion direction
change, gestures 15-17 (Group 3) have three fragments with
two motion direction changes, and gesture 18 (Group 4)
corresponds to four fragments with three motion direction
changes. Although gestures in the same group cannot be
classified position independently, we can achieve position-
independent recognition for gestures in different groups.
Using this guiding principle, we extend these gestures

2. The gestures are performed in the plane constructed by Tx and two
Rxs. Thus the direction changes are the same for both Rxs.

TABLE 2: Eighteen Common Gestures in Prior Work

ID Gesture ID Gesture ID Gesture

1 Push 7 Flick 13 Up-down
2 Pull 8 Strike 14 Infinity
3 Right 9 Circle 15 Zigzag
4 Left 10 Drag 16 Down-Pause-Up
5 Sweep 11 Throw 17 Up-Pause-Down
6 Slide 12 Down-up 18 Punch×2

into eight gestures, as shown in Figure 20, which form a
suite of position-independent gestures and can be further
extended to include gestures with more fragments and di-
rection changes. The eight gestures’ corresponding position-
independent features are listed in Table 3. Please note that
these features can be defined in advance and extracted
accordingly. As such, no training is needed to recognize such
gestures.

Δθ1 > 0 

Δθ2 > 0

Δθ1 < 0 

Δθ2 < 0 Δθ3 < 0 

Δθ1 < 0 

Δθ2 > 0

Δθ3 < 0 

Δθ1 < 0 

Δθ4 < 0 

Δθ2 < 0 

Δθ3 < 0 

(e) Concave (f) Square (g) M (h) Star

Δθ1 < 0 

Δθ2 > 0
Δθ1   π / -π

Δθ1   π / 2

(a) Push (b) FrontBack (c) L (d) Zigzag

Fig. 20: A suite of position-independent gestures.

TABLE 3: Position-Independent Features for the Eight Ges-
tures: #Fragments and Series of Direction Changes

Gesture #Fragments ∆θ1 ∆θ2 ∆θ3 ∆θ4
Push 1 - - - -

Frontback (FB) 2 ≈ π/− π - - -
L 2 ≈ π/2 - - -

Zigzag (Zig.) 3 < 0 > 0 - -
Concave (Con.) 3 > 0 > 0 - -

Square (Sq.) 4 < 0 < 0 < 0 -
M 4 < 0 > 0 < 0 -

Star 5 < 0 < 0 < 0 < 0

5 SYSTEM IMPLEMENTATION

In this section, we design and implement a prototype
gesture recognition system. Fig. 21 gives an overview of
our system, which consists of four core modules: (1) data
acquisition, (2) data preprocessing, (3) feature extraction,
and (4) gesture recognition. In the data acquisition stage,
raw CSI readings from two commodity WiFi receivers are
collected as input. To remove phase offset and amplitude
noise, we apply a series of algorithms to smooth out the
random noise in both phase and amplitude in the data
preprocessing stage. Then we extract position-independent
features from the smoothed signal. Finally, the features are
matched with predefined rules to recognize gestures.

(1) Data acquisition: Our system employs one transmit-
ter (Tx) and two receivers (Rx). The Tx is a wireless AP
(access point) such as a router or a laptop. The Rx can be
any smart device with WiFi capabilities, such as smart TV
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Fig. 21: System overview: Position-independent gesture recognition.

or refrigerator. In our system implementation, we configure
Gigabyte MiniPCs equipped with Intel 5300-NIC adapters
as the transceivers. Each Rx is equipped with three omni-
directional antennas (3cm apart), corresponding to three CSI
streams. When using the system, the two Rxs continuously
receive wireless packets from Tx and extract three CSI
streams from three antennas. A Dell laptop (Precision 5520)
with Xeon CPU and 16G RAM is connected to the two
receivers to collect CSI samples and process the data in real
time.

(2) Data preprocessing: (i) CSI ratio. From each sampled
packet, we can obtain three CSI streams simultaneously
from the antennas. To get the detailed frequency feature, we
first use CSI ratio between CSIs from two antennas in the
same WiFi adapter to eliminate phase offset in the original
CSIs [32, 33]. The first two CSI streams with the highest
power are chosen to calculate CSI ratio. (ii) Signal denoising.
Furthermore, we denoise the signal using a least-square
smoothing filter named Savitzky-Golay filter [34], which fits
successive subset of adjacent data points with a polynomial
using the linear least square method.

(3) Feature extraction: After the denoising process, we
employ the CWT algorithm to extract the time-frequency
spectrogram from the smoothed signal. However, we notice
that the signal still contains static component with zero
frequency shift (yellow box in Fig. 22a), which has high
energy and makes it difficult to extract the non-zero fre-
quency of movement (red box in Fig. 22a). To eliminate
the zero frequency shift so that the time-frequency spectro-
gram only reflects the target movement, we differentiate the
smoothed signal with respect to time. This differentiation
also eliminates the contribution of any static object in the
environment, making our system resilient to static changes
in the environment, e.g., changing the layout of a room.
Then we leverage CWT to get time-frequency spectrogram
without zero frequency shift. As shown in Fig. 22b, the
zero frequency shift in the time-frequency spectrogram is
removed effectively. Now, based on the time-frequency
spectrogram from multiple receivers, we use the methods
proposed in Section 4.2 to extract the number of gesture
fragments and direction changes as position-independent
features.

(4) Gesture recognition: From the analysis in Section 4.3,
we can guarantee that: (1) the features for the same gesture
at different locations and orientations are consistent; (2) the
features for different gestures are unique for each gesture.
According to the position-independent features identified
in Table 3, we predefine the features as rules to recognize
gestures. Given the features obtained in the previous step,
we match them with the predefined rules, and then output

(a) Time-frequency spectrogram
with zero frequency shift

(b) Time-frequency spectrogram
without zero frequency shift

Fig. 22: Remove zero frequency shift by differentiation.

the recognized type of the gesture performed. As a result,
we are able to achieve training-free gesture recognition that
are independent of location and orientation changes.

6 EVALUATION

In this section, we evaluate the overall performance of
our system, and compare it with state-of-the-art machine
learning based approaches. We also evaluate our system un-
der various conditions in terms of location and orientation
changes, environment diversity, user variety and real-life
deployments.

6.1 Experimental Setup
6.1.1 Devices
In all the experiments, the receivers are configured to work
under the monitor mode and capture packets from the
transmitter simultaneously. We mount one transmitter and
two receivers on tripods. The antennas of all devices are
placed vertically to the ground at the height of 1m, in order
to better capture a user’s gesture motions in the sensing
area. The open-source Linux CSITool [35] is installed in the
receiver to collect CSI data. The frequency of WiFi signal is
set to 5.32GHz and the bandwidth is set to 40MHz. The
transmitter is set to send 1000 packets per second at a
transmitting power of 15dBm.

6.1.2 Environments
To comprehensively evaluate the performance of our sys-
tem, we conduct experiments in three typical indoor envi-
ronments shown in Fig. 23: (a) a living room (2.4m× 3.6m)
furnished with a dining table, chairs, and cabinet; (b) a
bedroom (2.5m × 3.85m) furnished with a bed and desks;
and (c) a large meeting room (5.1m× 6.9m) furnished with
desks and chairs. The sensing area in each environment is
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Fig. 23: Layouts of three evaluation environments.
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Fig. 24: A typical setup of WiFi devices for
gesture recognition.

marked with gray color. Fig. 24 shows a typical deployment
set up of the devices in the sensing area, which is a 2m×2m
square. Note that the 2m × 2m square is a typical setting
to perform interactive gestures for recognition, especially
in the scenario of smart homes where WiFi modules are
usually embedded in smart devices such as smart TV and
refrigerator [28].

6.1.3 Participants
We have recruited 10 participants (7 male and 3 female), ag-
ing from 20 to 40. The height of the participants varies from
155cm to 190cm. The participants include college students
and staff members. Among the participants, two are authors
of this paper, the other eight participants know nothing
about our system. All the participants follow the same
instructions to conduct experiments. When we collect data
samples, each participant is asked to perform the 8 gestures
shown in Fig. 20 in the sensing area. All the gestures are
performed in the plane constructed by Tx and two Rxs,
which is in parallel with the ground.

6.1.4 Comparison methods
We compare our system with three state-of-the-art machine
learning based methods: SVM, CNN, and CNN-LSTM. Fol-
lowing the typical processing procedures in the learning
based methods, we normalize the signals, segment the
gestures and label the sensing signals with corresponding
gestures. Then the sensing signals are used as input to train
the model to recognize gestures. Specifically, we use the
following methods and setups for comparison:

SVM based method: Support Vector Machine (SVM) is
widely adopted as a supervised machine learning model. A
number of studies have leveraged SVM for activity recog-
nition [1, 2, 23]. To train the SVM model, we extract the

following features from the CSI amplitude: mean and stan-
dard deviation of CSI amplitude, maximum and minimum
value, skewness, kurtosis, root sum square, and q-quantiles
(q=0.25,0.5,0.75). We extract totally 20 features from the
received CSI signals of the two Rxs and feed them into an
SVM classifier with the radial basis function kernel.

CNN based method: Some works have employed Con-
volutional Neural Network (CNN) to automatically extract
signal features to recognize human activities [36, 37, 38]. A
typical CNN-based neural network framework is shown in
Fig. 25a. During the training process, the input spectrogram
data from two Rxs are normalized and resized to a 6×40×40
tensor. The convolutional layers with 3 × 3 convolution
kernel are used to extract features. We use max pooling and
set the pooling size to be 2. All the activation functions are
ReLU (ReLU(x)=max(0,x)). The flatten layer is employed to
flatten the data into a vector, then fed into a fully connected
layer. At last, the softmax Loss function is used as the
classifier to generate the output of the neural network. The
method is implemented using PyTorch [39].

CNN-LSTM based method: Since WiFi CSI signals are
time series with temporal dependency, the combined CNN
and LSTM based method [40] can extract features in both
spatial and temporal domains. The framework of CNN-
LSTM neural network is shown in Fig. 25b. The additional
LSTM layer is employed to capture temporal dependencies
in sequential data for feature learning. This model is also
implemented using PyTorch [39].

6.2 Overall Performance
We first compare the overall performance of our method
with the three state-of-the-art machine learning based meth-
ods. Then we present the recognition accuracy of each
gesture using our system.
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(a) CNN neural network
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Fig. 25: The CNN and CNN-LSTM neutral networks for performance comparison.
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6.2.1 Comparison with state-of-the-art machine learning
based methods
In this experiment, we have collected 2400 gesture sam-
ples (6 users×5 positions×5 orientations×8 gestures×2 in-
stances) as the dataset. For the machine learning based
methods, we use 75% and 25% of the dataset for training and
testing, respectively. Fig. 26 shows the recognition accuracy
of the four methods for each gesture. Among all the meth-
ods, SVM has the lowest average accuracy of 45.4%. The
results demonstrate that the amplitude features are easily
affected by target location and orientation changes. In con-
trast, CNN extracts frequency features from the spectrogram
and achieves 69.6% average accuracy, whereas CNN-LSTM
is able to achieve 65.8% accuracy with the spatial-temporal
features extracted from the time-frequency spectrogram. We
note that, to some extent, the time-frequency feature is more
robust against location and orientation changes than time-
domain features. However, the time-frequency feature still
has a serious position-dependent issue, even with the help
of advanced machine learning methods. In comparison,
our method achieves the highest recognition accuracy for
all gestures without any training. The average accuracy of
our method is 96.8% for all eight gestures, a significant
increase of more than 25% in accuracy as compared with
other methods. Furthermore, the proposed features can be
fed into machine-learning methods. For instance, using our
features can increase the accuracy of SVM from 45.4% to
98.1%, indicating the effectiveness of the proposed features.

Fig. 26: Comparison of different gesture recognition meth-
ods.
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Fig. 27: Confusion matrices of different gestures.

6.2.2 Recognition accuracy
Fig. 27 shows the confusion matrices of recognizing the 8
gestures using our system. We observe that the gestures

“Push”, “M”, and “Star” can be recognized with 100%
accuracy. This indicates that using frequency spectrogram
analysis from multiple devices, gesture movements can be
clearly segmented with high accuracy. Another observation
is that the “Zigzag” gesture has the lowest recognition ac-
curacy (still more than 90%) among all gestures. The reason
is that this gesture has two successive changes in moving
direction, which have a similar impact as the direction
changes of gesture “Concave”. Nevertheless, the overall
recognition accuracy of our system is more than 96.8% on
average, this is because we capture the relative change of
motion direction rather than the absolute value of CSI signal
features.

6.3 Evaluation of System Robustness

Next, we evaluate the robustness of our system against
location and orientation changes, environment diversity,
and user variety. When evaluating a specific factor, we keep
the other impact factors constant.

6.3.1 Location variation
To validate the location independence capability, we evalu-
ate our system at 5 different locations with various distances
in each environment, as shown in Fig. 24. The recognition
accuracy at location A, C and E are relatively high with
99.8%, 99.5% and 96.1% accuracy, respectively. The accuracy
decreases to 90% when targets perform gestures at location
D. This is because location D is at the corner of the sensing
area and is far away from the transmitter. The wireless
signal reflected by the human-body at this location becomes
weaker after a longer distance of propagation, resulting
in inadequate time-frequency features. Location B also has
slightly lower accuracy than other locations. According to
our model, movements near LoS induce lower energy in the
frequency spectrum. Moreover, if a target’s arm happens
to pass through LoS, the signal diffraction dominates other
signals in this case, which also indicates a low frequency
energy. As such, location B has slightly lower accuracy.

Fig. 28: Accuracy for differ-
ent locations.

Fig. 29: Accuracy for differ-
ent orientations.

6.3.2 Orientation variation
In this experiment, we select 5 different orientations facing
the WiFi transmitter from orientation 1 to 5 with 45o an-
gle difference for each. As shown in Fig. 29, the average
accuracy for all orientations are all above 90%. The recog-
nition accuracy is highest at orientation 2 (100%), while
orientations 5 have slightly lower accuracy. The reason is
that the target’s arm may be shadowed by his/her body in
this orientations. If the target faces the opposite direction of
the transmitter, the shadowing effect becomes even worse.
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Generally, it is reasonable to assume that the user would face
towards the smart device (e.g., TV or screen) in common
gesture recognition applications.

6.3.3 Environment diversity
In this experiment, we collect gesture samples in the three
multipath-rich environments: living room, bedroom, and
meeting room. As shown in Fig. 30, our system achieves
an average accuracy of 96% and 97% in the living room and
meeting room, respectively. The accuracy is lower (90%) in
the bedroom, since we let the users perform the gestures
in bed, and users may not perform the gestures properly,
thus affecting the sensing performance. Overall, our system
is robust against different environments.

Fig. 30: Accuracy for differ-
ent environments.

Fig. 31: Accuracy for differ-
ent users.

6.3.4 User variety
Different users may perform the same gestures differently,
such as the movement speed, which can impact the fre-
quency features. Instead of using the original absolute fre-
quency, we extract the motion direction change information
to alleviate this problem. To evaluate the performance of
system for different users, we collect gesture samples from
6 participants. Fig. 31 shows that the accuracy is above 92%
across all 10 users. For user 2, the accuracy is slightly low,
since the user has a larger body size, which shadows the
signals in some orientations. Overall, our system achieves
high accuracy for different users.

6.4 Performance in Challenging Real-life Scenarios
To test whether the proposed features can work in more
complicated scenarios in the real world, we conduct ex-
periments under the through-wall scenario and the vertical
transceiver deployment.

6.4.1 Through-wall scenario
We first evaluate through-wall performance of our system.
The experiment is conducted in the environment of Fig. 23a.
The WiFi receivers are placed on the top right and bottom
left corners of the sensing area, while the WiFi transmit-
ter (e.g., a router in smart home) is placed in a different
room behind the right-side wall near the entrance. The wall
between the two rooms is about 30cm thick and is made
of solid concrete. Note that concrete can cause more RF
attenuation than other common building materials [3], thus
our setting is representative of typical indoor environments
in modern buildings. Fig. 32 shows the accuracy for eight
gestures performed in different positions and the average
accuracy is 93.87%. The results indicate that the proposed
features are position-independent and can recognize the

suite of position-independent gestures in the challenging
through-wall scenario. We also observe that the accuracy
in the through-wall scenario is slightly lower than that
of the unobstructed scenario in Section 6.2. The reason is
that the signal reflected off the human target becomes even
weaker after penetrating the wall. Note that the state-of-the-
art methods (e.g., Widar 3.0) have not evaluated their system
performance under the through-wall scenario.

Fig. 32: Accuracy for the
through-wall scenario.

Fig. 33: Accuracy for the ver-
tical deployment.

6.4.2 Vertical transceiver deployment
To further evaluate the capability of the proposed features,
we change the deployment of the transceivers. We conduct
experiments in the same setting of Fig. 23a. But the plane
of the WiFi transceivers is changed to be vertical to the
ground. The WiFi transmitter and one receiver are placed
at the height of 1.55m (maximum height of the tripods) with
2m LoS, while another receiver is placed under the trans-
mitter at the height of 0.5m. The target performs gestures
in the plane composed of the WiFi transceivers. This type
of deployment can be applied to human interaction with
smart screens and so on. The accuracy is shown in Fig. 33
and the average accuracy is 97.22%, indicating that our
position-independent features are robust against different
deployment of the transceivers. Note that the accuracy in
the vertical deployment is slightly higher than that of the
deployment in Section 6.2. This is because there is little
occlusion for signal reflected off the human arm in the
vertical deployment.

7 DISCUSSION AND FUTURE WORK

Resolution of motion direction changes. As a relative fea-
ture, motion direction changes can be effectively utilized to
position-independently differentiate gestures in a training-
free fashion. The resolution of motion direction changes
is affected by target’s position, frequency algorithm, and
noises in CSI readings. In our experiments, the resolution
is empirically shown to be about 30◦, which is sufficient
for recognizing the devised gestures. In our future work,
we will further improve the resolution to refine the features
with multiple antennas and receivers so that more gestures
can be identified position-independently without training.

Generalizability of gestures. The most important
premise for generalizability is that the performance can
be guaranteed at various conditions. As a step forward,
the proposed features can guarantee the recognition per-
formance of gestures at different positions without train-
ing. Furthermore, our theoretical model and the position-
independent features provide guidance and design criteria
to effectively generalize to other gestures. As long as the
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criteria are satisfied, the performance can be guaranteed for
the generalized gestures. Once if the resolution of features
can be further improved, it is possible to generalize to more
gestures that can be differentiated position-independently
with performance guarantee.

Impact of bandwidth. The proposed model is estab-
lished on the single-tone frequency, which means that
one frequency is sufficient to apply our model to extract
position-independent features from multiple receivers with-
out specific requirement of bandwidth. Giving that the
current WiFi protocol can provide a maximum bandwidth
of 160MHz, it can be used to estimate target’s location,
movement speed and motion direction by various fre-
quencies. Thus there is an opportunity to further increase
the resolution of position-independent features with higher
bandwidth for gesture/activity recognition. We take this as
our future work.

8 CONCLUSION

In this work, we have developed a WiFi-based signal
frequency model that quantifies the relationship between
signal frequency and target position, motion direction and
speed, thus providing a theoretical foundation for explain-
ing how frequency features change with target location
and orientation. Building upon this model, we prove that
the commonly-used movement speed and motion direc-
tion features are position dependent, and propose gesture
fragments and relative direction changes as two position-
independent features, which can be extracted from the time-
frequency spectrogram of multiple devices. Then we suc-
cessfully use these features for position-independent gesture
recognition. Compared with three state-of-the-art machine
learning based methods, we can improve the gesture recog-
nition accuracy by more than 25% without any training.
We further demonstrate that our system is robust against
the changes of location, orientation, environment, and user.
The model we have developed allows for an in-depth un-
derstanding of the relationship between frequency features
and human activities, and provides valuable guidelines for
selecting frequency features to develop activity recognition
applications. Furthermore, we believe that the proposed
signal frequency model also provides insights to address
the position-dependent problem in RF-based (e.g., WiFi,
4G/5G) sensing systems.
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