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In this chapter, we claim that concepts from embryo development are useful

to engineer artificial out-of-equilibrium materials that self-construct. To this

end, we consider embryo development as a process that brings a material from

an initial state with low spatial chemical complexity and a high degree of chem-

ical information —the equivalent of the egg— into a final state with high spatial

complexity —corresponding to the developed organism. This process consumes

chemical energy to convert chemical information into controlled changes in the

composition and the shape of the material. In the quest of engineering such a
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material, we focus on two fundamental steps of embryo development: pattern

formation and morphogenesis. We discuss their basic mechanisms and provide

examples of their implementation in synthetic systems.

Pattern formation refers to the self-organization of well-defined concentra-

tion patterns; it is linked to the dynamics of chemical reactions and controlled

by reaction rates and diffusion. Morphogenesis concerns the implementation of

controlled shape changes in a macroscopic material; it implies chemomechani-

cal transduction pathways that generate mechanical forces at particular points

of space. We start by introducing the basic features of embryo development

and we argue how these can inspire the design of artificial self-organizing ma-

terials. Next, we review the two principal mechanisms of pattern formation:

Turing patterns and positional information. Finally, we discuss reconstituted

cytoskeletal active gels, a class of biochemical materials that generate forces

and produce macroscopic shape changes by consuming chemical energy. The

topic is highly multi-disciplinary and requires skills in physics, chemistry and

biology. For this reason, we have attempted to provide the reader with the fun-

damental concepts from these fields needed to understand and engineer pattern

formation and morphogenesis in artificial systems. The coupling between these

two processes remains a fascinating challenge for the future.

2



1.1. The embryo is a material capable

of chemical and morphological dif-

ferentiation

The assembly of an artificial cell is a long-standing goal of bottom-up engineer-

ing, from chemistry to synthetic biology [9, 15]. It has been argued that such

endeavor will help us, on the one side, to better understand living systems

and, on the other side, to build autonomous microscopic entities capable of

motion, division and information processing. As a complementary approach,

in this chapter, we consider embryo development as a fruitful inspiration for

the engineering of out-of-equilibrium materials that can self-construct in time

and space.

From a physico-chemical point of view, embryo development is a fascinating

process that converts a starting material with little spatial complexity into a

highly differentiated final material. It is usually divided into four sequential

processes [146] that are, however, commonly intertwined:

1. pattern formation, a process during which out-of-equilibrium molecular

programs generate highly-ordered concentration patterns of µm to mm

size, that chemically structure the embryo;

2. morphogenesis, where the embryo changes its shape due to internal and

external cell movement promoted by molecular motors and filaments, as

it happens during gastrulation;

3. cell differentiation, in which cells become structurally and functionally

different; and

4. growth, resulting in an increase in the mass of the embryo.
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Therefore, the embryo is structured by the interplay of chemical and phys-

ical forces. Pattern formation creates a blueprint of chemical species. Morpho-

genesis responds to chemical signatures generated by pattern formation but

also to the mechanical constraints of the cell and tissue. Chemo-mechanical

and mechano-chemical couplings link the two processes that, together, control

cell differentiation and growth. In this chapter, we will focus on the first two

steps: pattern formation and morphogenesis (Figure 1.1). It reduces the com-

plexity of the problem while keeping the essential elements —chemical and

morphological differentiation. We would like to warn the reader that this is a

nascent field and thus our goal is not to provide a finished realization of an

artificial embryo, but to suggest future directions from current knowledge. In

particular, we will not provide experimental solutions to the essential problem

of coupling pattern formation and morphogenesis, although we will point to

possible implementations in the conclusion.

Because pattern formation is purely chemical, it is simpler to achieve in

molecular systems than morphogenesis. There is a long history of research in

the field of chemical pattern-forming systems, in particular patterns that are

generated by the coupling of reaction and diffusion. We refer the interested

reader to classical [26] and recent reviews [27] on this matter. Here, we will

only consider chemical patterning inspired from development and thus two ma-

jor conceptual frameworks will be discussed: Turing instability and positional

information. The principal difference between the two is that the Turing insta-

bility is a symmetry-breaking mechanism that generates a heterogeneous state

from a homogeneous one, while positional information is a sharpening mech-

anism that amplifies heterogeneity from an initial state where the symmetry

has already been broken. The former will be treated in section 1.2 while the
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latter will be discussed in section 1.3.
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Figure 1.1: Embryo development as an inspiration for the development of self-
organizing materials. a) Illustration of the two key phases of embryo devel-
opment: pattern formation and morphogenesis. b) Scheme summarizing the
interplay of chemical and physical processes that occur during the embryo
structuration.

In both sections, we will provide a short theoretical introduction to the

models behind both concepts. We will then briefly consider examples where

these two mechanisms are observed in living embryos. Finally, we will review

their experimental implementations in chemical and biochemical systems. His-

torically, redox reactions related to the Belousov-Zhabotinsky oscillator have

been the system of choice to observe reaction-diffusion patterning and we will

describe some examples. In addition, we will discuss the complementary bio-

chemical implementations that have arisen in the last decade. In particular,

purified Min protein waves, DNA/enzyme reaction networks, DNA hybridiza-

tion reactions and systems based on transcription and translation.

Section 1.4 is dedicated to force generation and morphogenesis in molec-
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ular systems. We believe that reconstituted systems that contain biological

motors and filaments are a promising and important direction in this field.

Thus, we have focused on these systems omitting other examples due to space

limitations. We will first describe the physicochemical properties of their com-

ponents. We will then introduce the hydrodynamic theory of active gels, that

explains how chemical energy can be converted into mechanical force and ma-

terial deformations. Finally, we will review recent experimental realizations of

cytoskeletal gels in vitro, in particular those related to morphogenesis.

In the conclusion, we will consider the potential consequences that engi-

neering materials inspired by embryo development might have in materials

science and discuss the perspectives for coupling pattern formation and mor-

phogenesis.

1.2. Pattern formation by a reaction-

diffusion Turing instability

The first author to suggest that pattern formation in living systems may have

a chemical basis was Alan Turing in 1952 [130, 129] in the landmark paper The

chemical basis of morphogenesis.1 Turing discovered that a mixture of chemical

species that react and diffuse can, in some cases, generate an inhomogeneous

concentration pattern from an initially homogeneous state and thus break the

symmetry spontaneously. Such a mixture is called a reaction-diffusion (RD)

system and the mechanism of symmetry-breaking receives the name of spatial

instability. This instability happens only under the following necessary condi-

1For a historical perspective see ref. 3.
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tions:

• the system requires at least two reactive species,

• concentration fluctuations need to be present in the initial homogeneous

state,

• the diffusion coefficients of at least two species have to be different,

• the initial state should be stable in the absence of diffusion.

We stress that reaction-diffusion systems will only form concentration patterns

if they are kept out of equilibrium.

The Turing instability is a complex concept. It is theoretically well un-

derstood for 2-component systems [91, 26, 92], but it is difficult to grasp for

systems involving 3 [99] or more species [80, 115]. In a 1-dimensional spatial

system, the Turing instability generates a periodic pattern sketched in Fig-

ure 1.2a. In 2 dimensions it generates dotted (Figure 1.2b) and labyrinthine

patterns. In both cases, the wavelength of the patterns is given by
√
D/k,

where k is a first-order reaction rate constant and D a diffusion coefficient.

The role of Turing patterns in the engineering of reaction-diffusion systems

is similar to that of oscillators in the design of dynamic reaction systems: a

strong experimental proof that one masters the underlying design principles.

However, we will see that the Turing instability is more difficult to engineer in

vitro, and to reveal in vivo, than the Hopf instability associated to oscillations.

The rational design of Turing patterns has been, and still is, a far-reaching goal

of systems chemistry [27, 154] and synthetic biology [112]. For this reason,

we provide a succinct discussion of the theoretical conditions for observing

a Turing instability in a 2-species system in the following section. Then, we

review experimental observations of Turing patterns in vitro and in vivo. We

conclude by discussing recent implementations of chemical waves, a reaction-
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diffusion instability related to the Turing one.
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Figure 1.2: Pattern formation by a reaction-diffusion Turing instability. a)
Sketch of a Turing pattern in 1 dimension. Note that the initial condition
(left) presents concentration fluctuations necessary for the emergence of the
patterns. b) Numerical simulation of a 2-species mechanism leading to Tur-
ing patterns in 2D, with f([A], [B]) = k1[A]2/((1 + K[A]3)[B]) − k2[A] + k3

and g([A], [B]) = k4[A]2 − k5[B] + k6 [58]. White color indicates high con-
centration of species A. c) Evidence of a Turing mechanism in the formation
of pigmented stripes on the skin of zebrafish. Dynamics of pigmented stripes
upon laser ablation (A-D, d = day). Reaction-diffusion simulations display sim-
ilar dynamics (E-F). Adapted from [149], copyright (2007) National Academy
of Sciences, USA. d) Turing patterns observed in the CIMA reaction. Left:
scheme of the open gel reactor. The thin disk of gel, in gray, is connected to
two open reactors on the top and bottom furnishing fresh reactants. Right: first
experimentally-observed pattern. Adapted with permission from [68], copyright
(1993) American Chemical Society and from [19], copyright (1990) American
Physical Society. e) Examples of complex patterns obtained in the BZ-AOT
system inside a closed reactor. Adapted from [27].
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1.2.1. Short mathematical analysis of the Tur-

ing instability in a 2-species system

We consider two reactive species A and B. In the absence of diffusion, for

example in a well-stirred reactor, the evolution of the concentrations [A] and

[B] can be written

d[A]

dt
= f([A], [B]) (1.1)

d[B]

dt
= g([A], [B]), (1.2)

where f and g are functions accounting for reaction kinetics.2 We will call this

the 0-dimensional, or 0D case. In a non-stirred 1-dimensional reactor, diffusion

has to be taken into account and we have to consider the equations

∂[A]

∂t
= f([A], [B]) +

∂2[A]

∂x2
(1.3)

∂[B]

∂t
= g([A], [B]) +D

∂2[B]

∂x2
, (1.4)

where diffusion coefficients of A and B are 1 and D, respectively, and diffusion

is allowed in the x direction. We will call this the 1D case.

The Turing instability arises when the steady-state is stable in 0D to small

perturbations in the concentrations but unstable in the presence of diffusion

(1D case); it is a diffusion-driven instability. The steady states ([A]ss, [B]ss) of

the 0D system correspond to the solutions of (1.1-1.2) when the left-hand side

is equal to zero. The stability of the steady states of the 0D and 1D system is

2For instance, if we consider the elementary reaction A+B
k→ 2A, f([A], [B]) = 2k[A][B]

and g([A], [B]) = −k[A][B].
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evaluated using linear stability analysis [26], a method that looks at the effect

of small perturbations around the steady state. This method uses the Jacobian

matrix associated to (1.1-1.2), defined as

J =

 ∂f
∂[A]

∂f
∂[B]

∂g
∂[A]

∂g
∂[B]


ss

=

 fA fB

gA gB


ss

, (1.5)

where the index ss indicates that the Jacobian is evaluated at the steady state

([A]ss, [B]ss) and thus fA, fB, etc. are not functions but numbers. This is a

crucial point that renders very complex the rational design of a reaction net-

work producing Turing patterns —see below. The 0D system is stable around

the steady state if and only if

tr(J) = fA + gB < 0 Condition 1 (1.6)

det(J) = fAgB − fBgA > 0 Condition 2 (1.7)

and the 1D system is unstable around the steady state, for at least one wave-

length, if and only if

DfA + gB > 0 Condition 3 (1.8)

(DfA + gB)2 > 4D(fAgB − fBgA) Condition 4. (1.9)

A Turing instability can thus just be observed if all the four conditions

(1.6-1.9) are verified. An example is given in Figure 1.2b.

The first three Turing conditions (1.6-1.8) have a clear physical meaning.

Conditions 1 and 2 impose the signs of the Jacobian compatible with Turing.

If we suppose fA > 0, meaning that species A is an autocatalyst, the only
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possibilities are  + −

+ −

 ,

 + +

− −

 . (1.10)

The signs of the Jacobian define the topologies of the reaction networks, i.e.

the mechanisms, that are compatible with the Turing instability. The left-

hand sign matrix is associated with an activator-inhibitor network and the

right-hand one with a so-called substrate-depleted network.

Conditions 1 and 3 impose D > 1, which means that B has to diffuse

faster than A. In addition, the larger the value of D, the easier it will be to

verify condition 4 if conditions 1 and 3 are respected. Being more intuitive than

conditions 1-4, the constraints associated with the signs of the Jacobian matrix

(1.10) and with D > 1 have been extremely influential in the history of Turing

patterns. They were summarized by Gierer and Mienhardt [32, 83] in the motto

‘short-range activation and long-range inhibition’3. However, it is important to

point out that (1.10) and D > 1 are necessary but not sufficient conditions to

obtain a Turing instability in a 2-species system. As a consequence, Meinhardt’s

motto has been recently criticized [80, 39].

What remains true, however, is that the four Turing conditions (1.6-1.9)

impose strong constraints on the values of the Jacobian elements, which are

directly controlled by the underlying reaction network. Moreover, they require

a difference in diffusion between two species. The rational design of Turing-

compatible reaction networks implies mechanisms associated with functions

f and g that are compatible with conditions 1–4. The difficulty is that the

constraints imposed on functions f and g are hidden in the requirement that

3Also known as local auto-activation and lateral inhibition (LALI).
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conditions 1–4 must be verified at steady state. For example, changes in the

values of the reaction rate constants, or in the mechanism of the reaction,

will result in simultaneous changes in the steady-state of the 0D system and

in the functional form of the Jacobian, thus affecting conditions 1–4 in an

unpredictable way.

1.2.2. Turing patterns in vivo

In developmental biology, Turing ideas have been as influential as they have

been criticized [36]. Predominant in the 1970s and 80s, the observation of

positional information patterning in the fruit fly in the end of the 1980s (see

below), largely discredited Turing patterns among developmental biologists.

However, this idea is recently regaining importance [60]. In 1995, Kondo and

Asai suggested that a Turing model could explain why the stripe patterns on

the surface of the tropical fish Pomacanthus imperator moved on the scale

of days [59]. A similar observation was made later for the stripe patterns on

the skin of zebrafish, that moved with dynamics compatible with a Turing

instability upon laser ablation (Figure 1.2c) [149]. Evidence of an underlying

Turing mechanism has also been reported during the formation of the periodic

ridges in the palate [24] and during digit patterning, [114] both in mice.

1.2.3. Turing patterns in vitro

Turing patterns were observed for the first time in vitro in 1990 by de Kepper

and colleagues in the chlorite-iodide-malonic acid reaction (CIMA), almost 40

years after Turing’s discovery (Figure 1.2d). Experiments were carried in a thin

disk of gel which upper and lower sides were connected to open reactors in order
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to keep the system truly out of equilibrium. The gel suppressed convection and

thus allowed the observation of RD phenomena. In addition, the reaction was

performed in the presence of starch, initially used as a color indicator for I−3

ions, but also playing a crucial role in modifying the effective reaction and

diffusion rates of I−, and helping to satisfy the Turing conditions just evoked.

Shortly after, a theoretical explanation of why the CIMA reaction produces

Turing patterns was provided by Lengyel and Epstein [66, 67, 68]. Importantly,

these authors explained how the addition of an immobile species binding to

the activator enlarges the Turing space of parameters.

Starting in 2001, Vanag and Epstein published a series of remarkable ob-

servations of complex RD patterns in a closed reactor. They did so by devising

a clever strategy to strongly reduce the diffusion coefficient of some reactants

in the Belousov-Zhabotinsky (BZ) oscillator. More precisely, the BZ reaction

was dispersed inside water-in-oil droplets stabilized by the surfactant aerosol

OT (AOT4). The water droplets had a well-defined diameter that could be

tuned between 1 and 10 nm. The advantage of this reaction medium is that

hydrophilic BZ species are retained inside the droplets whereas hydrophobic

ones can freely diffuse from droplet to droplet across the oil phase. As a result,

hydrophobic species, such as Br2 or BrO•
2, diffuse fast, with D = 10−9 m2s−1,

while the diffusion of hydrophilic species, such as Br−, is limited by the diffu-

sion of the droplets, typically 10−11− 10−12 m2s−1. Finally, the observation of

patterns is facilitated because the BZ reaction can be kept out of equilibrium

in a closed reactor for long periods of time. In this system the authors observed

Turing patterns, [139] but also, antispirals [137] (Figure 1.2e), segmented spi-

rals, [138] standing waves [5] and Turing patterns in 3-dimensions [4]. Later, a

4Aerosol sodium bis(2-ethylhexyl) sulfosuccinate.
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more controlled version of this system was obtained using microfluidics. [125]

Between 1990 and 2009 Turing patterns were observed in just 2 different

chemical systems, showing the great difficulty of engineering a Turing instabil-

ity. Patterns in the CIMA reaction were obtained by chance and patterns in the

BZ-AOT system were observed by designing the diffusion terms but relying on

the well-known BZ oscillator. In 2009, de Kepper and colleagues were able to

rationally design Turing patterns in the thiourea-iodate-sulfite reaction system

[42]. Their strategy could inspire current efforts of engineering Turing patterns

in more controllable systems, such as DNA reactions [136] or synthetic biology

[112].

1.2.4. Simpler than Turing: reaction-diffusion waves

in vitro

Turing patterns in vitro have only been observed with redox reactions involving

small molecules. Besides their advantages, these systems display two important

drawbacks. Firstly, they are not programmable, which means that one cannot

rationally design the reaction mechanism. Secondly, they are not biocompatible

as the reaction requires strong acidic conditions. Programmability is important

for the rational design of out-of-equilibrium materials that display precise RD

patterns. Biocompatibility is necessary for the coupling of RD to biochemical

and biological systems such as proteins and living cells. The development of

programmable and biocompatible reactions that generate reaction-diffusion

systems has been an important quest in the field in the last 15 years.

In the following, we focus on two reaction-diffusion systems that are bio-

compatible and programmable to some extent. Although Turing patterns have
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not been observed with them, they are prone to a related reaction-diffusion in-

stability: wave propagation. The first one is an in vitro implementation of the

Min protein system, which positions the division machinery in some bacteria.

The second one emulates a predator-prey oscillator using short oligonucleotides

and DNA-dependent enzymes.

1.2.4.1. Min protein waves

Before they divide, cells must calculate the position where division will take

place. In bacteria, this process is triggered by the polymerization of protein

FtsZ into a structure called the Z-ring. In bacteria such as E. coli, division

happens at the midpoint of the cell with 3% accuracy [76]. This accuracy is

reached thanks to the computation abilities of two processes, nucleoid occlusion

and Min oscillations.

The Min system is one of the best studied reaction-diffusion systems in

living cells. It is composed of three proteins MinC, MinD and MinE, which

intracellular dynamics inhibit cell division at the poles and promote the for-

mation of the Z-ring at the center [76]. The mechanism is depicted in Fig-

ure 1.3a and consists of 5 steps. Free-diffusing MinD-ADP is phosphorilated

into MinD-ATP (1), triggering its dimerization and binding onto the mem-

brane (2). MinC and MinE can both bind to membrane-bound MinD (3-4),

with MinE dephosporilating bound MinD and regenerating free MinD-ADP

(5).

In vivo, MinC and MinD concentrations at the membrane continuously

oscillate from pole to pole, forming a standing wave of period ∼ 1 min. [105]

At the same time, MinE forms a ring at the frontier between high and low

MinC/MinD surface concentration. MinD and MinE are needed for oscillations
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Figure 1.3: In vitro reaction-diffusion waves using two different systems: a
purified Min protein system (a-d) and a semi-synthetic DNA/enzyme system
(e-g). a) Mechanism of the Min system [76], see text. Spiral pattern of MinE (b)
and waves of MinD, followed by MinE, (c-d) observed in vitro on a supported
lipid bilayer. Panel c displays fluorescence intensity profiles inside the rectangle
on (d). e) Mechanism of a predator-prey mechanism implemented with PEN
reactions. DNA sequences of the 3 species (N, prey, P, predator, G, template
for the production of N) and details of the 3 reactions, see text. Complemen-
tary DNA domains have the same color. The polymerase, nicking enzyme and
exonuclease are noted Pol, Nick and ExoN, respectively. f) Time-lapse images
of the yellow fluorescence signal (corresponding to [N]) and the green channel
(corresponding to [P]), taken every 10 min in an 11 mm diameter circular re-
actor (in white). g) Kymograph of the yellow fluorescence (corresponding to
[N]) along x over 600 min. Adapted with permission from [75] (b-d) and from
[29, 101], Copyright (2013) American Chemical Society (e-g).
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but not MinC [44].

Loose, Schwille and co-workers observed in 2008 Min oscillations in a re-

constituted in vitro system [75]. In the presence of ATP and a lipid bilayer

supported on glass, fluorescently-labeled MinE and MinD generated spiral

patterns and traveling concentration waves on the surface of the membrane

(Figure 1.3 a-d), with typical velocities of 30 µm/min and wavelengths of 50

µm. The in vitro wave speeds are comparable to in vivo ones and are deter-

mined by the ratio between the concentrations of MinE and MinD. [76] Also,

MinE accumulates behind the MinD wave, as observed in vivo. However, the

in vitro wavelengths are 10-fold larger than those observed in vivo.

In summary, this in vitro model is a unique framework to investigate how

proteins can self-organize to form patterns, including the role of confinement.

1.2.4.2. DNA/enzyme waves

The Min system has the singularity of requiring one of the species to bind to

a surface to generate a traveling wave. In the absence of surface binding, a

chemical wave can be generated by an oscillator in the presence of diffusion.

There are several implementations for an oscillator, but one that is particularly

robust is the predator-prey mechanism, that was introduced theoretically by

Lotka [78] and Volterra [142] at the beginning of the 20th century at the cross-

roads of chemistry and population dynamics. Predator-prey dynamics rely on

three basic dynamic interactions: i) a prey population that grows exponentially

in the absence of predator, ii) a predator population that consumes prey and

grows exponentially and iii) the continuous destruction of both populations.

These three processes can be interpreted as three reactions involving two

chemical species, prey and predator. They were implemented for the first time
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in a chemical system by Fujii and Rondelez in 2013 [29] using oligonucleotides

and enzymes in a reaction framework called the PEN DNA toolbox [87, 2].

PEN refers to the three enzymes that are involved in the reaction: polymerase,

exonuclease and nicking enzyme. Following DNA hybridization rules, the se-

quence of the single stranded DNA (ssDNA) species define the topology of the

reaction network while enzymes produce or degrade ssDNAs.

The mechanism of the DNA/enzyme predator-prey (PP) oscillator is de-

tailed in Figure 1.3 e. During prey growth (N+G→ 2N+G), the 10 base-long

prey strand, noted N, replicates autocatalytically on template G, a 20 base-

long ssDNA whose sequence is twice complementary to N. A polymerase and

a nicking enzyme are involved in the reaction, as well as deoxyribonucleotides

(dNTPs) that are consumed by the polymerase to synthesize N. In the pre-

dation reaction (P + N → 2N), the 14 base-long predator, noted P, grows

autocatalytically consuming the prey. The trick is that species P is both self-

complementary and contains the sequence of N. Thus, when P and N bind

together and the polymerase extends N, we obtain two copies of P. In addi-

tion, these strands are continuously degraded by exonuclease, while chemically-

protected strand G remains intact. Concentrations of N and P are measured

by fluorescence.

In a well-mixed and closed reactor, the mixture of N, P, G and the three

enzymes produces oscillations in the concentrations of N and P with a period

∼ 100 minutes that last for tens of hours [29]. Inside a thin circular reactor,

where mixing is only possible by diffusion, the same mixture generates traveling

concentration waves of N, followed by waves of P. Wave velocities are in the

range of 80-400 µm/min, and more than 10 successive waves crossing the entire

reactor can be observed (Figure 1.3 f and g) [101]. This experiment constituted
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the first rational design of predator-prey waves in the laboratory.

To the best of our knowledge, the Min and PEN DNA reaction-diffusion

systems have not been adjusted to meet the Turing criteria. Nevertheless, the

programmability [153] and the biocompatibility of the biochemical species in-

volved here open up new perspectives for the engineering of increasingly com-

plex spatio-temporal reaction-diffusion patterns that may be coupled to mor-

phogenesis [71, 154].

1.3. Pattern formation by positional in-

formation

The Turing instability discussed in the previous section is a symmetry-breaking

mechanism. In many situations during embryo development, however, pattern-

ing happens from an already heterogeneous initial condition, typically a con-

centration gradient of a protein or an mRNA. Lewis Wolpert in 1969 proposed

a conceptual framework [147] to explain how an embryo with a single break of

symmetry (induced through a Turing process or by a maternal gradient) could

differentiate further into several distinct regions. He proposed the term ‘French

flag problem’ to illustrate the challenge —pervasive in the development of vir-

tually all complex organisms— of generating distinct regions of space with

sharp borders from an amorphous mass and a shallow concentration gradient.

Wolpert’s idea makes it easy to visualize, albeit in a simplistic way, how a

morphogen gradient spread within an embryo can be used to define the fate

of the embryo’s cells. How will the cells on the left become the head, the cells

on the right the abdomen and the cells in the middle the thorax? Simply by
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reading a concentration. As depicted in the Figure 1.4a, each cell may define

its fate by simply measuring the morphogen concentration around itself. Two

concentration thresholds, M1 and M2, will then be sufficient to provide three

cell fates. The gradient thus provides to the cells what is called a positional

information.

In contrast with Turing’s, Wolpert’s idea is not a mechanism but a use-

ful conceptual framework, because it does not provide details about how the

cells read out the corresponding thresholds. Initially [147, 36], Wolpert argued

that positional information and Turing instability were mutually exclusive, the

latter happening through a reaction-diffusion mechanism in contrast with the

former [36]. These point of view is now being criticized among developmental

biologists with two arguments: i) that positional information and reaction-

diffusion are complementary mechanisms [36] that can be employed hierar-

chicaly during pattern formation —for example, a Turing mechanism could

generate the morphogen gradient necessary for positional information— and

ii) that positional information may be more robust if it happened through a

reaction-diffusion mechanism [104]. Patterns generated by positional informa-

tion were first observed in vivo and later in vitro. In the following, we will

first describe models attempting to explain how thresholds could be read out

by chemical processes. We will then summarize experimental evidence of posi-

tional information, first in vivo in Drosophila, and later in vitro.

1.3.1. Models of positional information

The key goal of these models is to generate a threshold (binary) response from

a continuous input gradient of morphogen. Three chemical mechanisms have
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Figure 1.4: Concept, models and in vivo data of patterning by positional in-
formation . a) Illustration of Wolpert’s concept as a solution of the ‘French
flag problem’. b) Schemes of two mechanisms inducing a threshold response
in concentration of A from a continuous variation of [M]: cooperativity and
bistability. c-e) Behavior of the three associated spatial models in the pres-
ence of identical gradients of morphogen M (dashed line). c) [A]eq is given for
two values of the cooperativity factor n in equation (1.12). d) [A]ss for two
different values of [A]0 in equation (1.13). (e) [A]ss for different diffusion coef-
ficients D in equation (1.14). f-h) Patterning genes in the early Drosophila em-
bryo [50]. Gap gene regulatory network (bcd:bicoid, cad:caudal, hb:hunchback,
Kr:Kruppel, kni:knirps, gt:giant, tll:tailless) (f). Patterning genes along the
anterior-posterior axis. Chronologically, sketches showing protein concentra-
tions of: the maternal genes (e.g. Bicoid, in green), the gap genes (e.g. Hunch-
back, in red) and the pair-rule genes (e.g. Even-skipped, in blue) (g). Corre-
sponding concentration profiles (h). Adapted from [37] with permission from
Elsevier (g,h).
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been proposed that are compatible with this behavior:

1. equilibrium models based on cooperativity,

2. non-equilibrium models based on reaction-only bistability, and

3. non-equilibrium models based on reaction-diffusion bistability.

We discuss them briefly in the following.

1.3.1.1. Equilibrium model: cooperativity

The first possibility is to consider a species A that binds cooperatively with

morphogen M. Thresholding is here viewed as an equilibrium process. We thus

write the reaction

A + nM 
 AMn K =
[AMn]eq

[A]eq · [M ]neq
(1.11)

with association constant K and cooperativity n, the index eq denoting con-

centrations at equilibrium. Using (1.11) we have

[A]eq =
[A]0

1 +K · [M ]n
, (1.12)

where [A]0 is the total concentration of A. The equilibrium concentration of

free species A, [A]eq, is a sigmoidal function of [M ] that becomes steeper as

cooperativity n increases (Figure 1.4b). If M is distributed along the x spatial

axis as a decreasing exponential function [M ](x) ∼ [M ]0e
−x, and diffusion is

zero, this model provides concentration profiles of free species A as in (Fig-

ure 1.4c). As expected, the output profiles are steeper as n increases, but a

clear threshold does not exist. Currently, we consider that this in vivo model

is not enough to provide positional information, but it certainly contributes to
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one of the models below5.

1.3.1.2. Reaction-only mechanism: temporal bistability

A second possibility is to consider that A is involved in a non-equilibrium

bistable reaction network, where the morphogen M plays the role of a bifur-

cation parameter. Many bistable functions can be proposed. For convenience,

we will illustrate this model with a function describing one of the PEN DNA

bistable networks described in section 1.3.3.2 [88]. In this case, M is a repressor

species and the evolution of A is provided by the following differential equation

d[A]

dt
= f([A]) =

[A]

1 + [A]
− km

[M ] · [A]

Km + [A]
− kd[A]. (1.13)

The three terms on the right-hand side of this equation account for A being

an autocatalyst, M repressing A and A being linearly degraded, respectively,

and km, Km, and kd are parameters. The behavior of the temporal bistable is

given by the steady-states of (1.13), found when f([A]) = 0, which can take

three different values [A]ss. For a given set of parameters, the concentration

of species M behaves as a bifurcation parameter of (1.13). This means that

varying [M] changes the stability of the three steady-states [A]ss. This is a

very good way to make thresholds, because only stable steady-states will be

reached. Figure 1.4b (bottom) plots the stability of the three steady-states as

a function of [M ]. If the morphogen is again exponentially distributed and

diffusion is zero, a temporal bistable produces infinitely steep profiles of A

(Figure 1.4d). However, the position of the profiles along x is very sensitive to

5Because the transcription factors involved in Drosophila patterning such as Bicoid, see
below, are strongly cooperative.

23



the initial concentration, [A]0, of species A.

1.3.1.3. Reaction-diffusion mechanism: spatial bistability

The last model couples temporal bistability with diffusion. In this case we

should consider the equation

∂[A]

∂t
= f([A]) +D

∂2[A]

∂x2
, (1.14)

where f([A]) is the kinetic function given in (1.13) and D the diffusion coeffi-

cient of A. This model still provides steady-state profiles Ass(x) that are very

steep when D is small (Figure 1.4e). Interestingly, diffusion makes gradient

interpretation through a bistable network more robust because the position of

the A profile along x is insensitive to the initial concentration, [A]0, of species

A [107, 104].

1.3.2. Positional information in vivo: patterning

of the Drosophila blastoderm

The first clear evidence of positional information was observed during the early

development of the fruit fly Drosophila melanogaster, which is one of the best

studied model organisms. In the following, we will discuss briefly pattern for-

mation in this organism with two objectives: provide some biological ground

for the engineering of an artificial embryo and assess the validity of the models

just evoked.

In Drosophila, the complete growth process from egg to adult takes approx-

imately 10 days and it involves four distinct stages: embryo, larva, pupa and
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adult. Embryogenesis lasts only 24 h, after which the egg hatches into a larva

[146]. Drosophila embryogenesis is singular among model organisms in that

it initially takes place in a syncytium, a single cytoplasm where nuclei divide

without cell membranes, which could facilitate morphogen transport by diffu-

sion. During these stages, the embryo is called a syncytial blastoderm, with the

yolk occupying a large central part and the cortex containing a monolayer of

nuclei. The blastoderm —a 500 µm long ovoid — has two hierarchical systems

of patterning, an antero-posterior and a dorso-ventral. We will discuss here the

former.

Positional information during antero-posterior patterning is provided by

three maternally-induced protein gradients. One of them is Bicoid, whose con-

centration decreases gradually from the anterior to the posterior of the embryo

(from left to right in Figure 1.4g, top) [49, 50]. These gradual maternal gra-

dients regulate the expression of downstream gap genes that produce sharp

concentration profiles of their protein products. For example, the Bicoid gra-

dient generates a sharp Hunchback gap profile (Figure 1.4g, center). There

are, however, more than twelve gap gene proteins [37]. Subsequently, gap and

maternal proteins control the formation of pair-rule protein patterns, such as

Even-skipped, that form seven 50 µm-wide stripes that will help define the po-

sitions of body segments that form later in development (Figure 1.4g, bottom).

In the last decades, several models have tried to explain pattern formation

in the Drosophila blastoderm, Turing and positional information being the

main ones [49]. Since the work of Driever and Nüsslein-Volhard in 1988 [23, 22],

positional information has been favored by experimental data; although a vivid

debate remains concerning its mechanism, in particular the role played by dif-

fusion. Experimental data of protein expression in Drosophila come principally
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from immuno-staining of protein products in fixed embryos. As a result, to get a

dynamic picture of patterning one needs to fix different embryos at sequential

time-points, introducing potential artifacts. Jaeger and coworkers concluded

that a model related to temporal bistability, in the absence of diffusion, fits

best these type of data [51, 49]. Although, the underlying reaction network is

relatively complex: it involves three maternal genes and four gap genes that

activate and repress each other (Figure 1.4f). In contrast, other works suggest

that the formation of Hunchback’s sharp profile is compatible with a spatial

bistability mechanism and thus would need diffusion [77]. In addition, recent

theoretical arguments suggest that diffusion of gap proteins can stabilize the

boundaries of gap concentration profiles in the presence of fluctuations [104].

The cooperativity model is not anymore considered to be central to provide

thresholding in positional information. However, cooperativity is believed to

play an important role in steepening the response of the reaction network in-

volved [65]. Finally, patterning by positional information has been observed

beyond Drosophila, notably during the patterning of the vertebral neural tube

[14].

1.3.3. Positional information in vitro

As we have seen, in vitro implementations of reaction-diffusion Turing patterns

are scarce because the Turing constraints are difficult to meet experimentally.

In contrast, positional information generates robust concentration patterns in

vitro. In the following, we will detail three biochemical systems that produce

such patterns. The first one relies on DNA-hybridization reactions, the second

one involves PEN DNA/enzyme reactions and the last one takes advantage of
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a cell-free transcription-translation system.
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Figure 1.5: Experimental patterns of positional information in vitro with three
systems: DNA strand displacement (top), PEN DNA/enzyme (center) and cell-
free transcription-translation (bottom) reactions. DNA strand displacement re-
actions (-d). a) Reaction mechanism: fast release (i) and slow recapture (ii) of
the output strand O. b) Experimental setup. Two liquid reservoirs (containing
solutions of DNA) separated by an agarose hydrogel. c-d) Pattern formation:
linear gradients (c) and stable hill gradients (d) are formed depending on initial
concentrations (shown in the insets). PEN reactions (e-h) [154]. e) Reaction
mechanism of a bistable network. f) A tetrastable network combining two or-
thogonal bistable networks. g) Experimental setup. A sealed rectangular glass
capillary that contains a uniform solution of all species except a gradient of
repressor (in blue). h) French flag synthesis and materialization. The reaction
network in (f) reads and interprets a pre-existing gradient of RA-RB (in blue) to
generate 3 chemically-distinct zones (A+B, A and ∅) that induce DNA-coated
beads aggregation (bottom). Cell-free system (i-k). i) Activator-repressor net-
work. σ28 is the activator, CI the repressor. j) Experimental setup. Circular
compartments with a DNA brush for protein synthesis are coupled through
channels. k) Kymograph (GFP fluorescence over space and time) in an array
of coupled oscillators subjected to an underlying gradient of activator. Adapted
from [156] (a-d), published by The Royal Society of Chemistry and from [123],
copyright (2017), National Academy of Sciences USA.
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1.3.3.1. DNA strand displacement patterns

DNA strand displacement (DSD) is a hybridization reaction involving single

and partially double stranded DNAs that can be used to construct digital

(e.g. logic gates) and analog (e.g. oscillators) chemical circuits [152, 158]. This

reaction framework has the advantage of being fully programmable because

association and dissociation rates can be predicted from the sequence [128, 157].

However, DSD reaction networks are harder to maintain out of equilibrium

[117] than those built from PEN reactions [29], for instance.

Zenk, Schulman and co-workers used DSD reactions to implement posi-

tional information patterns (Figure 1.5 top panel). They first generated a

smooth morphogen gradient by diffusion, with a source-sink mechanism be-

tween two reservoirs separated by a convection-free zone (Figure 1.5b,c). Cou-

pling two of these gradients to a release and recapture mechanism they obtained

a hill-shaped pattern of DNA at steady state. Note that this mechanism is dif-

ferent from those described in 1.3.1 in that it needs a spatial open reactor to

generate a stable pattern.

The mechanism is sketched in Figure 1.5a. In the release reaction I + S→

O + W1, I is an ssDNA and S a partially double strand complex with a single

stranded side called toehold. I binds to the toehold of S and releases ssDNA

O, the patterning species, and dsDNA W1, a waste molecule. The recapture

reaction O + Rec→W2 + W3, follows a similar scheme but the toehold where

O binds to Rec is occluded and thus the recapture rate is much slower that

the release rate.

The combination of rapid creation and slow degradation of O allows the

authors to generate a hill gradient of O from two underlying gradients of I

and S using a 1D open reactor (Figure 1.5b). To do so, two opposite source-
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sink gradients are created by diffusion, simply adding strand I only in the

left reservoir and strand S only in the right reservoir. The concentration of

Rec strand is uniform throughout the device and [O] is recorded over time by

fluorescence. 30 hours are necessary for the formation of the final hill-shaped

gradient, which lasts about 70 hours (Figure 1.5d). To keep the system out

of equilibrium for such a long time, the solutions in the lateral reservoirs are

renewed every 24 hours.

DNA strand displacement reactions only rely on DNA strands. They offer

robustness and programmability, making the method a great route to explore

other reaction-diffusion patterns, beyond the positional information framework

[143, 136].

1.3.3.2. PEN DNA/enzyme patterns

In 1.2.4.2 we described the engineering of predator-prey oscillations and waves

using PEN reactions. In this framework, the design of reaction networks de-

pends on DNA hybridization rules and can thus be rationalized. In contrast,

catalysis depends on DNA-dependent enzymes. Enzymes provide specificity

and a simple way to keep the network out of equilibrium by the slow consump-

tion of chemical energy from dNTPs, but they introduce a source of variability

that cannot be fully rationalized. PEN reactions have been recently used to

demonstrate a series of temporal [87, 29, 100, 88] and spatiotemporal pattern

[101, 153, 155, 154, 132]. Here, we will describe the experimental implementa-

tion of a French flag pattern of positional information using a spatial bistability

mechanism [154] (Figure 1.5, central panel).

As described earlier, spatial bistability generates two chemically distinct

zones separated by a sharp border from a morphogen gradient and a bistable
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network whose bifurcation parameter is the morphogen concentration [107].

Figure 1.5e represents three PEN reactions that encode a bistable system

[88]: i) the autocatalytic production of A mediated by template TA (A+TA →

TA + 2A), which is similar to prey growth; ii) the nonlinear degradation of

A mediated by repressor strand R (A+R→W+R, W a waste strand), called

repression and related to predation but with a non self-complementary R; and

iii) the linear degradation of A and W by the exonuclease enzyme. We remind

that in PEN reactions certain strands, here R and TA, are protected against

degradation and their concentrations remain constant.

Sequence design allows to make the autocatalysis A slow and non-saturable

and its repression by R fast and saturable. Thus, as long as [A] is low enough,

the fast repression pathway controls the global kinetics making the concentra-

tion of A tend to 0. In return, above a certain threshold, [A]th ≈ [R], A will

saturate repression and autocatalytic amplification will control the kinetics of

the reaction network, bringing [A] to a non-zero steady state balanced by pro-

duction and degradation. We conclude that such network is bistable (i.e. it has

only two possible outcomes for all possible initial concentrations of A) and [R]

is a bifurcation parameter of the bistable network because it sets the threshold

[A]th.

The authors generated a gradient of R in a 5 cm-long glass capillary of

rectangular cross-section while the concentrations of all other species (A, TA,

dNTPs and enzymes) were uniform (Figure 1.5g). In these conditions, A grew

autocatalytically on the left side of the channel, where [R] is low. This created

a front profile of [A] that propagated from left to right through a reaction-

diffusion process [153], until it reached the bifurcation concentration of R. At

this point the propagation of the front stoped reaching a steady-state, creating
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two chemically-distinct zones (presence of A, absence of A).

By assembling two bistables one obtains a tetrastable network with two

autocatalytic nodes A and B and a strand RA-RB that represses both (Fig-

ure 1.5f). In the presence of a gradient of RA-RB, such system produces a

French flag pattern inside a channel reactor. As expected, this pattern is made

of three chemically distinct zones separated by sharp borders: on the left side

species A and B are produced, in the center, only A is produced, and on the

right side, neither A nor B are produced (Figure 1.5h). Importantly, the pattern

was stable for several hours.

In order to mimic material differentiation during embryo development,

DNA-coated beads were used. A channel containing a uniform suspension of

beads that could be aggregated with either strand A or B produced a 3-band

pattern of aggregated beads that superimposed with the 3-band pattern of

DNA concentration (Figure 1.5h).

Recently, the lifetime of PEN reactions has been significantly increased

[132], generating positional information patterns that lasted more than 60

hours inside millimetric tangible pieces of hydrogel immersed in oil [131]. The

compatibility of PEN pattern formation with materials such as beads and

hydrogels is an important feature to develop materials inspired from embryo

development.

1.3.3.3. Transcription-translation patterns

Gene regulation is used by living organisms to build out-of-equilibrium chemi-

cal behaviors that allow them to adapt to a changing environment and process

chemical information. During gene regulation, a gene GA is transcribed by an

RNA polymerase into RNA RA, which is subsequently translated by the ribo-
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some into protein PA. It may happen that PA has the property of regulating

gene production, either from a different gene Gi or from itself. For instance,

by blocking or promoting the transcription reaction, thus causing respectively

the repression or the activation of the downstream protein. In that case, PA

is called a transcription factor. This way, using transcription and translation

reactions, regulatory networks can be constructed.

Since the 1960s, it is possible to recapitulate these reactions outside of

living cells using so-called cell-free transcription-translation (TX-TL) systems

[31]. In the last two decades, the purity and performances of the cell-free TX-

TL systems have been greatly enhanced. For example, improving chemical

energy regeneration pathways allows keeping gene regulatory networks out-of-

equilibrium inside open reactors [96, 54]. These efforts have also permitted to

use TX-TL networks to study pattern formation.

Isalan, Lemerle and Serrano published in 2005 a seminal paper demon-

strating that positional information patterns could be obtained using cell-free

TX-TL reactions [48]. The experimental setup was crude but allowed to im-

plement a spatial bistability mechanism and produce patterns related to those

observed in the Drosophila gap gene network discussed above.

More recently, Karzbrun, Bar-Ziv and collaborators introduced an open mi-

crofluidic spatial reactor where TX-TL reaction networks could be maintained

out of equilibrium for long periods of time without perturbing reaction-diffusion

dynamics [54]. Using this device they implemented positional information over

a system of diffusively-coupled genetic oscillators [123] (Figure 1.5, bottom

panel). The oscillator is encoded through a nonlinear activator-repressor loop

of transcription factors. σ28 activates the synthesis of CI, which represses σ28,

forming a loop (Figure 1.5i). Oscillations, i.e. real-time changes in protein con-
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centration, are reported by putting the synthesis of green fluorescent protein

(GFP) under the control of CI.

To keep the system out of equilibrium the authors used an open reac-

tor composed of diffusively-coupled microchambers (Figure 1.5j). The DNA

molecules carrying the corresponding genes are attached to the surface of the

microchambers. The chambers are connected to each other through thin chan-

nels where gene products can diffuse, forming a one-dimensional array. In ad-

dition, each chamber is connected by another thin channel to a wider channel

parallel to the array, where a continuous flow of all the components necessary

for transcription and translation is maintained. This second set of thin chan-

nels allows exchange of enzymes and small molecules from and to the wider

channel but precludes hydrodynamic flow, and acts as a physical sink, thus

keeping the system out of equilibrium.

The authors investigated the reaction-diffusion dynamics of the oscillators.

In the absence of a gradient of positional information, the oscillations in each

chamber were synchronized if the coupling between the chambers —controlled

by channel geometry— was sufficiently strong. In the presence of an underlying

gradient of activator gene, spread out over 10 compartments, the synchrony

of the oscillators vanished into more complex spatio-temporal patterns (Fig-

ure 1.5k). Surprisingly, their oscillating period remained nearly constant, and

neighboring compartments could exhibit anti-correlated patterns.

In conclusion, diverse molecular systems have been used to produce pat-

terns of positional information. These systems have now passed their early

stages, and are becoming increasingly complex. All of these methods rely on

DNA molecules and thus convert molecular information into spatial complex-

ity. They start to be mature to be coupled to materials and implement the
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idea of ‘genome for a material’.
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1.4. Force generation and morphogene-

sis in reconstituted cytoskeletal ac-

tive gels

As outlined in the introduction, the basics of morphogenesis are anisotropic

mechanical forces generated under the control of chemical species. In the living

embryo, mechanical forces are largely exerted by the cytoskeleton, which is a

complex set of protein filaments and molecular motors that hydrolyze ATP

and generate local forces. In this section, we will review materials made of

reconstituted cytoskeletal gels that induce macroscopic forces and deformations

in vitro. We start by summarizing the basic properties of cytoskeletal proteins.

We then briefly introduce the hydrodynamic theory of active gels to help the

reader understand the mechanisms underlying active gel contractions. Finally,

we review the panoply of structures and shapes that can be generated by

cytoskeletal proteins in vitro: gliding filaments, aster formation, contractions,

active flows, corrugations and vesicle and droplet deformations.

1.4.1. Cytoskeletal filaments and molecular mo-

tors, the building blocks of active gels

The cytoskeleton plays a central role in the organization of eukaryote cells. It

is a dynamic structure and a prototypical dissipative material that has been

investigated both for its fundamental importance in biology [20, 10] and as

a building block of artificial systems [94, 1]. Two of the main constituents

of the cytoskeleton are actin filaments and microtubules and their associated
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molecular motors.

These two filamentous systems have very different physico-chemical prop-

erties associated with distinct cellular functions. Actin filaments are polymers

of actin with a double-helical structure that make them relatively flexible (with

a persistence length lp ≈ 20 µm [11, 1]). Microtubules are polymers of tubulin

with a tubular structure that make them particularly rigid (lp ≈ 1 − 5 mm)

but allow them to buckle when compressed [116, 1]. Both types of filaments

are polar, with a minus and a plus end, and both polymerization and depoly-

merization rates are significantly biased by polarity. Polymerization consumes

energy (from ATP in the case of actin [10] and from GTP for microtubules [85])

while depolymerization may happen spontaneously [85, 13]. However, filament

length may be stabilized by using drugs, such as taxol for microtubules and

phalloidin for actin filaments. In vitro, these filaments may form homogeneous

solutions and liquid crystals, respectively at low and high monomer concentra-

tion [41], bundles of filaments in the presence of crowding agents [95], branched

networks in the presence of branching proteins [10, 124], or crosslinked gels with

the help of cross-linking proteins [10].

Myosins, kinesins and dyneins are the families of motors that move along

cytoskeletal filaments and exert forces by hydrolyzing ATP. They are essen-

tially composed of two parts: a globular head domain that binds to the fila-

ment, hydrolizes ATP and generates forces, and a filamentous tail domain that

transfers the force to other cellular structures, in particular to other motors

to generate material deformations or to cargos that need to be transported

within the cytoplasm. Myosins move along actin filaments and kinesins [133]

and dyneins do so along microtubules. In every organism there are tens of

different types of these motors with different characteristics [134, 10]. Except
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for rare cases, motors move specifically towards one end of the polar filament:

most myosins and kinesins move towards the plus-end whereas most dyneins

move towards the minus-end of their respective filaments. Typically, myosin

motors are weakly processive and form multi-motor complexes in vivo. On the

other hand, kinesins are processive and they are found as single motors in

vivo. In addition, actomyosin complexes generate forces that make cells de-

form and move —with an important role during embryo morphogenesis— and

microtubules and kinesins and dyneins deal with intracellular transport —in

particular during cell division.

1.4.2. Active gel theory for a 1D system

Active gels are materials with the rheological properties of a gel that are able

to convert chemical energy into macroscopic forces. The combination of (i) cy-

toskeletal molecular motors (ii) polar filaments, and (iii) filament cross-linkers

is the minimal system to make an active gel in the presence of ATP. A high

concentration of ATP and of molecular motors will induce a displacement of

the filaments and set the gel in motion.

One way to describe these systems, in which chemical reactions induce

forces, is to add chemical terms to the hydrodynamic equations that describe

the deformation of a gel. To obtain the expression of these chemical forces we

follow the approach developed by Onsager in 1931, and applied to active gels

by Kruse, Sekimoto and coworkers [62], to determine the fluxes and the corre-

sponding conjugate forces that govern the out-of-equilibrium evolution of the

gel [97]. In Onsager’s vocabulary, a thermodynamic force is a quantity whose

difference induces a flux between two points. For instance, the temperature is
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a force that induces a heat flux. For a system not too far from an equilibrium

state, the fluxes can be expressed as linear combinations of the several forces by

introducing phenomenological coefficients. This is for example what happens

in the Soret effect where a diffusive particle flux is induced by a temperature

gradient identified as a thermodynamic force. As an example, we use Onsager’s

approach to derive the dynamical equations that describe the deformation of

a 1D active gel as illustrated in the top panel of Figure 1.6.

The reactive state of the gel is described using the concentrations ci and the

chemical potentials µi of the chemical species i, and its mechanical state with

the mass density ρ and the velocity field v that describes the gel’s motion. The

spatial coordinate is noted x. As a first approximation, one may consider solely

the reaction ATP→ ADP+Pi. We will see that this reaction induces a chemical

force identified to the difference of chemical potential ∆µ of ATP hydrolysis

and a flux related to the reaction rate r = −dcATP /dt, while the mechanical

deformation of the gel induces a mechanical force given by a velocity gradient

dv/dx and a flux given by the stress σ.

We first express the free energy F of the active gel

F = Fchem + Fkin (1.15)

that is the sum of its chemical free energy Fchem, which for reactions in solution

can be approximated with the chemical free enthalpyGchem =
∫
dx(µATPcATP+

µADPcADP +µPicPi), and the kinetic energy of the gel, Fkin =
∫
dx
(

1
2ρv

2
)
. The

free energy can be written as F = U − TS, with U the internal energy, T the

temperature and S the entropy. During the non-equilibrium process that we

are trying to describe, the rate of change dF/dt can be written as the sum of a

reversible part dFrev/dt = dU/dt, that we assume to vanish here as no work or
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external forces are considered, and an irreversible part dFirr/dt = −TdS/dt.

Using the conservation laws for chemical species, for the mass and for the mo-

mentum of the gel, we derive the irreversible part of the free energy rate that

can be written as

T
dS

dt
= −dF

dt

= −
∫
dx

(
r∆rG+ σ

dv

dx

)
, (1.16)

where r = −dcATP/dt is the rate of ATP consumption and ∆rG = µATP −

µADP − µP is the free enthalpy of ATP hydrolysis. σ is the 1D tension of the

active gel, also identified as the momentum flux in the gel. Its spatial derivative

dσ/dx is the local force.

The entropy production rate is the sum of two dissipative terms that can

each be decomposed into a flux and a thermodynamic force: (i) a chemical

contribution r∆rG, where the free enthalpy of the ATP hydrolysis, ∆rG, and

the reaction rate, r, are identified as the chemical thermodynamic force and

the associated flux, respectively, and (ii) a mechanical contribution σ dvdx , where

the velocity gradient dv/dx and the 1D tension σ can be identified as conjugate

forces and fluxes.

Assuming that the system evolves close to an equilibrium state, the fluxes

(σ, r) can be expressed as linear functions of the forces (dv/dx, ∆rG). Intro-

ducing Onsager coefficients η, ζ and Λ, one gets

σ = η
dv

dx
+ ζ∆rG , (1.17)

r = Λ∆rG− ζ
dv

dx
, (1.18)
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where η can be identified as the 1D viscosity of the gel. The coefficient Λ

is equal to the rate constant of ATP hydrolysis rescaled by kbT . Finally, the

proportionality coefficient between the chemical force ∆rG and the mechanical

flux σ, and between the chemical flux r and the mechanical force dv/dx, ζ, is

identical due to Onsager reciprocal relations

The first equation illustrates the chemo-mechanical coupling present in

these systems at the macroscopic scale. The stress σ is the sum of a pas-

sive viscous term ηdv/dx and an active term ζ∆rG proportional to the free

enthalpy of ATP hydrolysis. The second equation illustrates that these systems

present also a mechano-chemical coupling, the rate of hydrolysis depending on

the velocity gradient of the flow within the gel. As the active gel theory has

been developed by physicists with the goal of describing the shape change of

active gels, the first equation has been largely studied for systems of increasing

complexity [79]. The second equation, on the contrary, is rarely considered.

To illustrate the contraction of an active gel, for which we will provide

experimental examples below, we apply equation (1.17) to the deformation of

a 1D active gel of length L under a constant active tension ζ∆rG induced

by molecular motors (Figure 1.6c). The active forces are offset by external

forces applied at the edges. At t = 0, the external forces and the stresses at the

boundaries vanish and the gel contracts under active tension. In these systems,

inertia can be neglected and thus the equilibrium of forces must be met at every

point, which is written ∂xσ = 0. This equation combined with (1.17) yields

0 = η
d2v

dx2
+
dζ∆rG

dx
. (1.19)

As the active tension is uniform, the last term vanishes and we have 0 = η d
2v
dx2

.

Integrating this last equation, we find that the initial velocity of the gel material
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is equal to v = − ζ∆rG
η x and corresponds to a contraction of the gel.

The theory of active gels can also take into account the polarity of the

filaments by incorporating concepts from the hydrodynamic theory of liquid

crystals [63, 52]. This powerful theory accounts for the majority of the ob-

servations described in the next sections. In addition, it has been successfully

applied to active gels in living systems [16, 35, 72, 90].

1.4.3. Active structures generated by cytoskele-

tal systems in vitro

In the following, we will describe various motile and non-motile structures

that can be generated in vitro by combining cytoskeletal motors and filaments

in different ways. Importantly, all these structures are out-of-equilibrium and

need ATP or GTP hydrolysis to be created and sustained —primarily through

motor activity.

1.4.3.1. Gliding filaments

The most straightforward approach to observe macroscopic movement in mix-

tures of filaments and motors is the gliding assay. In these experiments, motors

are adsorbed on a surface and filaments move parallely to the surface plane

entrained by the motors in the presence of ATP [135, 61]. When the concen-

tration of the filaments increases, collective motion is observed. Examples are

density waves of actin filaments on myosin carpets [111] (Figure 1.6d) and

vortices of microtubules on dynein [118] and kinesin [47] layers. Importantly,

the formation of these microtubule vortices has recently been controlled with

DNA by using DNA-tubulin chimeras [57].
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Figure 1.6: Force generation and morphogenesis in reconstituted cytoskeletal
active gels. a) These gels are made of polymerized filaments, molecular mo-
tors and, potentially, passive crosslinkers, see text. In the presence of a source
of energy (GTP and/or ATP), active gels form complex out-of-equilibrium 3D
structures or lead to 2D collective effects. b) Pairs of conjugate thermodynamic
fluxes and forces in active gels. c) Modelisation of a contracting 1D active gel.
d) Polar patterns of actin filaments driven by adsorbed myosin motors. At
high concentration of filaments, density waves are observed. Adapted from
[45]. e) Self-organization of microtubules and motors into a lattice of asters.
The structures are polarity-sorted with an accumulation of motors in the cen-
ter. Adapted from [119] and [93]. f) Timelapse of a contractile actin-myosin-α
actinin gel. Adapted from [8], with permission from the Biophysical Society.
g) Internally-driven, chaotic flows of microtubule bundles formed by depletion
forces and kinesin clusters. Adapted from [109]. h) A 3D active nematic fluid
creates a stable corrugated sheet of well-defined wavelength [113].

1.4.3.2. Aster formation

When aggregates of motors are mixed with filaments at low motor/filament

ratios in a solution containing ATP, star-shaped structures of radially-oriented

filaments appear spontaneously. These structures, called asters, were first ob-

served by Nédélec, Surrey and co-workers using kinesin-1 aggregates mixed
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with static microtubules stabilized with taxol (Figure 1.6e) [93]. Kinesin ag-

gregates were obtained with biotinylated kinesin coupled to streptavidin as an

artificial mimic of natural microtubule-crosslinking motors such as kinesin-5

[20]. Importantly, asters are polar structures, with filament plus-ends at the

center and minus-ends at the periphery when plus-end kinesin aggregates were

used [119]. Computer simulations suggest that aster formation is due to the

accumulation of motors at the microtubule plus-ends [119]. Asters have also re-

cently been observed in dynein/microtubule [122] and myosin-2/actin filament

systems [145].

1.4.3.3. Contractions

When motor aggregates are mixed with filaments at higher motor/filament ra-

tios than for asters, a global contraction of the 3-dimensional meshwork made

of filaments and motors is observed. Global contraction was first reported by

Szent-György in 1942 in actomyosin gels from cell extracts [94]. More recently,

actomyosin contractions have been quantified in purified solutions containing

actin filaments, myosin II motor aggregates, and α-actinin cross-linkers [8].

Typically, 10 µL of this active gel contracted to 5% of its volume within 30

min, exerting forces of ∼ 1 µN (Figure 1.6f). Contractions were observed at

sufficiently high myosin/actin ratios and at intermediate cross-linker/actin ra-

tios [8]. So far, it has not been possible in vitro to restart a collapsed actin

network. In contrast, in vivo, actomyosin induces highly dynamic behaviors

due to the rapid renewal of actin filaments [89, 84]. Global contractions of mi-

crotubule networks have been observed in egg extracts [28], where they were

suggested to arise from dynein aggregates, and in purified microtubule gels

[126] in the presence of kinesin-5, which is a motor with two heads that pulls
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on two filaments at once.

1.4.3.4. Active flows

Aster formation needs the accumulation of motor aggregates on one end of the

filament extremities. Suppressing motor accumulation should make filaments

continuously slide along each other, creating filament flows that may induce

macroscopic flows in the solution. This is of particular interest to physicists

because it is a novel way of inducing liquid flow without applying an exter-

nal pressure [141, 79]. This fascinating behavior was first observed by Sanchez,

Dogic and collaborators [108] by simply adding a depletion agent (a hydrophilic

polymer) to a solution of kinesin aggregates and microtubules that otherwise

would produce asters (Figure 1.6g). Depletion forces induce a net attraction

between microtubules that aggregate into bundles [95, 12]. These bundles con-

tain filaments oriented in both plus and minus directions and are thus weakly

polar. As a result, motor aggregates will no more accumulate preferentially at

one end of the bundle and these will incessantly slide along each other car-

ried away by motors. Passive brownian particles immersed in such a solution

were entrained by the active flow of bundles with velocities up to 2 µm/s,

demonstrating the generation of macroscopic fluid flows. These flows where

chaotic, with vortices of typically 100 µm, but could be rectified in a toroidal

geometry, generating coherent flows that allowed the macroscopic transport of

liquid along circuits up to one meter long [148], confirming previous theoretical

predictions [141].

In a recent study, Roostalu and collaborators [106] introduced a different

way to suppress motor accumulation at filament ends: use dynamic filaments

that grow at the extremity where the motors would tend to accumulate. In this
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situation, chaotic flows were observed in the absence of a depletion agent. In

addition, the authors demonstrated that the same system could form asters,

contract, or display chaotic flows, depending on the control parameters. Higher

filament concentrations and growth rates promoted chaotic flows, while low

concentrations and growth rates favored aster formation. In addition, increas-

ing motor and filament concentrations promoted global contractions.

Interestingly, these 3D active flows can also be observed in 2D by just

putting the active solution in the presence of a water/oil interface. In this

situation, the depletion agent not only creates filament bundles but also pushes

them to the interface [108]. This forms a 2D liquid crystal nematic phase at

the interface, creating a new type of soft material: an active nematic liquid

crystal. In particular, the defects that inevitably appear in the nematic phase,

display rich dynamics [108, 21, 81, 98]. Although all these observations were

initially made in microtubule/kinesin systems, active nematic phases have been

recently reported in actin/myosin systems as well [64]. Interestingly, all these

striking non-equilibrium behaviors can be maintained in a closed-reactor for

several hours.

1.4.3.5. Corrugations

In 1990 Tabony and Job demonstrated that a solution of tubulin that polymer-

izes into microtubules by consuming GTP self-organizes into a stripe pattern

[120]. Initially interpreted as arising from a reaction-diffusion mechanism [33],

it is now clear that these patterns result from local forces exerted by growing

filaments [73]. These patterns were obtained in a channel reactor of rectangular

cross-section that was long in the x direction and thin in z. The boundaries

forced the initially short filaments to be aligned along the long axis of the
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channel. Upon growth, the filaments pushed each other producing periodic

corrugations in the xy plane.

More recently, Senoussi et al. demonstrated that a different type of corru-

gations could be observed with active gels that are prone to producing chaotic

flows [113] (Figure 1.6h). The authors introduced, in a channel of rectangular

cross-section, a solution of kinesin aggregates and microtubule bundles in the

presence of a depletion agent and ATP. In this study, the microtubules were

significantly longer than those used in the chaotic flow experiments described

above (10 vs. 2 µm, respectively). As a result, during the loading of the chan-

nel, the filament bundles orientate parallely to the x axis and form a nematic

phase. Passive forces due to depletion induced this solution to form a thin

nematic sheet that buckled in the xz plane due to active extensile forces and

generated a centimeter-sized periodic corrugated pattern with a typical wave-

length of 100 µm. The wavelength could be tuned by the active forces —the

motor concentration— or by the bending modulus of the sheet —for example,

the thickness of the gel. At high motor concentration the pattern was only

transient and ultimately broke into the chaotic flow state described earlier.

Active buckling has also been reported in contractile poroelastic actomyosin

sheets [46]. A crosslinked network of actin is contracting because of the presence

of aggregates of myosin motors, and buckles at its edges.

These three examples illustrate how cytoskeletal active gels can be used to

engineer morphogenesis in a macroscopic non-living material.

1.4.3.6. Vesicle and droplet deformation and movement

The encapsulation of cytoskeletal active gels inside water-in-water vesicles or

water-in-oil droplets is an attractive strategy to either deform or induce move-
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ment to a soft material, a topic that has been recently reviewed [6]. The de-

formation of vesicles containing growing microtubules or polymerizing actin in

the absence of motors was demonstrated in the early 1990s by Hotani and co-

workers [43, 86]. Polymerizing microtubules initially deform the vesicle into a

rugby-ball shape with thin tubes later emerging from each pole [43, 30, 25, 102],

while actin formed dumbbell-shaped vesicles [86]. Crosslinked actin and acto-

myosin gels were later encapsulated inside vesicles, which induced a variety

of gel structures but without modifying the shape of the vesicle: actin rings,

webs [70] and cortices [103], 3D gels [121, 127] and contracting cortices [18].

Vesicle deformation induced by actomyosin dynamics was demonstrated more

recently [74]. In addition, in an experimental tour de force, Sato and collabora-

tors engineered a vesicle containing microtubules and kinesins coupled to the

vesicle’s membrane through DNA hybridization and were able to induce DNA-

controlled periodic membrane deformations [110]. In a different context, the

Min oscillatory system described earlier (section 1.2.4), was recently reported

to induce vesicle shape deformation, possibly by the transient recruitement of

protein MinE on the membrane [71, 34].

The encapsulation of microtubule bundles and kinesin aggregates (see above)

inside droplets generated 2D flows close to the membrane interface that re-

sulted in droplet movement [108]. These active nematic droplets submerged in

an oil that naturally presents a liquid crystalline structure, produced a strong

coupling in the dynamics of defects between the active and the passive liquid

crystal [38]. Inside liposomes, the forces exerted by the active nematic distorted

the spherical shape of the liposome and generated sharp appendixes [56, 159].

In addition, polymerizing microtubules in the presence of kinesin aggregates

produced cortical bundles [7] and asters [7, 53], structures that were greatly
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influenced by the membrane composition [53]. Finally, Weirich et al. recently

reported that membraneless actomyosin droplets were able to form and divide

inside an aqueous solution [144].

In summary, active cytoskeletal systems display in vitro a variety of dy-

namic behaviors that are characterized by two features: the generation of local

forces by motors —or polymerizing filaments— that consume chemical energy,

and the properties of the composite material where these forces are exerted —a

liquid crystal or a cross-linked gel, for instance. These behaviors, that can be

described using the hydrodynamic theory of active gels, result in pattern for-

mation, such as asters, in the motion of macroscopic objects, such as droplets,

or in their deformation, as we have seen for active corrugations. In the future,

coupling the pattern formation systems discussed previously with active gel

deformations appears as a promising strategy for obtaining out-of-equilibrium

materials that emulate essential aspects of embryo development.

1.5. Conclusion and perspectives

We have attempted to illustrate that embryo development is a useful source of

inspiration to design and synthesize non-equilibrium materials. In this context,

we have considered embryo development as a molecular self-construction pro-

cess that transforms an amorphous mass into a highly differentiated material.

This multistep process occurs by interpreting chemical information through a

non-equilibrium process that consumes chemical energy. The successful imple-

mentation of this idea would provide artificial soft materials that build them-

selves following a developmental program, which may have applications for ma-

terial fabrication in remote locations —in space or inside a living organism—
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or when massive parallelism is needed.

We have focused our attention on two critical steps of the embryo devel-

opment: pattern formation and morphogenesis. Although both phases involve

molecular interactions, we argued that the former is essentially a chemical pro-

cess while the latter is mechanical. We have demonstrated that developmental

pattern formation is generally accounted for by two fundamental mechanisms:

Turing patterns and positional information. The Turing model is theoretically

attractive; however, it imposes severe constraints on the reaction mechanism.

Hence, the positional information model has been widely employed. For ex-

ample, this concept is at play in the formation of anteroposterior patterns of

protein concentration in the early development of the fruit fly. Additionally,

positional information patterns have recently been successfully implemented

in vitro with three different rational approaches: DNA hybridization, PEN

DNA/enzyme and transcription-translation reactions. We believe that these

approaches are now mature to explore the coupling between chemical and

morphological differentiation.

The implementation of chemo-mechanical coupling, which is essential for

morphogenesis, has been a long quest in chemistry. In this regard, our review is

far from being exhaustive. We have focused on reconstituted gels of cytoskele-

tal proteins, which take advantage of powerful biological motors and display a

rich variety of dynamical behaviors; from force-induced pattern formation to

movement and deformation of macroscopic soft materials. For reasons of space

we have not mentioned the use of synthetic molecular motors [55], of which

Feringa provides a review in an accompanying chapter of this book, and that

have recently been coupled to shape changes of macroscopic materials [69].

Other possibilities are illustrated by hydrogel deformation [82], in particular
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when coupled to the Belousov-Zhabotinsky oscillator [151, 150] or to DNA con-

centrations [17], by microfabricated homeostatic materials [40] and by osmotic

forces in droplet assemblies [140]. In addition to active cytoskeleton gels, all

these systems could be utilized to accomplish chemo-mechanical coupling in

the perspective explored here.

The coupling of pattern formation to morphogenesis is, in our opinion, an

important next step in our quest to build materials inspired from embryo-

genesis. This coupling is common in natural systems, such as the developing

embryo, but is unknown in synthetic materials. This knowledge is vital for the

advanced programming of self-organizing macroscale shapes at the molecular

level. The systems discussed in this chapter could all be used to reach this goal

in a near future. The development of such materials will undoubtedly lead

to so far elusive self-fabricated, force-exerting synthetic soft matter with the

potential of integration in soft robotics and biological environments.
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Ravnik, and Francesc Sagués. Active nematic emulsions. Science Ad-

vances, 4, 2018.

[39] J. Halatek, F. Brauns, and E. Frey. Self-organization principles of intra-

57



cellular pattern formation. Phil. Trans. Roy. Soc. B, 373, 2018. URL

http://rstb.royalsocietypublishing.org/content/373/1747/20170107.abstract.

[40] Ximin He, Michael Aizenberg, Olga Kuksenok, Lauren D. Zarzar, Ankita

Shastri, Anna C. Balazs, and Joanna Aizenberg. Synthetic homeo-

static materials with chemo-mechano-chemical self-regulation. Nature,

487(7406):214–218, 2012. ISSN 0028-0836. doi: 10.1038/nature11223.

URL http://dx.doi.org/10.1038/nature11223.

[41] A. L. Hitt, A. R. Cross, and R. C. Williams. Microtubule

solutions display nematic liquid crystalline structure. Jour-

nal of Biological Chemistry, 265(3):1639–47, 1990. URL

http://www.jbc.org/content/265/3/1639.abstract.

[42] Judit Horvath, Istvan Szalai, and Patrick De Kepper.

An experimental design method leading to chemical tur-

ing patterns. Science, 324(5928):772–775, 2009. URL

http://www.sciencemag.org/content/324/5928/772.abstract.

10.1126/science.1169973.

[43] Hirokazu Hotani and Hiroshi Miyamoto. Dynamic features

of microtubules as visualized by dark-field microscopy. Ad-

vances in Biophysics, 26:135–156, 1990. ISSN 0065-227X. URL

http://www.sciencedirect.com/science/article/pii/0065227X9090010Q.

[44] Kerwyn Casey Huang, Yigal Meir, and Ned S. Wingreen. Dynamic struc-

tures in ¡em¿escherichia coli¡/em¿: Spontaneous formation of mine rings

and mind polar zones. Proceedings of the National Academy of Sciences,

100:12724–12728, 2003.

58
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Andrew Callan-Jones, Mélina Heuzé, Tohru Takaki, Raphal Voituriez,

and Matthieu Piel. Confinement and low adhesion induce fast amoeboid

63



migration of slow mesenchymal cells. Cell, 160(4):659–672, 2015.

ISSN 0092-8674. doi: https://doi.org/10.1016/j.cell.2015.01.007. URL

http://www.sciencedirect.com/science/article/pii/S0092867415000082.

[73] Yifeng Liu, Yongxing Guo, James M. Valles, and Jay X. Tang. Micro-

tubule bundling and nested buckling drive stripe formation in polymeriz-

ing tubulin solutions. Proceedings of the National Academy of Sciences,

103:10654–10659, 2006.

[74] Etienne Loiseau, Jochen A. M. Schneider, Felix C. Keber, Carina

Pelzl, Gladys Massiera, Guillaume Salbreux, and Andreas R. Bausch.

Shape remodeling and blebbing of active cytoskeletal vesicles. Sci-

ence Advances, 2(4):e1500465, 2016. doi: 10.1126/sciadv.1500465. URL

http://advances.sciencemag.org/content/2/4/e1500465.abstract.

[75] Martin Loose, Elisabeth Fischer-Friedrich, Jonas Ries, Karsten Kruse,

and Petra Schwille. Spatial regulators for bacterial cell division self-

organize into surface waves in vitro. Science, 320(5877):789–792, 2008.

[76] Martin Loose, Karsten Kruse, and Petra Schwille. Pro-

tein self-organization: Lessons from the min system. An-

nual Review of Biophysics, 40(1):315–336, 2011. ISSN 1936-

122X. doi: 10.1146/annurev-biophys-042910-155332. URL

http://dx.doi.org/10.1146/annurev-biophys-042910-155332.

[77] F. J. Lopes, F. M. Vieira, D. M. Holloway, P. M. Bisch, and A. V.

Spirov. Spatial bistability generates hunchback expression sharpness in

the drosophila embryo. PLoS Comput. Biol., 4(9):e1000184, 2008. ISSN

1553-7358 (Electronic) 1553-734X (Linking). doi: 10.1371/journal.pcbi.

1000184. URL http://www.ncbi.nlm.nih.gov/pubmed/18818726.

64



[78] Alfred J. Lotka. Undamped oscillations derived from the

law of mass action. Journal of the American Chemi-

cal Society, 42(8):1595–1599, 1920. ISSN 0002-7863. doi:

10.1021/ja01453a010. URL https://doi.org/10.1021/ja01453a010

https://pubs.acs.org/doi/abs/10.1021/ja01453a010.

[79] M. C. Marchetti, J. F. Joanny, S. Ramaswamy, T. B. Liverpool,

J. Prost, Madan Rao, and R. Aditi Simha. Hydrodynamics of soft ac-

tive matter. Reviews of Modern Physics, 85(3):1143–1189, 2013. URL

https://link.aps.org/doi/10.1103/RevModPhys.85.1143.

[80] Luciano Marcon, Xavier Diego, James Sharpe, and Patrick Müller.

High-throughput mathematical analysis identifies turing networks

for patterning with equally diffusing signals. eLife, 5:e14022,

apr 2016. ISSN 2050-084X. doi: 10.7554/eLife.14022. URL

https://dx.doi.org/10.7554/eLife.14022.

[81] Berta Martnez-Prat, Jordi Ignés-Mullol, Jaume Casademunt, and

Francesc Sagués. Selection mechanism at the onset of active turbulence.

Nature Physics, 2019. ISSN 1745-2481. doi: 10.1038/s41567-018-0411-6.

URL https://doi.org/10.1038/s41567-018-0411-6.

[82] Eriko Sato Matsuo and Toyoichi Tanaka. Patterns in shrinking gels. Na-

ture, 358(6386):482–485, 1992. ISSN 1476-4687. doi: 10.1038/358482a0.

URL https://doi.org/10.1038/358482a0.

[83] Hans Meinhardt. Turing’s theory of morphogenesis of 1952

and the subsequent discovery of the crucial role of local

self-enhancement and long-range inhibition. Interface Fo-

65



cus, 2(4):407–416, 2012. doi: 10.1098/rsfs.2011.0097. URL

http://rsfs.royalsocietypublishing.org/content/2/4/407.abstract.

[84] Jonathan B. Michaux, Franois B. Robin, William M. McFadden, and

Edwin M. Munro. Excitable rhoa dynamics drive pulsed contractions in

the early ¡em¿c. elegans¡/em¿ embryo. The Journal of Cell Biology, 217:

4230–4252, 2018.

[85] Tim Mitchison and Marc Kirschner. Dynamic instability of microtubule

growth. Nature, 312(5991):237–242, 1984. ISSN 1476-4687. doi: 10.1038/

312237a0. URL https://doi.org/10.1038/312237a0.

[86] H. Miyata and H. Hotani. Morphological changes in liposomes

caused by polymerization of encapsulated actin and sponta-

neous formation of actin bundles. Proceedings of the National

Academy of Sciences of the United States of America, 89(23):11547–

11551, 1992. ISSN 0027-8424 1091-6490. doi: 10.1073/pnas.89.

23.11547. URL https://www.ncbi.nlm.nih.gov/pubmed/1454846

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC50589/

https://www.pnas.org/content/pnas/89/23/11547.full.pdf.

1454846[pmid] PMC50589[pmcid].

[87] Kevin Montagne, Raphael Plasson, Yasuyuki Sakai, Teruo Fujii, and Yan-

nick Rondelez. Programming an in vitro dna oscillator using a molecular

networking strategy. Mol. Syst. Biol., 7:466, 2011.

[88] Kevin Montagne, Guillaume Gines, Teruo Fujii, and Yannick Rondelez.

Boosting functionality of synthetic dna circuits with tailored deactiva-

tion. Nat. Comm., 7:13474, 2016.

66



[89] Edwin Munro, Jeremy Nance, and James R. Priess. Cortical flows

powered by asymmetrical contraction transport par proteins to

establish and maintain anterior-posterior polarity in the early c.

elegans embryo. Developmental Cell, 7(3):413–424, 2004. ISSN

1534-5807. doi: https://doi.org/10.1016/j.devcel.2004.08.001. URL

http://www.sciencedirect.com/science/article/pii/S153458070400276X.

[90] Stefan Münster, Akanksha Jain, Alexander Mietke, Anastasios Pavlopou-

los, Stephan W. Grill, and Pavel Tomancak. Attachment of the blasto-

derm to the vitelline envelope affects gastrulation of insects. Nature, 568

(7752):395–399, 2019. ISSN 1476-4687. doi: 10.1038/s41586-019-1044-3.

URL https://doi.org/10.1038/s41586-019-1044-3.

[91] J. D. Murray. Parameter space for turing instability in reaction diffusion

mechanisms: A comparison of models. J. Theor. Biol., 98(1):143–

163, 1982. ISSN 0022-5193. doi: 10.1016/0022-5193(82)90063-7. URL

http://www.sciencedirect.com/science/article/pii/0022519382900637.

[92] J.D. Murray. Mathematical Biology II :Spatial Models and Biomedical

Applications. Springer, New York, 2003.
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