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Control of Normal Flow PDEs with ISS Properties

Angelo Alessandri, Patrizia Bagnerini, Christophe Prieur, Anna Rossi

Abstract— This paper establishes some input-to-state stability
(ISS) properties w.r.t. in-domain process and measurement
disturbances for systems described by a normal flow equation
governed by an observer-based control scheme without knowl-
edge of the spatial derivatives of the viscosity solution. The
approach used to achieve the “a priori” ISS estimates of the
solution is not based on Lyapunov arguments and assumes fixed
boundary conditions. A one-dimensional case study is addressed
by both analytical and numerical treatments, which show the
effectiveness of the proposed approach.

I. INTRODUCTION

Input-to-State Stability (ISS) was developed by E. Sontag
in the late eighties [1], [2], for systems described by ordi-
nary differential equations, and has enabled the solution of
numerous robust nonlinear control problems that were pre-
viously neither known nor addressed. No other foundational
approach has reached comparable significance in the analysis
of forced and interconnected nonlinear systems. Recently, a
lot of efforts have been devoted to the extension of ISS to
infinite-dimensional systems described by partial differential
equations (PDEs). See recent textbook [3] for an introduction
of this notion for infinite-dimensional systems, and [4] for a
survey with some results on nonlinear ones, mainly semilin-
ear parabolic or nonlinear delay systems. Despite the large
literature, most of such results concern systems described
by linear hyperbolic and parabolic PDEs, while very little is
known about nonlinear PDEs as considered in this paper.

In this work, the robustness of a control scheme proposed
in [5] for a class of nonlinear PDEs known as normal flow
equations (NF, for short) is presented by showing its ISS
properties in a suitable sense. NF equations are pretty popular
in the research area of the so-called level set methods [6]—
[8], which have been developed to describe the moving fronts
for multi-dimensional applications such as fluid mechanics,
image processing, and material science. Among other, the
optimal control of heat equations is addressed in [9], [10],
where the free boundaries are modelled by level sets. In
[11], the use of approximation is pursued for the purpose of
optimal control involving level sets. Feedback controllers for
noise-free systems described by NF equations are presented
in [5]. Modeling and identification of fire fronts by using
level methods based on NF equations are considered in [12].

The stability of this class of nonlinear systems is in general
nonrobust with respect to external vanishing disturbances,

A. Alessandri, P. Bagnerini. and A. Rossi are with the University of
Genoa (DIME), Via all’Opera Pia 15, I-16145 Genoa, Italy (emails: an-
gelo.alessandri @unige.it; patrizia.bagnerini @unige.it; anna.rossi@unige.it).

C. Prieur is with the University of Grenoble Alpes, CNRS, Grenoble-INP,
GIPSA-lab, F-38000, Grenoble, France (christophe.prieur@gipsa-lab.fr).
His work has been partially supported by MIAI@Grenoble Alpes (ANR-
19-P3IA-0003)

as illustrated by a specific example in this paper (see the
numerical results section). Therefore a dedicated control
theory needs to be developed for such nonlinear PDEs. In
this context, the main objective of this work is to derive a
suitable control design method ensuring an ISS property of
the closed-loop system, in presence of external disturbance
and output measurement noise. To do that, we rely on the
wellposedness framework of [5] and extend the stability
results presented therein by explicitly accounting for the
presence of disturbances. It gives output feedback controllers
so that the nonlinear closed-loop NF system is ISS for inputs
defined by external disturbances and output measurement
noise.

The importance of ISS in order to devise robust controllers
for one-phase and two-phase Stefan models is highlighted
in [13], where a number of real-world applications to pro-
cesses with phase changes are presented. PDEs with moving
boundaries have recently attracted a lot of attention for
the capability to describe complex phenomena, which have
been poorly investigated up to now (see also [14]). Clearly,
the main difficulty is to find the appropriate ISS Lyapunov
function under the most general assumptions [15].

The paper is organized as follows. Notation and pre-
liminaries are described in Section II. The main result is
presented in Section III. Section IV provides an example of
asymptotically stable NF equation that is unstable in presence
of a vanishing external disturbance. Moreover, applying the
control design method of Section III yields an ISS closed-
loop system, as shown also by means of numerical simula-
tions. Conclusion and prospect of future work are discussed
in Section V.

II. NOTATION AND PRELIMINARIES

Given a set Q C RY, Q, 99, 1(Q) denote its clo-
sure, boundary, and Lebesgue measure, respectively. The set
C(Q) is the class of continuous functions in 2, while C(€2)
is the class of continuous functions in 2 with continuous
first-order derivatives. BUC(f2) denotes the set of bounded
uniformly continuous functions on ). For any 7' > 0,
consider the Hamilton-Jacobi equation

Gi(x,t) + H(x,t,¢(2,1), ¢o(x,1)) = 0 in Qx(0,T) (1)

where (2 is a bounded, smooth (e.g., with Lipschitz bound-
ary), open set; H : Q x [0,7) x R x R? — R is the
Hamiltonian function; ¢, denotes the gradient of ¢ w.r.t.
x; ¢o(x) € BUC(R) denotes the initial condition in €;
boundary conditions are needed as well. The function ¢; €
C°(Q2 x (0,7)) is a viscosity subsolution of (1) if and only



if there exists v € C1(Q x (0,T)) such that
vi(wr,t1) + H(wy, b1, ¢1(21,t1),v2(21,11)) <0

holds in (z1,%1) € 2x(0,T) local maximum point of ¢1 —v.
The function ¢ € C°(2x(0,T)) is a viscosity supersolution
of (1) if and only if there exists v € C(Q x (0,7)) such
that

ve(x2,t2) + H (w2, ta, p2(w2, t2), va(22,t2)) > 0

holds in (z2,t2) € Qx (0, T) local minimum point of ¢ —wv.

If ¢ is a viscosity subsolution and a viscosity super-
solution of (1), then ¢ is a viscosity solution of (1)
(see [16, Definition II.1]). For any integer n > 1 and
z € R, let |z|:=/>, z7. L2(2) denotes the Hilbert
space of square integrable functions ~(-,¢) : © — R”
with norm [y(-, )|z, := ([, |7(x,t)|2dx)1/2 < oo for all
t > 0. HY(Q) is the Sobolev space of square inte-
grable functions with square integrable first derivatives, i.e.,
HUQ) :={y € L2(Q) : 72 € L2(Q)}.

Let ¢ € HY Q) be an equilibrium of (1) if
H(z,t,@(x),p.(x)) = 0 for any ¢t > 0. Then, @ is said
to be: (i) Lo stable if for all ¢ > 0 there exists 6. > 0
such that |¢g — @lz, < 0 = |&(-t) — @le, < € for
all t > 0; (i) Lo asymptotically stable if it is stable
and lim; 4o |¢(-,t) — @|g, = 0; (iii) Lo exponentially
stable if there exists A > 0 such that |¢(-,t) — |z, <
¢ldo — ¢|z, exp(—At) for some ¢ > 0 and all ¢ > 0. If
|p(-st) — G|z, < ¢ exp(—At) holds instead of the condition
in (iii), i.e., without explicit dependence on |pg — @|z, in
the r.h.s., we simply say that ¢ converges exponentially to ¢
in the £, sense. Finally, the Young inequality is the upper
bound of the cross product of any couple of real numbers a
and b, as follows: 2ab < a? + b.

IIT. MAIN RESULTS

In this section, we consider the control of a multidimen-
sional NF equation affected by disturbances. More specifi-
cally, we deal with

Pe(x,t) + fz,t)|pr (2, )| = ulx, t) + w(x,t),
y(xvt) = (b(l'vt) + ’U(xvt)a

in Q x (0,T), where Q C RY, T > 0, f is a fixed
velocity field, u is the in-domain input, ¥y is the output, w
denotes the in-domain disturbance, and v accounts for output
measurement noises. As pointed out in [5], the knowledge
of the gradient of ¢ would facilitate the design of a stabi-
lizing controller for (2) in the absence of noises, given by
u(z,t) = =k ¢(x, t)+ f(x,t) |z (x, t)]. Likewise in [5], we
do not assume the knowledge of the spatial derivatives of the
solution and rely on a Luenberger observer for the second
term in the left-hand side of (2) (i.e., f(x,t) |¢.(z,1)]); this
observer provides an estimate of f(x,t)|¢.(z,t)| in such a
way to apply the control given by

2

'LL((E,t) = _ky(xat) + f(.’E,t)

o, ®

where k € R is the gain to be chosen and ¢(z,t) is the
estimate of ¢(x,t) given by the Luenberger observer

il t) + f(@, ) du (2, t)] + k(d(a, 1) —y(x,1)) = ulz, 7(54)‘)

The system based on the NF equation (2) entails the solution
of the following boundary-value problem upon the applica-
tion of a feedback law (this motivates the little abuse of
notation concerning u):

01, 6)+ £ (5, )62 ) = u(, 1, B, £)) + (2, )
in2x(0,7T),
y(x,t) = ¢(x,t) + v(z,t) in Qx(0,7T),
¢z, t) = o(x) in 0Qx(0,T),
6(2.0) = do(x) in 9,
&)

where ¢ € BUC(0RQ), ¢o € BUC(Q) and f € BUC(Q x
[0,T")) is a known function acting as velocity field. Com-
pared to (1), the Hamiltonian is given by H(x,t,s,p) =
f(z,t)|p|—u(x,t, s)—w(x,t). The existence and uniqueness
of viscosity solutions to (5) are guaranteed by the following
assumptions: w € BUC(Q x [0,T)), u€ BUC(Q x [0,T) x
R), u nonincreasing w.r.t. s for each x € Q,t € [0,T),
v € BUC(Q x [0,T)), as well as f, u,w and v Lipschitz
w.rt. x € ). Thus, we can apply [17, Theorem 7.1, p. 82]
since assumption (H1) is verified for f, u, w, v Lipschitz
wrt. ¢ € €, and (H2) holds with yg = 0, as u is non-
increasing w.r.t. s for each x € Q,t € [0,T). Concerning
the observer (4), we have to deal with the problem

e, 1) + f(,1) |fo (2, 8)] + k (S, 1) — Bz, 1))
A —kv(x,t) = u(z,t,¢(x,t)) in Q x (0,7T),
(;Aﬁ(x,t) = QDA(I) in 9Q x (0,7),
¢(z,0) = do(z) in Q,
(6)

for any T > 0 and with ¢y € BUC(9Q), f and u satisfying
the same assumptions considered for (5), ¢g Lipschitz in Q,
and ¢ solution of (5). The problem (6) has a unique solution
¢ € BUC(Q x [0,T)) since (i) ¢ is Lipschitz in €, the
unique solution ¢ of (5) is Lipschitz in Q x [0,T) (see,
e.g., [18]), and (ii) the Hamiltonian given by H(z,t,s,p) =
flx,t)|p|+ ks —u(z,t,s) —k ¢(x,t) — kv(x,t) satisfies the
conditions of existence stated in [17].

The following result connects the solution of (5) to the
sub and supersolutions of (6).

Lemma 1: For any T > 0, let ¢ be the viscosity solution
of (5) with ¢g Lipschitz in ). Then, for any o > 1,

d1(@,t) = d(x,t) +ce ' — sup |w(z,t)]
Qx[0,T)
—k sup |v(x,t)] € BUC(QY x [0,T)) (7)
Qx[0,T)

with ¢ < 0 and

da(x,t) :=¢(x,t) +de "+ sup |w(z,t)]
Qx[0,T)



w (%

¥ .

+ U + .
—k O— NF equation —»OT y

|

NF observer

9.l

A

Fig. 1. Sketch of the control loop.

+k sup |v(z,t)] € BUC(Q2x[0,T)) (8)
Qx[0,T)
with d > 0 are a viscosity subsolution and a viscosity
supersolution of (6) with k > «, respectively.

The proof of the previous lemma is given in Appendix.
For the proposed control (shown in Fig. 1) the following ISS
property holds. This is the main result of this paper (proven
in appendix section).

Theorem 1: For the closed-loop system given by (2), (3),
and (4) under the assumptions stated in the formulations
of the problems (5) and (6), if k > 1 the solutions (b,d; €
BUC(Q x [0,T)) for all T > 0 satisfy the following bound

00, 1)]a < V2 (@)Y 8419, 0)|z, ) e *

+V2u(Q)? ( w(z, t)] + & _sup

B Iv(fcvt)|> :
Qx[0,T)
)

forallt € [0,T), where 3 > 0 is such that |po(x)—do(z)] <
B for all x € Q.

sup
Qx[0,T)

Remark. Some observations are in order.

« It is worth noting that the above result is more stringent
as compared with the stability condition for the noise-
free case presented in [5, Theorem 2, p. 4], for which
it is required k£ > O instead of k > 1.

o As for nonlinear finite-dimensional control systems,
there exist globally asymptotically stable NF equations
that are unstable in presence of vanishing disturbance.

Next section will concern the presentation of the results
obtained with a simple case study.

IV. A SIMPLE ONE-DIMENSIONAL EXAMPLE

In this section, we evaluate the effectiveness of the pro-
posed approach by dealing with a simple one-dimensional
example, which is analytically proved not to be ISS by
showing an unstable behavior when subject to a converging
disturbance in the absence of control. Next, we will illustrate

how to stabilize this system by using the proposed control
scheme and show simulations performed in Matlab with the
level set methods toolbox developed by Mitchell [19].

Note that ISS property does not hold in general for
globally asymptotically stable NF equations. Consider, for
example, the one-dimensional NF equation

du(w,t) + [, 1) |6, (2, )] = 0 in (0,1) x [0, +00) (10)

where
A(@)
rt) = —
J(@,1) (t + 2)log(t + 2)
with boundary conditions ¢(0,t) = ¢(1,t) = 0 for all ¢t > 0.
One can prove that (10) is globally stable in the £y sense by
using a simple quadratic Lyapunov functional. In addition,
it is straightforward to verify that (10) with initial condition
@(x,0) = A(z) over [0, 1] admits the viscosity solution

log(2) AM(z
oo, 1) = BDAD

log(t + 2)

having an £, norm that converges asymptotically to zero.
However, in the presence of an external in-domain distur-
bance as described by

(rbt(xat) + f(xvt) |¢T(I7t)| = w(x’t)
with initial condition ¢(x,0) = A(x) and
2\ (x)

Az) := min(z,1—z) (11)

12)

w(z,t) = ————— 13
(z,1) log(2)(t + 2) (13)
tending to zero asymptotically, the viscosity solution
log(t +2) Az
sot) B2 M)
log(2)

is asymptotically divergent.

Let us address the problem to design the proposed con-
trol to (10) and analyze it by means of simulations. The
solution of the problems (5) and (6) together with (3)
were obtained on the interval [0, 1] discretized via a regular
grid composed of 100 discretization points. Both (5) and
(6) were approximated with numerical schemes for non-
linear hyperbolic equations. In particular, a total variation
diminishing Runge—Kutta scheme of second order was used
for time discretization and an upwind second-order essen-
tially non-oscillatory scheme [20] was utilized for space
approximation. In all simulations we chose initial condition
do(z) = ¢o(z) = A(z) and boundary conditions ©(0) =
©(1) =0 for all t > 0.

In the first collection of tests, w was given by (13),
whereas we set v = 0. The graphs of ¢(-,¢) for different
values of ¢ € [0, 1.5] are reported in Fig. 2 for k = 0,0.4, 1,
and 5. As expected, ¢ diverges for £ = 0. Note that, even
if for £ = 0.4 the stability condition k£ > 1 is not fulfilled,
a stable behavior is observed since ¢ increases for a certain
time and then decreases. This result is not surprising since the
stability condition we found is proved to be only sufficient
and not necessary, thus presumably conservative to some
extent. For £ = 1 and k£ = 5, ¢ shows an asymptotically
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Fig. 3. Simulation result with control (3) (k = 2) and in-domain uniformly
distributed random disturbances w and v. The initial condition is depicted
in red.

stable behavior to the origin as expected. In the second test
illustrated in Fig. 3, random noises uniformly distributed in
the ranges [—0.08,0.08] were considered for both w and v
with the control parameter k set to 2.

V. CONCLUSION

The paper extends some of the results presented in [5] by
demonstrating that ISS bounds hold in a suitable sense for the
considered observer-based control scheme for NF equations
upon the choice of a sufficiently high gain. Such theoretical
findings have been confirmed by simulation results. The
relevance of this work concerns the potential application to

the control of shape dynamics or moving fronts/interfaces,
usually modelled by means of normal flow equations in
two or higher dimensions, for which the present results
hold. Thus, future efforts will be devoted to the control of
more complicated systems such as airlift bioreactors (see,
e.g., [21], [22]) or in general multi-phase flows described
by Navier—Stokes equations combined with NF equations
to account for moving interfaces (e.g., bubble dynamics for
bioreactors), while providing robustness guarantees in terms
of ISS.

APPENDIX

In this appendix we first prove Lemma 1, and then
Theorem 1.

A. Proof of Lemma 1
First, we show that q?)l is a viscosity subsolution of (6).
Let 0 € C1(Q x (0,T)). Since

0(z,t):=0(z,t)—ce '+ sup |w(z,t)|+k sup |v(z,t)|
ax[0,T) ax[0,T)

is a C'* function in 2 x (0, T) and ¢ is the viscosity solution
of (5), it follows that

Ou(xy,t1) + fl21,t0)10s (21, 10))|
—u(xy,t, ¢(w1,t1)) —w(xi,t1) <0

if (21,t1) € Q x (0,T) is a local maximum point of ¢ — 6.

By definition of #, we obtain

O(z1,t1) +cae™ M + f(x1,t1) |0z (21, t1)]



- u(xhtla (b('rl?tl)) - w(xlatl) S 0
and hence, using (7),

Oc(x1,t1) + fla1,t1) |0u (21, t1)| + @ (¢1 (1, t1) — P21, 1))

—u(xy,t1, ¢(z1,t1)) + . sup
Qx[0,T)

|v(z,t)] < 0.

lw(z,t)| —w(z1,t1)
+ ka sup
Qx[0,T)
If £ > a, as ¢31 (x1,t1) — ¢(x1,t1) < 0, we obtain
Ou(a1,t1) + fx1,t1) [0x (21, t1)| + K (f1 (@1, t1)
—¢(x1,t1)) — kv(wy, t1) —u(xr, tr, ¢(xy, t1)
<O (z1,t1) + f(z1,t1) |0z(z1,t1)| + (le(xlatl)

— ¢(x1,t1)) —u(wy, ty, ¢(xr,t1)) — kv(zr, tr)

+a w(@,t)] — w(zi,t) —a_sup |w(z,?)|
Qx[0,T)

sup
Ox[0,T)

+w(z,t1) + ka sup
ax[0,T)

w(z, )] + w(zy, 1)

|v(x,t)] —ka sup |v(z,t)]

Qx[0,T)

< —a sup

Qx[0,T)
— k(’U(Il,tl) +« sup |’U(I,t)|) S 0
Qx[0,T)

where the last inequality holds since o > 1. Therefore, él
is a viscosity subsolution of (6) since (x1,t1) is a local
maximum also for

pr—0=¢+ce ' — sup |w(x,t)|—Fk sup |v(z,t)]
Qx[0,T) Qx[0,T)

—0=¢—0.
To prove that (i)g is a viscosity supersolution of (6), let

(x2,t2) € 2 x (0,T) be a local minimum point of ¢2 — 6,
for all § € C1(Q x (0,T)). Since

0(z,t):=0(zx,t)—de "= sup |w(z,t)|—k sup |v(z,t)|
Qx[0,T) Qx[0,T)

is a C'! function in 2 x (0,7, ¢ is a viscosity supersolution
of (5) and (w2, t2) is also a local minimum point of ¢ — 0 =
¢o — 0, we have

0: (2, t2) + (w2, t2) |04 (22, t2)|—
U(l‘g,tz, ¢($2at2)) - w<.’1727t2) Z 0.
Thus, by definition of 6, it follows that
Ht(x27t2) + dae_at2 + f(xZ;tZ) |0x(x27t2)|
- U(ZQatQa ¢(x27t2)) - w(xQ’tQ) > 0
and, by (8), reads
Op(22,ta) + f(22,t2) |04 (22, t2)| + a (da(w2, t2)

— d(x2,t2)) —a sup |w(z,t)| — w(w2,t2)
Qx[0,T)
—u(wz,t2, P(22,t2)) —ka sup |v(z,1)] = 0.

Qx[0,T)
If k> a, as (]BQ(!L‘Q,tQ) — ¢(za,t2) > 0, we obtain

0c(x2,t2) + f(2,12) |00 (2, t2)| + k(2 (22, t2)

— (w2, t2)) — kv(xe,t2) — u(we, to, P(x2,t2))

> Oy(x2,t2) + f(22,t2) |02 (22, t2)| + a(da(22, 12)

— (2, t2)) — (T2, t2, @(22,t2)) —a_sup  |w(z,t)|
Qx[0,T)

—w(ze,ta) + @ sup |w(z,t)] + w(za,tz) — kv(za,t2)
Qx[0,T)
+ka sup |v(x,t)]—ka sup
Qx[0,T) Qx[0,T)
>a sup |w(z,t)|+ w(ws,tz) + k(e sup |v(z,t)]|
Qx[0,T) Qx[0,T)

- ’U(antZ)) Z 07

|v(z, 1)

namely, (52 is a viscosity supersolution of (6). This concludes
the proof of Lemma 1. |

B. Proof of Theorem 1

Before proving the main result, let us first state and prove
the following intermediate result based on Lemma 1.

Lemma 2: For any a > 1, there exists § > 0 such that

p(x,t)] < Be ™+ sup |w(x,t)|
ax[0,T)

+Ek sup |v(z,t)],te[0,T)

Qx[0,T)

(14)

for all T > 0, where (x,t) := ¢(x,t) — p(x,t) and ¢, ¢ are
viscosity solutions of (5) and (6), respectively, with k > «
and ¢g, ng Lipschitz in Q.

Proof. Since ¢, ¢g € C°(€), there exists 3 > 0 such that
|po(z) — do(x)| < B. If k > a, by Lemma 1 we can write
that

(bl(xvt) = (b(x?t) - ﬂe_at _7sup \w(a:,t)|
Qx[0,T)

—k sup |v(z,t)]
Qx[0,T)

and

P2(w,t) = p(x,t) + Be™" + sup |w(z,t)]
Qx[0,7)

+ k sup
Qx[0,T)

v(, 1)

are sub and supersolution of (4), respectively. Moreover,

$1(2,0) = ¢o(z) — B — sup |w(a,1)|

Qx[0,T)

—k sup |v(z,t)] < do(x) < dolx) + B
ax[0,T)

+ sup |w(z, )|+ k sup |v(z,t)| = do(x,0)
Qx[0,T) Qx[0,T)

for x € Q and

1 (x,t) = p(z) — e = sup |w(z,1)]

Qx[0,T)
—k_sup |o(z,b)] < ¢(x,t) = @(x) < do(w, 1) = ()
Qx1[0,T)

+Be—at+ sup |w(g;7t)|—|—]€ sup |U<x7t)|
ax(o.1) ax[o.7)



on 9 x (0,T). Hence, using [17, Theorem 5.1], it follows n \@M(Q)l/g

that, on Q x [0,7), sup |w(z,t)|+k sup |v(z,t)]

Qx[0,T) ax[0,T)
2 —at . .
p1(z,t) = p(z,t) — Be™ " — sup |w(x,?)] for any k > « with o > 1. Thus, the choice o = k > 1
ax[o,T) provides the tightest bound given by (9). This concludes the
—k sup |u(z,t)| < o(z,t) < o(x,t) + Be ! proof of Theorem 1. [ ]
Qx[0,T)
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