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Abstract: The optical absorption spectra of the azobenzene-
functionalized metal-organic framework, PCN-123, are calcu-
lated in cis and trans configurations using the Bethe-Salpeter
equation (BSE) formalism and the GW approximation using
periodic and non-periodic models. In the visible, near-UV and
mid-UV region the optical excitations in the MOF are asso-
ciated with the azobenzene functionalities and this results in
spectral features similar to the case of the gas phase azoben-
zene and the azo-functionalized ligand. The most noticeable
difference is the significantly more intense S1 band for cis in
the MOF as compared to the free molecules which points to a
faster and more complete cis→trans isomerization in the frame-
work, with strong implications for the design of MOFs with high
photoconversion efficiencies. Consistent with these findings, all
the molecular models employed to represent the MOF, includ-
ing the smallest, are found to yield a reasonable description of
the low energy optical spectra (between 2 and 5 eV) of the
periodic framework, with the exception of the stronger S1 band
of cis in the MOF, a feature that we attribute to a limitation
of the fragment model to correctly represent the wavefunction
of the extended framework.

Introduction
Due to their controllable chemical structure and porosity,
metal-organic frameworks (MOFs) have attracted much at-
tention during the past 20 years for a wide range of appli-
cations such as chemical sensing,1 gas storage,2 gas sepa-
ration,3 catalysis,4 electronics,5 optoelectronics,6,7 and en-
ergy storage devices.8 The high internal surface area, pore
volume, and selective affinity9,10 for CO2 make MOFs among
the best candidate materials for CO2 capture.11–15 The main
issue associated with carbon capture technologies is that
the adsorption and desorption cycles, performed for example
by using temperature swing adsorption, are associated with
large energy penalties and therefore high operating costs.16

A fascinating strategy proposed to perform more energy-
efficient adsorption/desorption cycles is the use of light-
responsive frameworks. In these MOFs, the desorption
of certain gases can be obtained using molecular photo-
switches. Specifically, the use of light excitation, preferably
in the visible range, rather than temperature for example,
can enable a more energy efficient separation process, be-
cause the use of thermal energy can be fully or partially

by-passed in favour of filtered sunlight, thus potentially re-
ducing the cost of the separation/capture process.

The first work showing a reversible change in gas up-
take upon light irradiation was reported in 2012 by Park
et al. for PCN-123 MOF.17 By functionalizing the ligands
of MOF-518 with azobenzene moieties, the authors reported
a significant change in CO2 uptake upon UV-Vis irradiation
possibly as a consequence of the photoisomerization of the
azobenzenes anchored to the MOF scaffold. In the following
years, a few experimental studies confirmed that the change
in the gas adsorption properties in other photoresponsive
azobenzene-functionalized MOFs is indeed related to differ-
ent fractions of cis and trans isomers within the MOF.19–23

In the case of PCN-123, the microscopic mechanism behind
the reversible adsorption and desorption of CO2 was later
identified by some of us to be the blocking and unblocking
of the metal node, i.e. the strongest adsorption site for CO2,
by cis and trans configurations, respectively.24 Larger pho-
toisomerization yields were predicted to result in larger dif-
ferences in gas uptake24 between adsorption and desorption
thus contributing to enhance the efficiency of the process.
As such, designing MOFs with more efficient photoswitch-
ing properties can be considered as one of the central focuses
in this field.

In the case of solvated azobenzene molecules, large photo-
switching yields are obtained by exploiting the selective ab-
sorption of light by cis or trans at specific wavelengths.25–28

Typically, cis → trans photo-switching is achieved upon ir-
radiation with visible light (λ ∼ 420 nm) by exciting the
S1 peak (i.e. the n → π∗ transition) where cis has a larger
molar absorption than trans, and viceversa, the trans →
cis photo-switching is performed by exciting with UV light
(λ ∼ 325 nm) the intense S2 (π → π∗) of trans.26 In the
case of MOFs, a few experimental studies have shown that
the main spectral features of functionalized photoresponsive
MOFs resemble the ligand case in the UV-Vis region and
that photoisomerization does occur in the MOF.19,20,23,29,30

However, due to the lack of computational studies on the
subject, the nature of the excitations in the MOF and their
similarity with the molecular case have not been established
yet. This represents the first open question that we want
to address in this work. By studying to which extent the
optical properties of the functionalizing gas phase molecule
or the ligand resemble the periodic MOF we may validate
the use of small MOF fragments for future studies. Besides,
the resemblance of the character of the excitations between
the MOF and the molecular counterpart (azobenzene here)
has strong implications on the mechanism of isomerization
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and thus the quantum yield of isomerization.
Despite MOFs being crystalline solids, their electronic

bands often feature small or negligible dispersion.31 This
has motivated several authors to employ molecular fragment
models to study the electronic and optical properties of MOF
crystals.32–40 Using fragments of MOFs, if justified, can be
advantageous as it permits to employ accurate wavefunction
methods such as coupled-cluster, configuration-interaction,
or multi-configurational methods with reasonable computa-
tional expense. The second aspect that we want to address
is the accuracy of the fragment approach to study the opti-
cal absorption properties of this class of materials and this
is done here for the paradigmadic case of PCN-123. We
employ the Bethe-Salpeter equation (BSE) formalism41–50

to describe the two-body electron-hole bound state and the
GW approach44,47,48,51–53 to compute quasiparticle ener-
gies. Compared with the more standard time-dependent
density-functional theory54 (TD-DFT), the BSE/GW for-
malism exhibits a few advantages. The GW eigenvalues
used for constructing BSE Hamiltonian are more accurate
than DFT Kohn-Sham (KS) eigenvalues. Then, the non-
local screened Coulomb interaction,W , provides an accurate
description of the non-local Coulomb interaction between
the electron and hole, of importance for charge-transfer or
Rydberg excitations.55 The latter of the two is possibly the
reason behind the success of BSE in accurately describing
excitations of different types.56–58

First, we assess the validity of a molecular model by
employing three different choices of fragments with a pro-
gressively increasing number of metal nodes and azoben-
zene functional groups, and we compare the results with
the corresponding fully-functionalized periodic MOF. A
comparison is performed at the DFT level using Perdew-
Burke-Ernzerhof (PBE) parametrized semilocal exchange-
correlation (XC) functional,59 at theGW quasiparticle level,
and in fine using BSE to study the optical spectra and the
character of the excitons. We find that the BSE/GW spec-
tra of cis and trans PCN-123 closely resemble those of the
free azobenzene molecule. The BSE/GW/PBE results show
that all fragments, including small ones, yield optical spec-
tra in good agreement with the periodic result between 2
and 5 eV (∼ 250 - 600 nm), i.e. the region where absorption
is dominated by the azobenzene functionalities. Fragment
models are used also to compute the cis and trans spectra
using BSE/GW/PBEh, where the PBEh is the PBE global
hybrid functional and the amount of exact exchange (EXX)
in PBEh60 is tuned have a DFT starting point fulfilling the
ionization potential (IP) condition.61 This choice is moti-
vated by our recent study62 where we showed that this allows
to achieve a good quantitative agreement with experimental
S1 for a series of solvated azobenzene derivatives. Besides
providing the spectral region where the largest selective ab-
sorption of each isomer occurs, the calculated spectra point
to the possibility of a more efficient cis → trans back iso-
merization in the MOF due to the significantly more intense
S1 (i.e. n → π∗) of cis azobenzene in the framework, as
compared to gas phase of solvated azobenzene.

Computational methods
The GW method is adopted to correct the KS eigenvalues
by using a self-consistent procedure on the eigenvalues63,64

described below. The KS eigenvalues are corrected pertur-

batively, by replacing the exchange-correlation contribution
to the KS eigenvalues by the expectation value of GW self-
energy operator Σ(r, r′, E) onto the KS eigenstates, as fol-
lows:

εGWn = εKS
n + 〈φKS

n |ΣGW (εGWn )− V XC |φKS
n 〉 , (1)

Here, the subscript n corresponds to nth KS state, the su-
perscripts KS and GW denote the level of theory, |φKS

n 〉 is
the nth KS eigenstate, and V XC is the DFT XC potential.
For the first iteration, G0W0, the Σ(r, r′, E) is computed
using the input DFT eigenstates εKS

n , φKS
n . In the subse-

quent iteration, the εG0W0
n replace εKS

n and so forth until the
quasiparticle gap is converged within 0.1 eV to yield the so-
called evGW quasiparticle energies. Only a limited number
of frontier eigenvalues are corrected explicitly at GW level
and the rest are corrected using the scissor operator. See
below for more details.

The evGW energies and the KS eigenvectors εevGWn , φKS
n

are then used to build the BSE Hamiltonian. Within the
BSE formalism, the optical excitations are computed by
solving a linear algebra problem similar to the Casida equa-
tion of TD-DFT.54 The BSE eigenvalue problem can be
written compactly as:[

R C
−C∗ −R∗

][
Xµ
Yµ

]
= Ωµ

[
Xµ
Yµ

]
(2)

where R (R∗) represents the resonant coupling between
electron-hole excitations (de-excitations), whereas, the off-
diagonal blocks C and C∗ describe the non-resonant cou-
pling between excitations and de-excitations. Xµ and Yµ are
the excitation and de-excitation components, respectively,
of the two-body electron-hole (eh) eigenstate Ψµ(re, rh) ex-
pressed in the transition basis [φv(rh)φc(re)] and µ is the
index of excitation, with φv and φc representing the KS va-
lence and conduction states. Thus Ωµ are the eigenvalues
of BSE, i.e. the excitation energies, and the corresponding
eigenvectors Ψµ(re, eh) are written as:

Ψµ(re, rh) =
∑
vc

[Xvc
µ φv(rh)φc(re) + Y vcµ φc(rh)φv(re)] (3)

The eigenvectors yield the probability amplitude of finding
the electron and hole at re and rh, respectively. To com-
pare the character of the exciton between the different ap-
proaches, we compute and plot for each relevant excitation,
µ, the hole-averaged electron density and charge-averaged
hole density as follows:

ρµ(re) =

∫
drhΨµ(re, rh)Ψ∗µ(re, rh) (4)

ρµ(rh) =

∫
dreΨµ(re, rh)Ψ∗µ(re, rh) (5)

Periodic calculations
The DFT calculations are performed using Quantum
ESPRESSO.65,66 Optimized norm-conserving Vanderbilt
pseudopotentials obtained from Pseudo-DOJO vault are
used to model the interaction between ionic core and the
valence electrons.67,68 The geometry of PCN-123 MOF was
optimized using the rev-vdW-DF2 functional69 by taking
the global minimum configuration for trans and cis found in
our previous work.24 Specifically, these geometries are ob-
tained by performing a full geometrical optimization using
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Ligand P Q Rf-PCN-123

Figure 1. Illustrations of the unit cell of the PCN-123 MOF, the PCN-123 ligand, and fragments P, Q and R, in cis configuration.
Colour code as follows, C: gray, N: blue, H: white, Zn: cyan, O: red. The periodic MOF is shown by aligning the [111] direction
perpendicular to the plane; the black lines outline the boundaries of primitive unit cells of the PCN-123 crystal.

the primitive cell of PCN-123 which contains six ligands and
a total of 178 atoms, including the azobenzene functionali-
ties. In cis, all molecular functionalizations where optimized
in the cis 2 configuration discussed in Ref. 24, i.e. with
each azobenzene ring blocking one metal node. The DFT
eigenvalues and eigenstates for excited state calculations are
obtained using PBE XC functional.59 Kinetic energy cut-off
of 80 Ry and 320 Ry is used for truncation of basis set
representing Kohn-Sham orbitals and Kohn-Sham charge
density respectively. Reciprocal space is sampled using Γ
point only which is found to be sufficient in absence of band
dispersion.

The BSE/GW calculations are performed using
YAMBO.70,71 To avoid escalation of computational ex-
penses, the frequency dependence of the dielectric matrix
is approximated using Godby-Needs plasmon-pole model.72

For the calculation of dielectric screening, a total 3000 KS
states are used including the 380 valence states. Out of all
the KS states, 128 valence states and 128 conduction states
are corrected explicitly by GW and used to build the BSE
Hamiltonian. To reduce the cost, only the resonant coupling
between the electron and hole is considered for the BSE. For
the same reason, the sizes of the plane-waves basis used for
different steps in BSE and GW are truncated at lower ki-
netic energy cut-offs than the cut-off used for DFT. Details
of the these truncation parameters and their convergences
are provided in Tab. S1 of the supplementary information
(SI). Bruneval-Gonze terminator is used to speed-up the
convergence of correlation part of the GW self-energy with
respect to sum over the number of unoccupied states.73

Fragment calculations
The geometries of the fragments of PCN-123 are constructed
by cleaving parts of the fully functionalized (i.e. every ligand
is functionalized) and fully optimized PCN-123 MOF24 by
terminating unsaturated bonds with H atoms. Because we
focus on the low energy excitations which are possibly asso-
ciated with the azobenzene functionalization, the fragments
are constructed so as to keep the chemical connectivities of
the ligand intact. In our earlier work, the structure of the
azobenzene functionalization in PCN-123 was found to be
sensitive to the MOF milieu due to steric factors and strong
van der Waals interactions.24 To not deviate from the struc-
ture of periodic PCN-123, no further geometrical optimiza-

tion is performed on the fragment except for the relaxation
of the coordinates of the added H terminations.

Three different fragment models were adopted and these
are shown in Fig. 1. The smallest, named P, includes only
one metal node and an azobenzene-functionalized ligand;
fragment Q includes two complete metal nodes and again
one functionalized ligand; fragment R (176 atoms), includes
four metal nodes and three functionalized ligands. An il-
lustration of the fully functionalized periodic PCN-123, to-
gether with the ligand also used for comparison in this work,
are also reported in Fig. 1.

The DFT calculations of the fragments are performed us-
ing NWChem.74 The correlation-consistent basis sets aug-
cc-pVDZ75,76 are used for azobenzene, the PCN-123 ligand,
and fragments P and Q. A cheaper minimally-augmented
maug-cc-pVDZ77 basis set is used for the larger fragment
R. LANL2DZ effective core potential (ECP) and the corre-
sponding basis set is used for Zn in fragment R.78,79 The use
of ECP and the smaller basis set for fragment R causes a blue
shift by up to ∼0.2 eV in the BSE spectra (see Fig. S1). For
fragment Q and R, both PBE and PBEh with 40% EXX
are used to compute the DFT ground state. Such a per-
centage of EXX in the PBEh global hybrid functional has
been tuned to reproduce the GW quasiparticle ionization
potential with the DFT highest-occupied molecular orbital
(HOMO) eigenvalue.

The BSE/GW calculations for fragments are performed
using FIESTA.57,63,80 Unlike for the periodic case, the fre-
quency dependence of dielectric screening is not approxi-
mated by a plasmon-pole function. The contour deforma-
tion technique and the Coulomb-fitting resolution of identity
(RI-V) with the universal Weigend Coulomb fitting auxiliary
basis81 are used for integration over frequencies to calculate
the GW self-energy Σ(r, r′, E). The full BSE Hamiltonian
in considered in this case. The number of eigenvalues cor-
rected at GW level and the number of states used to build
the BSE Hamiltonian vary for each fragment and they are
tabulated in Tab. S2.

To deal with the electrostatic polarization of the fragments
due to the MOF environment in the ground state, a con-
ductor like screening model82 (COSMO) as implemented in
NWChem is used. The MOF environment is thus approx-
imated using the optical dielectric constant of the periodic
PCN-123 in the zero-frequency limit (εopt ∼ 1.76) obtained
using the random-phase approximation in YAMBO.

To account for the screening by the environment at
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the GW and BSE level, a QM/MM (Quantum Mechan-
ics/Molecular Mechanics) approach is used by a employ-
ing discrete polarizable model.83,84 The MM part is mod-
eled as a fixed cubic lattice of polarizable pseudo-atoms
which are assigned the atomic polarizability computed from
the zero-frequency optical dielectric constant (εopt or square
of the refractive index) of periodic PCN-123 by using the
Clausius-Mossotti formula. The reaction-field matrix which
describes the screening by the MM part is computed using
the MESCAL code.85 This screening from the environment
is added to the screened Coulomb potential W by solving
the following set of equations:

ṽ = v + vχMMv (6)
W = ṽ + ṽχ0W (7)

where χ0 is the independent-particle susceptibility, v is
the bare Coulomb potential which is dressed (i.e. ṽ) by the
environment reaction field,83,84 and thus W is the screened
Coulomb potential incorporating the screening from the MM
part. The GW energies are then corrected by using the
∆COHSEX correction83 (i.e. Coulomb-Hole screened ex-
change) which is essentially the difference between the COH-
SEX self-energy calculated with and without the MM screen-
ing. Practically, first the evGW eigenvalues are calculated
in gas phase and then the ∆COHSEX correction is added.
Here, evGW refers to G3W3 and G2W2 for PBE and PBEh
DFT starting points, respectively. At the first GW step,
only the HOMO and LUMO are GW corrected, and the
scissor operator is applied. In the subsequent steps, more
states are explicitely corrected to yield quasiparticle values
converged within 0.1 eV similar to YAMBO. The environ-
mental effect are then included as follows:

εGWe
n ≈ εGWn + ∆εCOHSEX

n

= εGWn + 〈φKSn |ΣCOHSEX/MM − ΣCOHSEX |φKSn 〉
(8)

A detailed description and the accuracy of use of QM/MM
model in conjunction with GW and BSE has been discussed
in literature.62,83,84,86,87 The screened Coulomb potential
including environmental effects is then used for the BSE
Hamiltonian.62,87

Results and Discussion

Kohn-Sham ground state
The density of states (DOS) computed using PBE for the
three fragment models of PCN-123, the gas phase azoben-
zene and the periodic PCN-123, is shown in Fig. 2. We only
report the cis case, for clarity, the trans case being simi-
lar is reported in Fig. S3. The total DOS (gray) and the
projected-DOS (pDOS) are shown in each case. For the lat-
ter we plot the DOS projected onto the 2p-states of N (blue),
the 2p-states of the O atoms connecting the metal-node and
the ligand (yellow), and the states associated with the Zn4O
node (red). The magenta strips in the case of azobenzene
highlight the π, n, π∗ states which are involved in the exci-
tations found in the UV-Vis region of the absorption spectra
and leading to photoisomerization,26 as discussed in the in-
troduction. For the PCN-123 ligand, the frontier orbitals
retain a character analogous to the π, n and π∗ of cis and
trans azobenzene (see Fig. S2 of SI) with some mixing of
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Figure 2. (a) pDOS of different models of cis PCN-123 calcu-
lated with PBE. The upper panel represents the pDOS of the
fully-functionalized periodic system, i.e. f -PCN-123 while (P),
(Q) and (R) represent fragments with a progressive increase in
size as illustrated in Fig. 1. A 0.1 eV broadening is applied in
every case. For fragment Q the PBEh (40% exact exchange) is
also plotted for comparison. The DOS and pDOS are presented
with different scales for different models. (b) and (c) π, (d) n, (e)
π∗1 and (f) π∗2 KS eigenstates of cis fragment Q represented by
plotting isosurface of |φn|2 with green and yellow depicting oppo-
site signs of the original wavefunction ±φn. The midpoint of the
fundamental gap is taken as the Fermi level.

p-states of O atoms into π and π∗. Two anti-bonding π
states close in composition and energy, i.e. π∗1 and π∗2 , arise
in all cases in place of the single π∗ of azobenzene and are
highlighted in cyan in the PDOS. The breaking of symmetry
between the two benzene rings upon attachment of the car-
boxylic acid or groups in one of the two phenyl rings lead to
two different π∗ states which localize predominantly on the
N atoms and the benzenedicarboxylic acid (see lower panel
of Fig. 2).

The electronic structure of the three fragments, in the
vicinity of the band gap, maintains features similar to the
periodic MOF in terms of energy and composition (see cyan
strips in Fig. 2). The wavefunction corresponding to these
states is plotted in the lower panel of Fig. 2 for cis fragment
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Q. A similar behavior is found for all MOF models. For
comparison, these states are also plotted for azobenzene and
for the ligand in Fig. S2. Even for the ligand, the DOS
resembles the MOF case for the KS states near the gap;
below -2.5 eV and above 2.5 eV this agreement vanishes due
to the presence of the states associated with the Zn4O metal
node. Moving away from the gap, the DOS of the three
fragments P, Q and R which include single or multiple metal-
oxide nodes show a reasonable resemblance with the f -PCN-
123 case, for both occupied and unoccupied levels. A similar
behavior is found for trans f -PCN-123 (see Fig. S3).

The DOS of cis fragment Q calculated using PBEh with
40% exact exchange is also shown in Fig. 2 for comparison
(see Fig. S4 for trans). As expected, the PBE band gap of
2.1 eV for cis and 1.9 eV for trans increases to 5.5 and 5.2 eV,
respectively, using PBEh, as expected from the EXX-tuning
procedure that matches the DFT KS IP onto the evGW
level.

Because we do not impose any symmetry constraint dur-
ing the geometrical optimization, the steric hindrance of the
pendant groups inside the MOF results in different config-
urations of the six azobenzenes within the unit cell and in
the twisting and bending of the BDC (benzenedicarboxy-
late) ligands.24 Such geometrical distortions and configura-
tional disorder mimic to some extent the structural disorder
of the pendant groups found experimentally in PCN-12317

and lead to the broadening of the DOS and the BSE spectra
(vide infra).

The GW correction: fragment ver-
sus periodic
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Figure 3. GW quasiparticle energies (in eV) of cis f -PCN-123
computed at four GW iterations.

The GW quasiparticle energies computed at four GW
iterations using YAMBO for the cis f -PCN-123 are plot-
ted in Fig. 3. Only the states that are explicitely corrected
are shown in the figure. We find that three GW iterations
(G2W2) are sufficient to reach a convergence with criterion of
∆Eg < 0.1 eV (with Eg=band gap) with respect to the pre-
vious step and the evGW band gap is 5.73 eV (G3W3 value),
almost 4 eV larger than the PBE gap (1.9 eV). Assuming a
similar behaviour of GW convergence for trans f -PCN-123,

three iterations of GW are performed and deemed sufficient.
A similar trend is found with the fundamental gap open-
ing from 1.68 eV (PBE) to 5.31 eV (G2W2) (see Fig. S5).
Henceforth, the term evGW refers to G2W2 for YAMBO
calculations.

The GW correction was also computed for all the frag-
ment models and for the PCN-123 ligand. The final evGW
quasiparticle gaps are reported in Tab. 1. In case of non-
periodic systems, the evGW eigenvalues are reported after
applying the ∆COHSEX correction accounting for environ-
ment screening as explained in the previous section. The
∆COHSEX procedure closes the band gap by about∼0.7-0.9
eV with respect to the gas phase evGW value (see Fig. S9).
This arises from polarization (screening) effects that stabi-
lize holes and electrons. The evGW quasiparticle energies
for the ligand and fragment models plotted against the KS
eigenvalues are reported in Fig. S8.

The comparison of the evGW quasiparticle corrections
computed for the periodic MOF, the three fragment choices,
and the ligand, are reported in Fig. S6. Overall, the correc-
tion shows the same qualitative behaviour. We find a good
quantitative agreement among the non-periodic models, but
we note some discrepancy between the non-periodic and the
periodic models. The periodic YAMBO calculations yield
smaller evGW corrections compared to the non-periodic FI-
ESTA calculations (see Fig. S7). Thus despite the PBE gap
being essentially the same for the periodic and non-periodic
case (within 0.2 eV), the periodic evGW band gap is ≈ 1 eV
smaller (∼ 0.8− 1.1 eV) compared to the non-periodic case
(see Tab. 1). This difference may be attributed to the differ-
ent computational approaches such as the use of pseudopo-
tentials and the plasmon-pole approximation, in YAMBO,
and the use of incomplete bases in FIESTA, as shown and
discussed in detail in Ref. 88. Also, on the fragment side,
the possible discrepancies on the long-range contribution
to the screened Coulomb potential W , as described by the
QM/MM ∆COHSEX scheme, may affect the fragment GW
calculations. As shown below, the much better agreement of
optical BSE excitations, for which the impact of a change in
the environmental screening is known to be much smaller,
points in this direction. Finally, the fragment approximation
may result in somehow different KS eigenstates. This can
be inferred by looking at the independent-particle spectra
computed for the periodic model and for fragment Q using
the epsilon.x utility of Quantum ESPRESSO (see Fig. S11)
for both calculations. Specifically, the ratio between the first
two excitations is significantly different in the two cases, with
the first excitation being significantly less intense (compared
to the second) in the fragment as compared to the periodic
MOF.

For non-periodic models, the evGW eigenvalues are cal-
culated also with PBEh with 40% exact exchange as start-
ing point (see Tab. 1). The hybrid functional used here
fulfils the ionization potential theorem such that the DFT
HOMO eigenvalue matches with the evGW ionization po-
tential (within 0.2 eV). In our earlier work,62 we showed
that the use of such IP-tuned hybrid functionals to describe
the Kohn-Sham ground state yields very accurate BSE/GW
excitation energies of crucial n → π∗ transition for a range
of azobenzene derivatives. The DFT band gap calculated
here with PBEh is significantly larger (i.e. > 3 eV) (see
Fig. 2), as expected, compared to the PBE one, bringing it
much closer to the evGW band gap. This is further shown
in Fig. S10 where the evGW correction is plotted against the
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Table 1. DFT and evGW gaps for periodic and non-periodic models of PCN-123 calculated with PBE and PBEh (see text). The evGW gap
for the non-periodic calculations are computed by employing an embedding scheme to account for environmental effects at both the ground
state and GW level, using ∆COHSEX for the latter.

PBE evGW/PBE PBEh evGW/PBEh

Model cis trans cis trans cis trans cis trans code
Ligand 2.08 1.94 6.59 6.44 5.39 5.24 6.71 6.53 FIESTA

P 2.07 1.88 6.38 6.23 5.38 5.19 6.51 6.36 FIESTA

Q 2.10 1.90 6.52 6.33 5.45 5.20 6.68 6.50 FIESTA

R 1.94 1.88 6.52 6.43 5.28 5.30 6.62 6.65 FIESTA

f -PCN-123 1.90 1.68 5.73 5.31 - - - - YAMBO

KS energies for the frontier states of fragment P, Q and R:
the evGW correction is ∼1 eV when using the PBEh start-
ing point compared to ∼3 eV for PBE. It is interesting to
note that, regardless of the XC functional used for the DFT
starting point, the evGW quasiparticle energies converge to
close values (see Fig. S12) for both trans and cis, for either
the fragments and the ligand, thus confirming the robustness
of GW method.89–92

The BSE optical spectra: fragment
versus periodic
The BSE/evGW /PBE spectra of cis and trans configura-
tions of f -PCN-123 and the fragment models are plotted
in Fig. 4. Despite the fact that the difference in the evGW
band gap between the periodic and non-periodic calculations
reaches up to 0.8 eV for cis and 1.1 eV for trans (see Tab. 1),
the energy of the S1 excitation (i.e. n → π∗1) agrees within
∼ 0.1− 0.3 eV for both cis and trans. As mentioned above,
this is possibly due to the much reduced impact of envi-
ronmental screening onto the neutral optical excitations, for
which solvatochromic shift are known to be much smaller
than the shift in electronic energy levels. As a matter of
fact, errors in the screened Coulomb potential enters with
opposite sign in the quasiparticle gap than in the electron-
hole interaction, leading to well-known cancellation of errors
at the BSE level. Thus, large differences in the quasiparticle
gap may reduce in the corresponding optical gap.93

For cis configuration, the first optical band corresponds
to the HOMO → LUMO (n→ π∗1) transition, similar to the
case of gas phase or solvated azobenzene. The second optical
band (yellow in Fig. 4), the S2, corresponds to the n → π∗2
excitation which is absent in azobenzene. The third (sky-
blue) optical band, the S3, is due to the π → π∗1 excitation.
The S4, in red, contains mixed π → π∗1/π → π∗2 excitations.
From the fourth optical band onwards, the one-to-one cor-
respondence among excitons of different models fades away,
mostly owing to the increasing contribution of O atoms of
the ZnO4 noded and to the more delocalized character of
the exciton.

For trans, the S1 band (gray) is due to the n → π∗1 ex-
citation, whereas the S2 (yellow) is dominated by π → π∗1
along with some contribution from n → π∗2 and π → π∗2 ,
specifically for fragment R and the periodic system. The
character and energy of S1 and S2 are similar to the azoben-
zene molecule. It is important to stress that for fragment R,
the energy of S1 and S2 for both cis and trans is blueshifted
compared to the smaller PCN-123 fragments possibly due
to the use of effective-core-potentials and a smaller basis,
as discussed in the computational section. This is shown

in Fig. S1 where the effect of these approximations on the
calculation of the BSE spectrum is reported for a smaller
fragment.

To illustrate the similarities among the different models,
the electron-averaged hole density (in yellow) and the hole-
averaged electron density (in green) of the n → π∗1 and
π → π∗1 transitions are plotted, respectively, for cis and
trans, in Fig. 5 for the ligand, fragments Q and R, and
the periodic MOF. For clarity, we neglect fragment P which
exhibits the same character of the exciton. We plot the
excitonic density for these two transitions, since these corre-
spond to the most intense bands in the low energy range
which are usually employed for excitation in the UV-Vis
range to induce large photoisomerization yields. Excitation
at the maxima of these two bands will result in efficient
trans-to-cis photoisomerization when the S2 (of trans) is ex-
cited, and viceversa, when the S1 (of cis) is excited.27,28

The excitonic densities of the fragment model are reported
in Figs. S14-S18 (for cis) and Figs. S20-S24 (for trans). For
the n→ π∗1 and π → π∗1 excitations, a good correspondence
is found among the different MOF models. The character
of the excitation is fairly maintained, however, the exciton
may delocalize when models with multiple ligands are em-
ployed. In general, as the energy of the exciton increases
the character becomes more delocalized (see Figs. S18 and
S24). The localization on multiple ligands is found also for
certain excitons in the S1 band for both cis (see Figs. S18
and S17) and trans (see Figs. S24 and S23). Furthermore,
excitons localized on different ligands can have a different
character on each ligand. For example, the exciton number
23 in trans f -PCN-123 plotted in Fig. S24 consists of both n
and π holes on different ligands and, similarly, the electron
has both π∗1 and π∗2 character on different ligands.

Overall, the non-periodic models reproduce fairly well
the optical absorption of the periodic MOF up to 4.5 eV,
consistent with excitons being localized on the azobenzene-
functionalized ligands in this spectral region, while at higher
energies the absorbance of the Zn4O nodes becomes signif-
icant. See for example, the excitons of the S4 for cis f -
PCN-123 (Fig. S18), and the S3 and S4 for trans f -PCN-
123 (Fig. S24). This implies that excitations in the visible,
near-UV and mid-UV spectral region can be used to target
azobenzene excitation thus possibly resulting in isomeriza-
tion provided that the excited state dynamics is similar to
the molecular case and that steric hindrance is not a lim-
iting factor. This is unlike many other azobenzene based
photo-switching systems where use of UV light for azoben-
zene isomerization is very restricted due to absorption in
that range by other chemical entities.94

To better visualize the spectral regions with large selec-
tive absorption, we plot the BSE/evGW/PBE spectra of
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Figure 4. BSE/evGW spectra of different models of cis (a) and trans(b) PCN-123 obtained by multiplying the oscillator strength by
a Lorentzian of 0.1 eV broadening (HWHM). The color strips denote the optical bands involving excitations with similar character (see
text).

cis (n⮕π*)

trans (π⮕π*)

Ligand Q R Periodic

Ligand Q R Periodic

Figure 5. Excitonic densities of electron and hole as defined in eq. 4 and 5. The densities plotted in top row correspond to n → π∗1
(cis) and densities in bottom row correspond to π → π∗1 (trans). The hole and electron densities are plotted in yellow and green colors,
respectively.

trans and cis in the same figure, for azobenzene, the PCN-
123 ligand (in gas phase geometry), fragment R and the
f -PCN-123 (see Fig. 6). For fragment R we plot also the
BSE/evGW/PBEh spectra.

Moving from azobenzene to fragment R and finally to f -
PCN-123, the most intense peak in both trans (i.e. π → π∗1)
and cis (i.e. n→ π∗1) undergoes a blueshift by ∼0.5 eV and
∼0.2, respectively. It is important to note that the n → π∗1
optical band of cis in the periodic calculations exhibits a sig-
nificantly higher intensity compared to any other fragment
model. The visual inspection of the n → π∗1 exciton in the
different MOF models discussed above and reported in the
upper panel of Fig. 5 allow to establish a good correspon-
dence between the periodic and the fragment models. How-
ever, the spatial localization and the symmetry of the wave-
function may differ quantitatively thus affecting directly the

value of the oscillator strength. As discussed above, this is
confirmed by the independent-particle spectra computed for
both the periodic and the fragment Q. The two spectra have
similar features and the biggest difference is the signficantly
more intense first excitation in the case of f -PCN-123 as
shown by the plotted ration between the two cases in the
lower panel of Fig. S11. Thus, we attribute this discrep-
ancy in the intensity of the first excitiation to a limitation
of the fragment approach in describing the correct KS peri-
odic eigenstates.

The excitation energies and the oscillator strengths of
n→ π∗ excitation of azobenzene calculated with BSE/GW
was shown to be very sensitive to the choice of DFT func-
tional62 owing to the change in the KS states. On the other
hand, the position of π → π∗ optical band is comparatively
resilient to change in the DFT functional. This occurs also

7



azobenzene10x

cis trans

ligand

R

f-PCN-123

2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5

E (eV)

R (PBEh)

A
b
so

rp
ti

o
n
 (

a
.u

)

Figure 6. BSE/evGW/PBE spectra of azobenzene, PCN-123
ligand, fragment R, and f -PCN-123. All spectra in the low en-
ergy region are multiplied by 10 for visual clarity. The lower panel
show the BSE/evGW/PBEh (40% EXX) spectra of fragment R.

in this case: we report the comparison of the BSE/evGW
spectra of gas phase azobenzene computed with PBE and
with the IP-tuned PBEh (60% EXX) in Fig. S25. The
experimentally-extracted values of the azobenzene S1 energy
(cis: 2.92 eV, trans: 2.82 eV) are in excellent agreement with
the BSE S1 excitation energies computed using the IP-tuned
PBEh (cis: 3.00 eV, trans: 2.83 eV).25,27,62 A non-negligible
deviation from experiment is instead found when using the
PBE starting point (cis: 2.23 eV, trans: 2.43 eV.)

In light of these results, to attempt a quantitative descrip-
tion of the optical properties of this material we compute the
BSE spectra of fragment R with PBEh using 40 % of exact
exchange which tunes the Kohn-Sham IP to the evGW IP.
The BSE spectra of either isomers is shown in the lower
panel of Fig. 6. When PBEh is used, the energy of n → π∗1
blueshifts by ∼0.5 eV for both cis and trans. The π → π∗1
excitation of trans does not vary appreciably in energy. The
oscillator strength of n→ π∗1 increases for cis from 0.012 to
0.033 (∼ 2.7 times) upon change in the functional. The wide
and intense band found for cis in the range of 4.5-5.0 eV is
blueshifted to energies higher than 5 eV making trans the
dominant absorber between 4 and 5 eV. In case of trans, the
use of hybrid functional separates the π → π∗1 excitations
from n → π∗2 and π → π∗2 excitations resulting in two dis-
tinct optical bands instead of a single one as in the case of
PBE. Like for the PBE case, the BSE/evGW/PBEh spectra
show a small blueshift of the S1 of cis and the S2 of trans
in the PCN-123 MOF as compared to gas phase azobenzene
(in Fig. S25). The S1 of cis is at 3.0 eV for azobenzene (see
Fig. S25) and approx. 3.1 eV for PCN-123 (see Fig. 6) and
the S2 of trans at 3.9 eV for azobenzene and 4.1-4.5 eV for
PCN-123.

Finally, we briefly comment on the effect of the geometry

of the azo-molecules on the optical absorption properties,
in particular when fragment models are employed. Because
of the structural disorder within the MOF and because the
geometry of the fragments is taken by carving one (fragment
Q) or multiple (fragment R) ligands from the periodic MOF
containing six geometrically different ligands, it can happen
that by taking only one of these, such as in fragment Q, the
relative intensity between trans and cis could change. This
is indeed the case when we compute the BSE/evGW/PBEh
(40% EXX) spectra of trans and cis using a fragment Q
taken by carving the specific ligand that exhibits the largest
distortion compared to the other five ligands (and compared
to gas phase). This specific choice would yield spectra with
the n → π∗1 excitation in trans being more intense than in
cis (see Fig. S26). Some caution is advised in this regard to
avoid a biased result.

Conclusion
To summarize, our study of the optical absorption spec-
tra of cis and trans PCN-123 MOF, performed by employ-
ing the BSE/evGW approach allows to shed light for the
first time on the nature of the electronic excitations of an
azobenzene-functionalized MOF. Similarities and differences
among the optical absorption of the fully functionalized
MOF, the azobenzene molecule and the MOF azobenzene-
functionalized ligands are shown and discussed. On the com-
putational point of view the accuracy of the fragment model
is assessed by adopting a QM/MM approach where the envi-
ronmental effects are considered both at the DFT level and
at the GW and BSE level. In the low energy region, up to
4.5 eV, a satisfactory description of the optical properties
of the periodic material can be obtained already by using
the smallest fragment (fragment P) which consists of one
metal node and a single functionalized ligand. The agree-
ment systematically improves as we increase the size of the
fragment by adding an increasing number of metal nodes
and azo-functionalized ligands. In this region the spectral
features of the MOF resemble closely the case of gas phase
azobenzene, and the ligand. This is consistent with recent
experimental studies of azobenzene functionalized IR-MOF-
74,29,30 ortho-fluoro-azobenzene functionalized SURMOF19

and core-shell MOF23 showing a good similarity between
the optical absorption of the MOF and the ligand case.20

One important difference between the azobenzene or ligand
molecule with respect to the MOF is the stronger S1 feature
in cis predicted in the latter. This suggests a faster and more
complete cis→trans isomerization in the MOF upon excita-
tion of the S1 band, compared to the molecular case28,38 for
which indeed slow and incomplete back-isomerization is ob-
served. We believe this results has important implications
for the design of photoswitches-based MOFs.

In conclusion, in terms of spectral features and character
of the excitations, the periodic MOF resembles the case of
free azobenzene and the azobenzene-functionalized ligand of
the MOF, with the most intense bands slightly blueshifted
in the MOF compared to the azobenzene molecule. Our
calculations place the largest selective absorption by cis at
around 3.2 eV and by trans at ∼4.2 eV. The most important
difference between the molecular and periodic models is the
ratio between the oscillator strength of cis and trans for the
S1, which is found to be significantly larger in the periodic
MOF compared to any fragment model, including the free
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azobenzene molecule as discussed above. This is attributed
to the limitation of non-periodic models to provide a quanti-
tative description of the electronic structure of the periodic
system at the DFT level. As the excitation energy increases
the fragment model becomes less adequate to describe the
MOF due to the more delocalized character of the exciton
and to the increasing contribution from the metal nodes.

We hope this study will help accelerate the design of pho-
toactive frameworks with good photoisomerization efficien-
cies and enhanced capture performances.
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