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K-anonymity is the most widely used approach to privacy preserving microdata which is mainly based on
generalization. Although generalization-based k-anonymity approaches can achieve the privacy protec-
tion objective, they suffer from information loss. Clustering-based approaches have been successfully
adapted for k-anonymization as they enhance the data quality, however, the computational complexity
of finding an optimal solution has shown as NP-hard. Nature-inspired optimization algorithms are effec-
tive in finding solutions to complex problems. We propose, in this paper, a novel algorithm based on a
simple nature-inspired metaheuristic called Black Hole Algorithm (BHA), to address such limitations.
Experiments on real data set show that data utility has been improved by our approach compared to
k-anonymity, BHA-based k-anonymity and clustering-based k-anonymity approaches.

� 2021 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Privacy preserving is one of the major concerns when data con-
taining sensitive information is published. In this context, the data,
called micro-data, consist of a relational table in which, each row
consists of basic information describing an individual according
to an attribute of the table. Thus, in a table representing individu-
als, we can find four distinct groups of attributes (explicit identi-
fiers1, quasi-identifiers2, sensitive attributes and non-sensitive
attributes) (Ciriani et al., 2006). The well-known technique to pri-
vacy preserving micro-data is anonymization. Anonymization is a
process to hide user identities in order to protect their sensitive
information. One simple practice to do this is removing explicit iden-
tifier like name or address. However, it is not sufficient, indeed data
subjects can still be re-identified. The weakness of simple
anonymization was demonstrated by L. Sweeney in (Sweeney,
2002) and was further confirmed by Y.A. de Montjoye et al. in (De
Montjoye et al., 2015). By joining two public data sources (anon-
ymized medical insurance dataset of the Massachusetts employees
and voter’s registration list), L. Sweeney successful identify William
Weld, a former Governor of Massachusetts. This attack, named ‘‘link-
ing attack”, is shown in Fig. 1.

To overcome this problem, more elaborate anonymization
approaches were proposed. K-anonymity (Sweeney, 2002) is one
of those approaches. It is the first model proposed in the literature
and remains the most used for privacy protection in micro-data. It
requires that each record in a table cannot be distinguished among
at least k-1 other records. In this approach, the records of the orig-
inal table are first divided into several groups called equivalence
classes. Then, the records of each group are generalized, to share
the same values of quasi-identifiers. Therefore, it becomes difficult
to identify an individual in a group, since all the individuals of the
same group are similar. This idea is very similar to clustering.
Based on this definition, k-anonymity can be viewed as a clustering
problem where the objective is to find a set of clusters of k-records.
Each equivalence class can be considered as a cluster and the cen-
troid as a form of generalization of an equivalence class.
Clustering-based k-anonymity approaches have a good data utility
as they group similar records together.

Although the idea of k-anonymity-based clustering is conceptu-
ally simple, the computational complexity of finding an optimal k-
anonymous solution is NP-hard (Meyerson and Williams, 2004). In
this context, great efforts have been dedicated to developing
approaches that are able to support an exhaustive search of opti-
mal solution i.e., which has a minimal information loss as possible.
However, the majority of them fail and suffer from bad data qual-
ity. The use of nature inspired metaheuristic algorithms to solve
NP-hard problems is well known and quite effective in many areas,
d Uni-
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Fig. 1. Linking attack to re-identify data (Sweeny, 2002).
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but its application in the field of privacy and anonymity has been
little explored. The nature inspired metaheuristic algorithms are
approximate optimization methods, inspired by nature, used to
solve difficult problems when exact methods fail or require unac-
ceptable or expensive computation time. They are based on ran-
dom mechanisms to explore the research space in order to find
or approach a global optimum (Talbi, 2009).

We propose, in this paper, a novel approach based on a simple
metaheuristic, called Black Hole Algorithm (BHA for short)
(Hatamlou, 2013). We have chosen this metaheuristic for its sim-
plicity and its reduced number of parameters; BHA has a simple
structure and is easy to implement. It is free from parameter
setting issues, which boil down to a random number in [0–1].
Furthermore, BHA has not yet been applied to the area of privacy
and has never been adapted to anonymization process. BHA is a
population-based algorithm inspired by the black hole phe-
nomenon. The black hole phenomenon is a region of space that
forms when a massive star is formed. Its gravitational power is
such that any object close to it, including light, disappears
forever in the universe. The BHA applied to k-anonymization
problem represents the k-anonymous solutions by the stars and
the best solution by the black hole. The algorithm starts with
an initial population of candidate solutions generated randomly.
Its objective is to find, based on this population, the optimal
k-anonymity solution i.e., which has the smallest information
loss. As our objective is to address limitation of clustering-
based k-anonymity, we consider the initial population of BHA
as a set of clustering-based k-anonymous solutions generated
by a clustering algorithm. In order to improve the data quality,
the clustering algorithm should place similar records (with
respect to the quasi-identifiers) in the same group, each group
containing at least k records. The similarity is computed based
on information loss as a distance and cost metric. This ensure
that less distortion is required to anonymize the record in a
cluster which enhance data quality.

The rest of the paper is organized as follows. The next section
surveys related work about k-anonymity-based approaches. Our
algorithm is presented in section 3 and is experimentally evaluated
in section 4. We conclude this paper in section 5.

2. Related work

K-anonymity model has got interest much for the past few year.
Many approaches have been proposed for k-anonymization and its
variations. A survey of various k-anonymization approaches was
realized by Ciriani et al (Ciriani et al., 2006). As our approach is a
k-anonymity approach based on nature inspired optimization algo-
rithm and clustering algorithm, we describe in this section k-
anonymity approaches, proposed in the literature, based on these
two concepts. Table 1 summaries these approaches.
2

2.1. k-Anonymity based on clustering approaches

Li et al. Li et al. (2006) proposed a clustering algorithm called
K-Anonymization by Clustering in Attribute hierarchies (KACA), to
achieving k-anonymity by local recording. The start point of KACA
algorithm is a set of equivalence classes created based on sorted
data set. The algorithm first chooses randomly an equivalence
class C of size smaller than k. It, then, evaluates the distance
between C and all other equivalences classes and finds the equiv-
alence class C’ with the smallest distance to C. Finally, the two
equivalence classes C and C’ are merged and generalized. This
process continues until each equivalent class contains at least k
records.

Chiu and Tsai (Chiu and Tsai, 2007) adapted a Weighted Feature
C-means clustering algorithm for k-anonymization and proposed
an algorithm called (WF-C-means). The proposed algorithm starts
by calculating the number of equivalence classes (C) such that
C = no tuples/k-value and selects C random records as seeds. Then,
the algorithm assigns to each quasi-identifier a weight. The next
step is the formation of equivalence classes, by assigning all
records to their respective closest equivalence class (i.e., closest
seed), and updates feature weights to minimize information loss.
This step iterates until the affectation of records to clusters stops
changing. The final step consists of merging small equivalence
classes (which contain less than k records) with large equivalence
classes to meet the constraint of k-anonymity.

Byun et al. (Byun et al., 2007) proposed another k-anonymity
based clustering called k-member clustering. The algorithm starts
by building a cluster. It selects randomly a record r as the seed
and adds iteratively the k-1 closest records to it. Then, the algo-
rithm selects a new record that is the furthest from r, and repeats
the same process to build the next cluster. If there are any unas-
signed records, the algorithm individually assigns these records
to their respective closest clusters. The process ends while all the
records are assigned to the clusters.

Loukides and Shao (Loukides and Shao, 2007) proposed another
greedy k-anonymization algorithm. Like k-member algorithm
(Byun et al., 2007), the algorithm starts by selecting a seed ran-
domly. However, they differ on building clusters. In this algorithm,
a cluster is formed by adding iteratively the closest tuples of seed
to a cluster until a user-defined threshold is reached. If the number
of records in a cluster is fewer than k, the cluster is deleted.

Lin and Wei (Lin andWei, 2008) proposed a two-stage algorithm
called One pass K-means Algorithm (OKA) for achieving k-
anonymity based on clustering. The OKA starts by defining a metric
space of the quasi-identifying attributes over the database records,
which are then viewed as points in this space. Then, in the first
stage the points are partitioned using k-means algorithm, but only
for the first iteration, in a set of groups of size >= k. During the sec-
ond stage, the sizes of clusters are adjusted to ensure that each
cluster contains no fewer than k records. The adjustment is done
by moving the records from clusters with more than k records to
clusters with fewer than k records.

Lin et al. (Lin et al., 2008) proposed a hybrid algorithm which
combines OKA (Lin and Wei, 2008) and the k-member algorithm
(Byun et al., 2007), called the Hybrid Method. OKA is used in the
first step to generate some clusters with small information loss,
and the k-member algorithm in the second step to generate the
remaining clusters with less fluctuation of information loss.

Aggarwal et al. (Aggarwal et al., 2010) proposed a clustering-
based algorithm for achieving k-anonymity in hierarchical
attribute structures. The basic idea of the algorithm is finding an
arbitrary equivalence class of size smaller than k and merging it
with the closest equivalent classes to form a larger equivalent class
with the smallest distortion. This process repeats recursively until
each equivalent class contains at least k tuples.



Table 1
Summary of k-anonymity approaches.

Papers Proposed approach Compared approaches Compared
parameters

Compared metrics Test dataset Simulation results

Clustering-based k-
anonymity

Li et al., 2006 K-Anonymization by Clustering
in Attribute hierarchies (KACA)

Incognito (LeFevre et al., 2005) no QID = 3. . .8 . execution time
. Distortion ratio

Adult (UCI) . better distortion ratio
. worse execution time

Chiu and Tsai,
2007

Weighted Feature C-Means
Clustering Algorithm (WF-C-
means)

. Single-link clustering (Jain
et al., 1999)
. Complete-link clustering (Jain
et al., 1999)
. Average-link clustering (Jain
et al., 1999)

k = 2. . .16 . execution time
. Distortion ratio
. Classification Error Rate
(CER)

. Wine (UCI)

. Iris (UCI)

. Zoo (UCI)

. better distortion ratio

. better CER for Wine and Zoo
datasets. Better CER in average-
link for Iris dataset
. better computational efficiency

Byun et al., 2007 Greedy k-members clustering
algorithm (K-members & K-
members CM)

. Mondrian (LeFevre et al.,
2006)

. k = 2. . .500

. no tuple = 1 k. . .30 k
. execution time
. Total information loss
(Total-IL)
. Discernibility Metric (DM)
. Classification Metric (CM)

Adult (UCI) . better Total-IL, DM and CM
. worse execution time

Loukides and
Shao, 2007

Greedy k-anonymization
algorithm

. Mondrian (LeFevre et al.,
2006)
. K-members (Byun et al., 2007)

. k = 10. . .120

. no tuple = 50. . .1k
. execution time
. usefulness
. protection
. Discernibility Metric (DM)

. Adult (UCI)

. Synthetic (IBM
research)

. better protection

. better usefulness for adult
dataset- worse usefulness for
synthetic dataset
. execution time falls between
the two compared algorithms
. better DM than Mondrian

Lin and Wei, 2008 One-pass K-means Algorithm
(OKA)

. K-members (Byun et al., 2007) k = 50. . .500 . execution time
. Total information loss
(Total-IL)

Adult (UCI) . better Total-IL
. better execution time

Lin et al., 2008 Hybrid algorithm (OKA + K-
members)

. K-members (Byun et al., 2007)

. OKA (Lin and Wei, 2008)
k = 50. . .500 . execution time

. Total information loss
(Total-IL)

Adult (UCI) . better Total-IL
. execution time falls between
the two compared algorithms

Aggarwal et al.
(2010)

Method for anonymization data
records

no experimentation

He et al., 2012 Clustering-Based Generalization
Algorithm (CB)

. Nonhomogeneous
Generalization (Wong et al.,
2010)

. k = 50. . .250

. no
tuple = 10 k.0.50 k
. no QID = 3. . .6

. execution time

. Global Certainty Penalty
(GCP)

. SAL (ipums)

. INCOME (ipums)
. better GCP
. worse execution time

Pramanik et al.,
2016

Enhanced k-anonymity
Algorithm (KOC)

. K-means (Jagannathan and
Wright, 2005)

. k = 20. . .250

. no QID = 3. . .8
. execution time
. Distortion Ratio

Adult (UCI) . better GCP
. worse execution time

Aghdam and
Sonehara, 2016

Similarity-based Clustering
Algorithm (SBCA)

. Mondrian (LeFevre et al.,
2006)
. Datafly (Sweeney, 1998)
. Incognito (LeFevre et al., 2005)

. k = 2. . .100 Total Normalized Certainty
Penalty (Total NCP)

. Adult (UCI)

. Internet Service
Provider (ISP)

better Total NCP

Bhaladhare and
Jinwala, 2016a

. Approach#1: Unequal
combination of QI-SA
. Approach#2: Equal combination
of QID-SA

. K-members (Byun et al., 2007)

. Systematic clustering algo-
rithm (Kabir et al., 2011)

. k = 20. . .100 . execution time
. Total information loss
(Total-IL)

Adult (UCI) . better Total-IL for the two
proposed approaches. Total-IL of
Approach#2 better than of
Approach#1
. better execution time for the
two approaches

Ni et al., 2017 Clustering Based
K-anonymity (serial GCCG &
parallel GCCG)

. KACA (Li et al., 2006)

. Incognito (LeFevre et al., 2005)
. k = 3. . .10 . execution time

. information loss (IL)
Adult (UCI) . better IL

. execution time of serial GCCG
falls between the two compared
algorithms

Zheng et al., 2018 Improved K-anonymity
Algorithm (IKA)

. Mondrian (LeFevre et al.,
2006)
. K-members (Byun et al., 2007)
. OKA (Lin and Wei, 2008)

. k = 100. . .500

. no tuple = 5 k.0.30 k
Global Certainty Penalty
(GCP)

Adult (UCI) better GCP

(continued on next page)

L.K
acha,A

.Zitouni
and

M
.D

joudi
Journal

of
K
ing

Saud
U
niversity

–
Com

puter
and

Inform
ation

Sciences
xxx

(xxxx)
xxx

3



Table 1 (continued)

Papers Proposed approach Compared approaches Compared
parameters

Compared metrics Test dataset Simulation results

Arava and
Lingamgunta,
2019

Adaptive k-Anonymity Approach
(AKA)

. Hybrid algorithm (Lin et al.,
2008)
. KOC (Pramanik et al., 2016)

. k = 100. . .500 . execution time
. Total information loss
(Total-IL)

Adult (UCI) . better Total-IL
. better execution time

Guo et al., 2019 k-anonymity based on Natural
Equivalent Class (NEC)

. K-members (Byun et al., 2007)

. OKA (Lin and Wei, 2008)

. NEC-based OKA

. NEC-based K-members

. k = 2. . .100

. no tuple = 5 k..total

. no QID = 1. . .8

. execution time

. Global Certainty Penalty
(GCP)

Adult (UCI) . better GCP and execution time
of NEC-based K-members than
of K-members in average
. better GCP and execution time
of NEC-based OKA than of OKA
in average

Yan et al., 2021 Weighted K-Member Clustering
Algorithm (WKMCA)

. K-members (Byun et al., 2007)

. OKA (Lin and Wei, 2008)

. IKA (Zheng et al., 2018)

. k = 2. . .50 . execution time
. Total information loss
(Total-IL)
. Average intra/ intra
cluster dissimilarity
. Standard Deviation (SD)

Adult (UCI) . better intra-cluster
dissimilarity, SD and Total-IL
than of K-members and OKA and
nearly equal to IKA.
. equal inter-cluster dissimilarity
in average for the four
algorithms
. better execution time than for
k-members/IKA and worse than
OKA

Metaheuristic-
based k-
anonymity

Lunacek et al.,
2006

New crossover operator for
Genetic algorithm-based k-
anonymity (GA)

. GA with traditional crossover

. GA with new crossover
Population
size = 200. . .1k

Convergence rate Adult (UCI) faster convergence for the same
solution quality

Lin and Wei, 2009 Genetic Algorithm-based hybrid
algorithm (GA)

. Hybrid algorithm (Lin et al.,
2008)
. GA-based Hybrid algorithm

. K = 100. . .500 . Total information loss
(Total-IL)

Adult (UCI) better Total-IL

Run et al., 2012 Hybrid method based on Genetic
Algorithm and Tabu Search
algorithm (GA-TS)

. GA-based k-anonymity

. TS-based k-anonymity
K = 3. . .15 . Discernability Metric

(DM)
. Information Loss Metric
(ILM)

Pima Indians
Diabetes

better ILM and DM in most the
case

Bhaladhare and
Jinwala, 2016a

Fractional Calculus-Bacterial
Foraging Optimization (FC-BFO)

. Mondrian (LeFevre et al.,
2006)
. Hilbert space-filling (Moon
et al., 2001)

. K-members (Byun et al., 2007)

. Systematic Clustering (Kabir
et al, 2011)
. BFO Algorithm (Das et al,
2009)

. K = 20 . . . 100

. no iteration = 5. . .20
. execution time
. Total information loss
(Total-IL)

. Adult (UCI)

. University (UCI)
. better Total-IL
. worse execution time than
Hilbert algorithm and better
than the remains compared
algorithms

Wai et al., 2017 Hierarchical Particle Swarm
Optimization for clustering
similar data

/ . K = 5–20-30
. no
iteration = 300. . .10 k

. execution time

. ILoss
Adult (UCI) /

Madan and
Goswami, 2018

Dragon Particle Swarm
Optimization (Dragon-PSO)

. K-Anonymity (Fung et al.,
2007)
. K-Diversity (Eliabeth and
Sarju, 2015)
. Genetic Algorithm-based k-
anonymity
. Dragonfly Algorithm-based k-
anonymity

. K = 2 . . . 3

. no cluster = 2. . .5
. Total Information Loss (IL)
. Classification Accuracy
(CA)

Adult (UCI) better IL and CA

Madan and
Goswami, 2019a

Duplicate-Divergence-Different
properties
enabled dragon Genetic
algorithm (DDDG)

. GA-based K-Anonymity

. GA-based K-Diversity

. GA-based k-DDD

. population
size = 4 . . . 16
. no iteration = 5. . .20

. Total Information Loss
(Total-IL)
. Classification Accuracy
(CA)

Adult (UCI) . better Total-IL
. CA between from better to
equal
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He et al. (He et al., 2012) proposed a clustering-based k-
anonymity algorithm. The algorithm is an iterative process. At each
round, the data set is partitioned into two subsets G1 and G2 based
on Normalized Certainty Penalty (NCP) as a distance measurement.
If the size of one of subset is smaller than k, assume that G1 < k,
the sizes of the two sub-sets are adjusted by borrowing K-|G1|
tuples from G2 to make sure that G1 has a cardinality upper or
equal to k. The adjustment continues until each subset contains
at least k tuples.

Pramanik et al. (Pramanik et al., 2016) proposed a clustering
approach to achieve k-anonymity called KOC. The algorithm starts
with computing the n- closest neighbors for each record and sorts
the records in descending order. Then creates p clusters (p = no
tuples/k value) and chooses the top ranked records (i.e., the records
with the most n-closest) in the sorted list as initial centroids. The
remaining (no tuples-p) records are assigned to theirs closest cen-
troids such that every cluster should fulfil k-anonymity property.
If the last cluster created contains less than k records, its records
are dispersed to other closest clusters. Finally, the clusters are indi-
vidually anonymized.

Aghdam and Sonehara (Aghdam and Sonehara, 2016) proposed a
bottom up greedy algorithm called Similarity-based Clustering
Algorithm (SBCA), to achieve k-anonymity through local recording
generalization, for datasets with numerical and categorical attri-
butes without hierarchical taxonomy trees. SBCA starts by sorts
the dataset and separates the numerical attributes from categorical
one. The next step is clustering the dataset with respect to k value
and anonymizing it. For this, the algorithm chooses the first tuple
in sorted dataset and adds to it the k-1 closest tuples to form a
cluster which is anonymized through local recording. The tuples
belonging to the cluster are, then, delated from sorted dataset.
The process is repeated until the total tuples in the sorted dataset
is none or less than k. the remaining tuples are suppressed or
joined to the closest equivalence classes.

Bhaladhare and Jinwala (Bhaladhare and Jinwala, 2016a) pro-
posed two approaches for achieving k-anonymity based on system-
atic clustering (Approach#1 and Approach#2). Both approaches
decompose the original database using a combination of quasi-
identifiers (QID) and sensitive information (SA) into separate indi-
vidual sub-databases then anonymize and publish the generated
sub-databases. The difference between the two is that
Approach#1creates unequal combination of QID and SA, and
Approach#2 creates equal combination of QID and SA. The two
approaches start by calculating the number of clusters which is
equal to (no tuples/k value), then generate a sub-database using a
combination of QID and SA. In Approach#1 an unequal combination
of QID and SA is created. In Approach#2 an equal combination of
QID and SA is created. From each generated sub-database, a parti-
tion of all records into k groups is created. Then Systematic cluster-
ing algorithm (Kabir et al., 2011) is applied to generate the clusters.
For this, a record is randomly selected from the first group for the
creation of the first cluster. Other records from the first group are
selected and added to the closest cluster. Similarly, the remaining
cluster are created by randomly selecting the records from the
remaining groups and other records are selected and added to the
closest cluster. If some cluster exceeds to the k size, the extra ele-
ments should be added in the corresponding closest clusters.

Guo et al. (Guo et al., 2019) proposed a new concept named Nat-
ural Equivalence Class (NEC) and designed a k-anonymization
algorithm based on this concept. The idea behind the algorithm
is that in raw microdata, there exists naturally equivalence classes
i.e. which include all the records with the same quasi-identifier
attributes. Those equivalences classes are referred to Natural
Equivalence Classes. NEC is used to perform clustering before the
anonymization process. The algorithm starts by finding all NECs
in the dataset. It takes each NEC which is larger than k as an
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independent cluster. The remains NEC are clustered by applying a
clustering algorithm (K-members (Byun et al., 2007) or OKA (Lin
et al., 2008)). For NECs that cannot be clustered, they are assigned
to their respective nearest clusters. The last step is generalization
of clusters. Applying NEC to K-members/OKA enhances the utility
and efficacity of the original approaches.

Ni et al. (Ni et al., 2017) proposed a clustering-based K-
anonymity algorithm called GCCG composed of four steps: Grading,
Centering, Clustering, and Generalization. In Grading and Centering
steps, the records are sorted based on the score computed of each
record then the first X records are chosen as centroids. The third
step is formation of clusters by adding to each centroid the k-1
closest records. In the final step, the records are generalized. To
enhance the performance of GCCG algorithm, the authors also pro-
pose a parallelized version of GCCG.

Zheng et al. (Zheng et al., 2018) proposed a clustering-based K-
anonymity algorithm which considers the overall distribution of
quasi-identifier groups in a multidimensional space. The proposed
algorithm first picks randomly a record r as a centroid of the first
cluster and adds the k-1 closest records to it, in order to form the
first cluster. Then the algorithm chooses the record which has
the largest distance between itself and the first centroid and set
it to the second centroid. The ith centroid is created by in the same
way, based on the distance between the ith record and all the
existed centroids. After each step of centroid creation, the algo-
rithm adds the k-1 closest records to the centroid to form the clus-
ters. At the end of this process, all the clusters created contain k
records. If there are ungrouped records. The algorithm iterates
the remaining records and insert each record into the closest clus-
ter i.e., having the smallest distance with its centroid.

Arava and Lingamgunta (Arava and Lingamgunta, 2019) pro-
posed an adaptive k-anonymity algorithm, called AKA. It is based
on KOC’s systematic approach (Pramanik et al., 2016) for finding
the best seed values. AKA starts with computing the number of
clusters p = no tuples/k value. For all record in each group, it com-
putes k-closeness with every other record and sorts them in
descending order. Then, it sets in every group the records with
minimum and maximum closeness as initial centroids (i.e., 2*p
seeds) and builds the clusters. The remaining (np tuples-2p)
records are assigned to their nearest clusters, such that every clus-
ter should have k cluster members. The additional records (i.e.,
which have sizes different to k) are reorganize and append to their
nearest clusters. For the clusters with sizes superior to k, the algo-
rithm creates new clusters with minimum of k records. An existing
clustering algorithm will be applied to the remain clusters, with
sizes inferior to k, to distribute their records.

Yan et al. (Yan et al., 2021) proposed a Weighted k-member
clustering algorithm called (WKMCA). The proposed algorithm is
a modified k-members (Byun et al., 2007) to reduce the influence
of outliers on the clustering effect. For this, WKMCA adds a
weighted stage in which a series of weighting indicators have been
assigned to evaluate the outlyingness of records in order to facili-
tate filtering out the outliers. Thereby, k-members is based on
those indicators to achieve k-anonymity. The proposed algorithm
takes place in three stages: the weighting phase, the grouping phase
and the adjustment phase. In the weighting phase, the algorithm
calculates the ARscore (Average ranking score) of all the records
and chooses b (b = 0.05*no tuples) records with the highest ranking
of ARscore as outliers. The outliers are stored separately and re-
inserted into the release data table during the adjustment phase.
In the grouping phase is clustering-based k-anonymity phase. It
consists of applying k-members with modified distance and infor-
mation loss based on weight score. At the end of this phase, all the
clusters contain exactly K records. In the adjustment phase, the
algorithm inserts the remaining records and outliers into their
respective closest clusters.
6

2.2. k-anonymity based on nature inspired optimization approaches

Lunacek et al. (Lunacek et al., 2006) proposed a new crossover
operator and implemented a Genetic Algorithm-based k-
anonymity approach with the proposed crossover operator in order
to demonstrate the advantage of using the new operator over tra-
ditional crossover operators. In the paper, the new crossover oper-
ator was compared with the traditional 2-point reduced surrogate
operator for the various population sizes. In each case, the new
crossover operator converges faster to more effective solutions.

Lin and Wei (Lin and Wei, 2009) proposed a Genetic Algorithm
(GA)-based clustering approach for achieving k-anonymity. In this
approach, the initial population of GA is created based on Hybrid
Method proposed in (Lin and Wei, 2008). A candidate solution of
population encoded by a chromosome and contains no fewer than
k genes, where each gene indicates the index of a record in the
original dataset. The algorithm uses only selection and crossover
operations of GA. Mutation is not performed due to the algorithm
uses the original record indexes which cannot be altered.

Run et al. (Run et al., 2012) proposed an hybrid search method
based on Tabu Search (TS) and Genetic Algorithm (GA) to achieve
k-anonymity. In the proposed method, a TS is embedded into a tra-
ditional GA to perform the role of mutation. The objective is to
overcome the limitation of ‘‘climbing” ability of traditional TS from
a single start point, by implementing local search from multiple
start points getting from GA. The proposed algorithm starts with
the construction of the solution space lattice (domain generaliza-
tion hierarchies) representing generalization strategies. Based on
the lattice, genetic algorithm creates the initial population which
is used by tabu search to find the optimal generalization strategy.

Bhaladhare and Jinwala (Bhaladhare and Jinwalab, 2016) pro-
posed a Fractional Calculus-based Bacterial Foraging Optimization
Algorithm called FC-BFO to generate an optimal clustering. The
objective of FC-BFO is to improve the optimization ability and con-
vergence speed of BFO algorithm (Das et al., 2009) by applying to it
the concept of FC in its chemotaxis step. Since the fractional order
derivative has inherent memory capacity, the fractional calculus
perspective leads to a smoother variation and a longer memory
effect. Effectively, the FC-BFO presents a better information loss
and execution time than BFO. BC-BFO takes place in two main
stages; The first step consists of generating initial population based
on a clustering algorithm and evaluating the objective functions
and the privacy factors of each solution. The next step is applying
BFO algorithm on the generated population, which consists of
three steps such as modified chemotaxis step based on a fractional
calculus, reproduction step and elimination dispersal step. These steps
are used to generate clusters in the k-anonymized database.

Wai and al. (Wai and al., 2017) proposed a big data privacy
preservation approach based on Hierarchical Particle Swarm Opti-
mization (HPSO). The proposed approach is built upon MapReduce
Hadoop infrastructure to address the scalability issues of big data.
It consists of two stages; The first stage is HPSO clustering. The
algorithm creates a MapReduce job to produce the predefined
numbers of intermediate clusters, represented by particles, then
a MapReduce job of HPSO clustering is executed on each cluster
by iteratively performing Map and Reduce steps until the number
of data members in each particle exceed k. In the second stage, the
resulted clusters are generalized to be transformed into their anon-
ymized forms. The Map step simply passes all data members of
each intermediate cluster to its respective Reduce step which per-
forms HPSO clustering job to produce k-anonymized clusters.

Madan and Goswami proposed two hybrid optimization algo-
rithms to achieve k-anonymity called Dragon-PSO (Madan and
Goswami, 2018) and GWO-CSO approach (Madan and Goswami,
2019a). The Dragon-PSO algorithm combines the Dragonfly Algo-
rithm (DA) and Particle Swarm Optimization (PSO) by modifying
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the update process of DA using PSO. More precisely, the update’s
formula of the proposed Dragon-PSO algorithm is the sum of the
update’s formulas of the two original algorithms divide by two.
The GWO-CSO algorithm combines Grey Wolf Optimizer (GWO)
and Cat Swarm Optimization (CSO). In GWO-CSO algorithm, the
update is performed using a modified GWO update by adding a
new term corresponding to the update of CSO algorithm.

Madan and Goswami (Madan and Goswami, 2019b) proposed an
anonymity model for data publishing based on K-DDD measure,
Dragonfly operators-based Genetic Algorithm called Duplicate-
Divergence-Different properties enabled Dragon Genetic (DDDG)
algorithm. The first step, called k-DDD anonymization, is the trans-
formation of original database to k-DDD database based on the
proposed k-DDD measure. k-DDD measure modifies the original
database by creating ‘k’ number of Duplicate records, ‘k’ number
of Divergence in sensitive attributes and ‘k’ number of Different
service providers in each cluster of the database. The next step is
applied D-Genetic algorithm on k-DDD database. D-Genetic algo-
rithm is formed through the modification of Genetic Algorithm
(GA) with the Dragonfly Algorithm (DA). The proposed D-Genetic
algorithm is an iterative process composed of six stages: (1) selec-
tion of two clusters as parents, (2) application of crossover opera-
tor, (3) application of mutation operator, (4) application of the
Dragon operators and update the new positions of records, (5) fit-
ness Evaluation. The process terminates when the total number of
iterations is meet. An adapting version of DDDG algorithm based
on MapReduce framework is also proposed in the paper.

The clustering-based approaches enhanced the data quality of
k-anonymization based on generalization, however an exhaustive
search for an optimal clustering solution is potentially exponential.
The nature inspired optimization approaches meet this limit as
they are more suitable for exploring a large search space. There-
fore, their limit lies to their computational complexity. In this
paper we try to address these limitations by combining the two
approaches.
3. Proposed approach

This section proposes a novel approach for k-anonymization
based on black hole algorithm, called K-Anonymity based on Black
hole algorithm (KAB for short). The KAB algorithm starts with an
initial population of stars, representing a clustering-based k-
anonymous solutions and then evolves the population to find the
best k-anonymous solution i.e., having the smallest information
loss. As the proposed algorithm derives from black hole algorithm,
the evolution of population to an optimal solution is done by mov-
ing all the stars to the best solution, represented by the black hole.
3 The encoding represents the location of the star
3.1. Clustering algorithm

Our approach is based on a clustering algorithm to create can-
didate solutions. Each solution represents a k-anonymous cluster-
ing. In order to obtain a good data quality, the records in a cluster
should be as similar as possible. This ensures that less distortion is
needed to generalize the records from the same cluster thus result-
ing in good data quality. To reach this objective we adopt the
Normalized Certainty Penalty (NCP) (Xu et al., 2006) as distance
and cost measurement of clustering algorithm. NCP is an efficient
and easy to use metric which measures the degree of information
loss caused by the anonymization process.

The distance function measures the dissimilarities between the
data points and is generally determined by the type of data
(numeric or categorical). Let D the domain of one numerical/
categorical attribute. The distance between any two values v i

and v j 2 D is defined as
7

- Numeric attributes

dN v i;v j
� � ¼ NCPN ¼ v i � v j

�� ��
Dj j ð1Þ

where |D| is the range of all tuples on D. i.e., in the whole table.

- Categorical attributes

dC v i;v j
� � ¼ NCPC ¼ sizeðcÞ

Dj j ð2Þ

where c is the closest common ancestor of v iand v j in the taxonomy
tree and size (c) is the number of leaf nodes in c. |D| is the number of
distinct values on D.

- Distance between records

The distance between two records r1and r2 is the sum of dis-
tances between corresponding numeric and categorical quasi-
identifiers in the two records. LeQI ¼ fN1; � � � ;Nm;C1; � � � ;Cngt be
the quasi-identifiers of dataset T, where Niði ¼ 1; � � � ;mÞ is numeric
attribute, and Cjðj ¼ 1; � � � ;nÞ is categorical attribute. Then the dis-
tance between records r1and r2 is defined as

dR r1; r2ð Þ ¼ NCPR ¼
Xm
i¼1

dN r1½Ni�; r2½Ni�ð Þ þ
Xn
j¼1

dC r1½Cj�; r2½Cj�
� � ð3Þ

The cost function is defined by the objective of the clustering
problem. Since our objective is to minimize information loss, we
use the eq. (3) as a cost function.

The pseudo-code of clustering algorithm is summarized in
Fig. 2.

The clustering algorithm starts by calculating the number of
clusters N. The number of clusters is an important criterion as it
has an influence on the quality of clustering. The larger the number
of clusters the smaller the information loss due to the small NCP
value resulting. This is why we have chosen the greatest possible
number of clusters i.e., M=k (where M is the total number of
records in the dataset and k is k-anonymity parameter). After cal-
culation of N, the algorithm runs the clustering process (step 2–5).
First, it selects a record randomly and sets it as a centroid. The ran-
domness ensures that the solutions created, i.e., candidate solu-
tions composing the population, are different. Then, it chooses,
iteratively, the k� 1 records having the smallest NCP values with
the centroid to form a cluster. The process iterates until all the
records are treated. If there are unassigned records, the algorithm
affects each of them to its respective closest cluster i.e., the cluster
which involves the smallest NCP between its centroid and the
unassigned record.

3.2. Solution encoding

After the creation of candidate solutions with clustering algo-
rithm, they must be encoded in order to be used by optimization
algorithm i.e., BHA. As mentioned previously, the population is
composed of a set of stars which corresponds to feasible solutions
created by the clustering algorithm. To properly represent a solu-
tion, each star, in our approach, is encoded3 by an integer array of
one dimension, of size equal to the number of records in dataset,
where the ith index indicates the ith record and the ith element indi-
cates the id of the cluster to which the ith record belongs.

For example, let X be a candidate solution composed of 15
records and partitioned on 6 clusters. X= {(1,2), (3,5), (4,6,7),
(8,9), (10,12,13), (11,14,15)}. The coding solution of X is X’ such as
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 15
 Record id
3. Create an equivalence class  with  

4. Find the  closest records  of   based on eq. (3) 
5. Form a cluster by adding  to Ci 

6. Repeat 2-5 until all records are treated

7. If there are not affected records, assign each remains record to the closest 

cluster3 with respect to eq. (3)

Fig. 2. Pseudo-code of NCP-based Clustering algorithm.

Algorithm 2. K-Anonymity based Black hole algorithm (KAB)
1. Generate initial population of stars
2. Evaluate the fitness of each star according to eq. (4) and set the best star as the 

b-hole
3. Move all the stars toward the b-hole according to eq. (10) and update their fitness 

4. If a star reaches a best location than the b-hole, it becomes the b-hole and vice 

versa

5. If a star gets too close to the b-hole, a new star is created to replace the old one 

and its fitness is evaluated

6. If maximum number of iterations is met, stop the algorithm, else go to 3.

Fig. 3. Pseudo-code of KAB algorithm.
3.3. Fitness evaluation

For evaluate the quality of stars and select the black hole, we
use a fitness function (Madan and Goswami, 2018), (Madan and
Goswami, 2019a) based on privacy and utility parameters. The fit-
ness function used is considered as a minimization function. The
fitness of a star X is calculated using the following equation,

fitness Xð Þmin ¼ 1
2
� privacyþ utilityð Þ ð4Þ

The privacy and the utility measures are expressed as follows,

privacy Xð Þ ¼ 0; if X satisfy k� anonymity

1; otherwise

�
ð5Þ

utility Xð Þ ¼ NCP Xð Þ ¼
XN
i¼1

NCPai ð6Þ

where ai is the ith cluster of X. N is the number of clusters of X.
NCPai is the NCP of cluster ai. NCPai is calculated by eq.7, where
NCPrecord is the NCP of a record in ai and aij j is the size of cluster ai.

NCPai ¼ NCPrecord � aij j ð7Þ
Given, after anonymization process, all records of a cluster will

be similar4 according to quasi-identifiers, we compute NCP for any
record and multiply it by the number of records in the cluster aij j.

NCPrecord is calculated by eq.8, where NCPattributej is the NCP of
attribute j in the record and d is the number of attributes.

NCPrecord ¼
Xd
j¼1

NCPattributej ð8Þ

The NCP of attributej is calculated based on eq.1 or eq.2 accord-
ing to its type. If attributej is numeric attribute, NCP is calculated by
eq.1, such that v i and v j correspond to the minimum and maxi-
mum values of attributej in ai. If attributej is categorical attribute,
NCP is calculated by eq.2, such that c corresponds to closest com-
mon ancestor of all values of attributej in ai.

3.4. Proposed k-anonymity based black hole algorithm (KAB
algorithm)

Like all population-based metaheuristics, KAB algorithm pro-
ceeds in three main stages: (1) initialization of the population of
stars, (2) evaluation of stars fitness and (3) update the stars loca-
tions. The pseudo-code of KAB algorithm is depicted in Fig. 3.

Step 1. Generation of initial population
The initial population of KAB algorithm consists of a set of stars

representing feasible clustering-based k-anonymous solutions.
Each star X is first created with the NCP-based clustering algorithm
describes in Fig. 2, and then encoded as described in section 3.2.
The initial population X is represented as the following solution
vector,

X ¼ X1;X2; � � � ;Xi; � � �XNf g ð9Þ
where Xi refers to the ith star in the solution space and N to the pop-
ulation size.

After this step, each star of the population is represented by its
location (the location of each record, i.e., cluster id) and its fitness
alue
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(cost of the location, i.e., quality of the solution encoded by the
star).

Step 2. Evaluation and selection of the black hole
After initializing the population, the fitness function of each star

is evaluated based on eq. (4) and the best star, which has the best
fitness value, is selected as the black hole.

Step 3. Update the positions and the fitness of the stars
The population evolution is done by moving all the candidates

towards the best candidate i.e., the black hole. This moving is sim-
ulated by changing the location of each star Xi according to eq. (10)
(Hatamlou, 2013).

Xi t þ 1ð Þ ¼ Xi tð Þ þ rand � XBH � Xi tð Þð Þi ¼ 1;2;3; � � � ;N ð10Þ

where Xi tð Þ and Xi t þ 1ð Þ are the locations of the ith star at itera-
tions t and t þ 1, respectively. rand is a random number in the inter-
val [0,1]. XBHis the location of the black hole. N is the number of
stars.

After moving the stars to their new locations, three scenarios
are possible: (1) a star reaches a best location than the black hole
i.e., with lower fitness value. In such a case the star becomes the
black hole and vice versa (exchange their locations and fitness).
(2) a star crosses the event horizon5 of the black hole; In such a case
the star will be swallowed by the black hole and replaced by a new
star. The radius of the event horizon (R) is formulated in eq. (11)
(Hatamlou, 2013). (3) neither of the two previous scenarios and in
this case the locations and the fitness are just updated. Once all
the stars are moved, next iteration takes place with the new loca-
tions of stars and black hole and their corresponding objective func-
tions. The algorithm terminates when max number of iterations is
met.

R ¼ fitnessðBHÞPN
i¼1fitnessðXiÞ

ð11Þ

where fitnessðBHÞ and fitnessðXiÞ are the fitness values of the black
hole and the ith star, respectively. N is the number of stars. when
the star’s distance with black hole is less than a defined radius
(R), this star is swallowed by the black hole.
5 Distance between a star and the black hole.
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4. Experimental results

In this section, we evaluate the quality of our proposed algo-
rithm. Since data privacy and utility are the two objectives of
any anonymization algorithm, we measure quality of KAB by eval-
uating the trade-off between these two conflicting objectives. For
this, we measure anonymized data utility, according to different
privacy levels, represented by k parameter.

4.1. Evaluation metrics

Data privacy of our algorithm is ensured by k-anonymization.
We can quantify it with Classification Accuracy (CA) (Madan and
Goswami, 2019b), which calculates the rate of k-anonymous clus-
ters in the anonymized data. CA is defined in equation (12); where
a cluster is considered correctly classified if it satisfies k-anonymity
criterion.

CA ¼ Number of clusters correctly classified
Total number of clusters

ð12Þ

Given all clusters in the anonymized data produced by KAB
algorithm are k-anonymous, its CA is equal to 1 (i.e., the best case).

Data utility is, generally, estimated by measuring the degree of
accuracy degradation of anonymized data compared to original
data. There are many metrics to evaluate data utility. However,
the majority of them are not well suitable for privacy preserving
data publishing, due to the lack of knowledge regarding the exact
usage scenarios of published data (Ayala-Rivera et al., 2014). To
evaluate the data utility of our algorithm, we have used two
general-purpose metrics, namely Classification Metric (CM)
(Iyengar, 2002) and Average Equivalence Class Size Metric (CAVG)
(LeFevre et al., 2006). We have also chosen two common metrics
to measure information loss incurred by the original data after
anonymization process, which are Total Information Loss (Total-
IL) (Byun et al, 2007) and Normalized Certainty Penalty (NCP) (Xu
et al., 2006).

� Total-IL metric. This metric captures the loss of precision when
generalizing a specific attribute. In our experimentation, we use
the normalized version of Total-IL, which was transformed to
percentage for clarification. The normalized Total-IL (noted
GenTotal_IL) of a table T, divided into e number of equivalence
classes and composed of quasi-identifiers
QI ¼ fN1; � � � ;Nm;C1; � � � ;Cng such as Ni is numeric attribute
and Cj is categorical attribute, is expressed by the following
equation,

GenTotal IL ¼ 1
jTj � d � Total ILðTÞ � 100 ð13Þ

Total ILðTÞ ¼
X
e2e

ej j �
X

i¼1;���;m

MAXNi
�MINNj

� �
Nj

�� ��
0
@

1
Aþ

X
j¼1;���;n

H Kð[Cj
� �
HðCCjÞ

 !0
@

1
A

ð14Þ

where d is the number of quasi-identifiers.jTj and jej are the number
of records in T and e, respectively. MINNj

and MAXNi
are min and

max values in e with respect to attribute Ni. [ Cjcorresponds to
the union set of values in e with respect to attribute Cj. The term
K([Cj) indicates the subtree rooted at the lowest common ancestor
of every value in [ Cj. HðTÞ is the height of taxonomy tree T .

� NCP metric. We use the normalized version of NCP described in
section 3.3 called Global Certainty Penalty (GCP). In our evalua-
tion GCP was also transformed to percentage. NCP of a table T is
expressed by the following equation,
9

GCP ¼ NCPðTÞ
jTj � d � 100 ð15Þ

where d is the number of quasi-identifiers and jTj the number of
records in T.

� Classification Metric. This metric captures the classification
errors by penalizing equivalence classes that contain rows with
different class labels. The CM of an anonymized table T* is
defined in equation (16),

CMðT�Þ ¼
P

allrowspenaltyðrowrÞ
jTj ð16Þ

where Tj j is the number of records in the original table T . A row r is
penalized, if it is suppressed or its class label classðrÞ is different of
the majority class label majorityðECÞ of its equivalence class EC.

penalty rowrð Þ ¼
1; ifrissuppressed
1; ifclass rð Þ–majority EC rð Þð Þ
0; otherwise

8><
>: ð17Þ

� CAVG metric. This metric evaluates data utility based on sizes of
the equivalence classes. It measures the similarity between the
equivalence classes created and the best case, where each
equivalence class contains k records. CAVG score for an anon-
ymized table T* is given by:

CAVGðT�Þ ¼ jTj
ECj j � k ð18Þ

where Tj j is the number of records in the original table T , ECj j is the
number of equivalence classes created and k is the privacy level.

To obtain a good data utility, GCP and GenTotal IL metrics must
be small; 0% means no transformation (original data) and 100%
means full generalization/suppression of the data. A good data util-
ity must also minimize CM and CAVG metrics; In the ideal
anonymization CM is equal to 0 and CAVG to 1.

4.2. Experimental setup

The experimentations were performed on a Desktop PC with
Intel Core2Duo 2.10 GHz CPU and 2 GB of RAM under Windows 7
operating system. The implementations were built and run with
Java platform Standard Edition.

We use in our experimentation the adult dataset from the UCI
machine learning repository, which is considered as a standard
benchmark for anonymization. The adult dataset is based on cen-
sus data and contains a total of 32,561 instances under 15 attri-
butes. Each record describes the personal information of an
American and it involves predicting personal income levels as
above or below $50 k per year based, on this personal information.
Before the experiments, we apply a preprocessing stage on raw
dataset to remove duplicate records and records with missing val-
ues, and retained only nine of the original attributes, wherein eight
attributes6 are considered as quasi-identifiers and one attribute as
sensitive information7. Among Quasi-identifiers, age and education
were treated as numeric attributes and the remainder attributes as
categorical attributes. The size of the resulting dataset is 30,162
records.

To evaluate the quality of our algorithm, we conduct three
experimentations, and observe quality and scalability of KAB



Table 2
Experimental Setup.

# Experiment Parameter settings Metrics Compared algorithms

1 Data utility and efficiency Data size = 30162
k-value2 [2. . .40]

GenTotal-IL,
GCP,
CM,
CAVG

K-anonymization (LeFevre et al., 2006)
BHA-based k-anonymization
KAB-based k-anonymization

2 Scalability and performance Data size2 [5000. . .30162]
k-value2 [2. . .40]

Execution time,
GenTotal-IL,
GCP,

3 Evaluation vs clustering algorithms Data size = 30162
k-value2 [2. . .40]

GenTotal-IL,
Execution time

K-members (Byun et al., 2007)
OKA (Lin and Wei, 2008)
IKA (Zheng et al., 2018)
KAB
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algorithm compared to k-anonymity (implemented with Mondrian
Multidimensional (LeFevre et al., 2006)), k-anonymity with BHA
and k-anonymity with clustering algorithms. We set, in the three
experimentations, the number of stars as 3 and the maximum
number of iterations as 10. The parameters used in our evaluation
and compared algorithms are described in Table 2.

4.3. Results and discussion

4.3.1. Data utility and efficiency
In this experiment, we analyze the data utility, of the three

algorithms, according to different level of privacy. The simulation
results are depicted in Fig. 4, Fig. 5, Fig. 6 and Fig. 7.

Fig. 4 and Fig. 5 report data utility, with respect to information
loss, as the value of k increases, represented by GenTotal-IL and
Fig. 4. Information Loss (GenTotal_IL) vs. privacy level.

Fig. 5. Information Loss (GCP) vs. privacy level.
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GCP, respectively. They show that information loss, of the three
algorithms, increases with the increase of k-value. Given k repre-
sents the minimal number of records in each cluster, the larger k
is, the more records in one cluster are, the larger the difference
between minimal and maximal values in this latter, and the higher
the information loss it.

We can observe, from figures, that KAB-based k-anonymization
introduces the least information loss whatever privacy level. BHA-
based k-anonymization has the worst information loss, because it
does not rely on any metric to place records in clusters; This place-
ment is done randomly. Bad results of BHA-based k-anonymization
can be explained by the fact that BHA has a low convergence rate
and therefore, needs a greater number of iterations to converge.
KAB algorithm can be seen as an improvement of BHA; By creating
optimal starting solutions with clustering algorithm, KAB
Fig. 6. Average Equivalence Class Size (CAVG) vs. privacy level.

Fig. 7. Classification Error (CM) vs. privacy level.



Fig. 10. Information Loss (GenTotal_IL) vs. Data size.
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contributes to decrease the distance between starting solutions
and optimal solution and thus accelerate the convergence rate
BHA.

Fig. 6 reports data utility, of the algorithms, with respect to CAVG
metric as the value of k increases. It reflects the results of informa-
tion loss seen in the previous figures and can explain the results
obtained in them. It shows that Mondrian Multidimensional cre-
ates equivalence classes, of sizes close to ideal case which explains,
among other things, the moderate information loss introduced by
K-anonymization. KAB algorithm creates equivalence classes of
ideal sizes, i.e., equal to 1, which has contributed to reducing infor-
mation loss of KAB-based k-anonymization. BHA-based k-
anonymization creates equivalence classes of variable sizes,
because the number of clusters, which determines the size of the
equivalence classes, is calculated randomly; The smaller the num-
ber of clusters is, the larger the sizes of equivalence classes are and
the higher the information loss it.

Fig. 7 reports data utility, of the algorithms, with respect to CM
as the value of k increases. It shows that classification errors of the
KAB-based k-anonymization and k-anonymization increase with
the increase of k-value. Intuitively, the larger the class sizes are,
and the greater the probability of finding classification errors is.
Overall, CM introduced by BHA-based k-anonymization is the
same. We can observe from the figure that KAB-based k-
anonymization introduces less classification errors than the other
algorithms.

4.3.2. Scalability and performance
In this experiment, we analyze the performance, of the three

algorithms, with respect to execution time. To measure the execu-
tion time, we ran the experiment 10 times and used the average
Fig. 8. Execution time vs. privacy level.

Fig. 9. Execution time vs. data size.

Fig. 11. Information Loss (GCP) vs. Data size.
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value to ensure the reliability and consistency of the results. We
also used subsets of the Adult dataset with different sizes. The sim-
ulation results are depicted in Fig. 8, Fig. 9, Fig. 10 and Fig. 11.

Fig. 8 reports execution time, of the algorithms, as the value of k
increases. We can observe, that the execution time of BHA-based k-
anonymization and KAB k-anonymization evolve in the same way
and, overall, the privacy level does not have much influence on the
execution time, which is rather influenced by the number of stars
and of iterations. As these are the same regardless of the privacy
level, execution time is, almost, constant. We can note that BHA-
based k-anonymization takes less time than KAB-based k-
anonymization because, unlike BHA, KAB algorithm uses metrics
to form the clusters, thus consuming more time. Mondrian multi-
dimensional is the fastest algorithm and has negligible time com-
pared to the other two algorithms. This makes sense, because
Mondrian procures lesser time in selecting the records as it does
not rely on any heuristics for partitioning.

Fig. 9 reports execution time, of the algorithms, as the value of
data size increase. It demonstrates that, as in Fig. 8 figure, BHA-
based k-anonymization and KAB -based k-anonymization follow
the same curve, with a better execution time for the former. We
can notice that the computing efficiency, of KAB-based k-
anonymization and BHA-based k-anonymization decreases with
the increase of data size. As the dataset size grows, the algorithms
need to process more records which results in increasing execution
time. Mondrian multidimensional is still the best performer
according to execution time, which remains negligible compared
to the two other algorithms.

Fig. 10 and Fig. 11 report data utility with respect to informa-
tion loss, represented by GenTotal-IL and GCP respectively, as the
value of data size increases. We can observe, that the three
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algorithms follow the same tendencies in the two figures, with
smaller values for GCP-based information loss. The information
loss of KAB-based anonymization and K-anonymization decreases
slowly, compared to BHA-based anonymization, with the increase
of data size. As the dataset size grows, the algorithms need to per-
form less generalization/suppression and then, less changes are
made to the original table, which results in decrease information
loss.

4.3.3. Evaluation vs clustering algorithms
As our approach has been designed to meet the limit of cluster-

ing techniques in finding optimal solution, we have compared KAB
with two well-known clustering algorithms k-members (Byun
et al., 2007), for its good data utility, and OKA (Lin and Wei,
2008), for its speed. We have also chosen a third algorithm: IKA
(Zheng et al., 2018) which presents a better data utility than the
other two. The comparison has been done in term of information
loss, based on GenTotal-IL, and execution time. The simulation
results are depicted in Fig. 12 and Fig. 13.

Fig. 12 and Fig. 13 report information loss and execution time
respectively, of the four algorithms, with respect to different pri-
vacy level. Fig. 12, shows that KAB algorithm outperforms all clus-
tering algorithms. The average information loss of KAB is about
14% against 32% for OKA, 28% for k-members and 25% for IKA. From
Fig. 13, we can observe, that OKA is the fastest algorithm, followed
by KAB, then k-members and finally IKA.

4.3.4. Summary and discussion
Overall, the simulation results indicate that our proposed

algorithm performs better than comparative approaches. KAB
Fig. 12. Information Loss (GenTotal_IL) vs. privacy level.

Fig. 13. Execution time vs. privacy level.
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algorithm is the best performer, in term of data utility, across dif-
ferent privacy level and data size. The GenTotal_IL of KAB algorithm
is about 2 times lower than clustering algorithms, 3 times lower
than k-anonymity and 6 times lower than BHA-based
k-anonymity, on average. GCP is about 3.6 times lower than
k-anonymity and 10.5 times lower than BHA-based k-anonymity,
on average. Furthermore, unlike compared algorithms, CAVG of
KAB algorithm corresponds to the ideal case, which contributed
to reducing the information loss introduced anonymization. With
regard to classification errors (CM) rate, KAB algorithm brings a
slight improvement compared to comparative approaches. We
can conclude the Classification accuracy of our algorithm which is
between 82% and 89%. Concerning execution time, KAB algorithm
runs in a reasonable time. Although KAB algorithm is slower than
OKA, Mondrian and BHA-based k-anonymity, we think that the
execution time is acceptable considering its better performances
with respect to other compared utility metrics. To highlight the
general behavior of our algorithm, we have summarized all utility
metrics, used in our evaluation, with respect to different privacy
level and data size. The simulation results are depicted in Fig. 14
and Fig. 15.

Fig. 14 and Fig. 15 report summary of data utility of our algo-
rithm, based on GenTotal_IL, GCP, CM and CAVG, according to privacy
level and data size, respectively. We can observe that KAB-based k-
anonymization has a constant CAVG and introduces an almost con-
stant Classification Error (CM), regardless of privacy level or data
size. The information loss measured with GCP is smaller than the
one with GenTotal-IL because KAB algorithm is based on a cluster-
ing algorithm, using NCP metric as a distance and cost functions to
generate initial population of stars.
Fig. 14. Data utility across all metrics vs privacy level.

Fig. 15. Data utility across all metrics vs data size.
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5. Conclusion

This work proposes a novel approach for k-anonymization
based on BHA, called KAB. Its objective is to overcome the NP-
hardness computational complexity of finding an optimal
clustering-based k-anonymity. Our approach starts with a popula-
tion of clustering-based k-anonymous candidate solutions, on
which BHA is applied. To evaluate the quality of KAB algorithm,
we compared it with k-anonymity, BHA-based k-anonymity and
clustering-based k-anonymity techniques, in terms of data utility
and scalability. The simulation results report that KAB algorithm
outperforms all the compared techniques in term of data utility.
However, even if the execution time of KAB is not the best, it
remains acceptable in practice as anonymization is a process that,
often, takes place offline. Data utility of our algorithm can be fur-
ther improved by increasing the number of iterations and/or stars.
However, the execution time can quickly increase, until becomes
unacceptable. To manage this problem of scalability, we will pro-
pose, in a future work, a parallelized version of KAB algorithm
based on MapReduce framework.

Our proposed algorithm has been applied to clustering and clas-
sification area, but it is not limited to this one. Some potential
application areas of KAB are: Data mining and data analysis,
machine learning, decision making and planning and engineering
design optimization.
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