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Introduction

Multiple Sclerosis (MS) is an autoimmune and inflammatory disease causing
demyelination and inflammatory lesions in the brain and the spinal cord. It
generally appears near 30 years old [1]. In 2016 it was estimated to cause the
disability of more than 1,000,000 persons in the world [23].

A Magnetic Resonnance (MR) exam is particularly valued for the diagnosis
and the monitoring of the disease as it is non invasive and is helpful to reveal
lesions. In MR images lesions can be characterized and localized to deliver diag-
nosis with the help of the McDonald criteria [20]. The monitoring of the disease
is important to orient patient medication and care since it has been shown that
the lesion activity is related to the evolution of disability [21]. The activity is
usually performed visually by the radiologist by comparing MR images acquired
at different time (spaced by years or months). But the visual detection of new
lesions is subject to inter-rater variability [2] and the definition of new or en-
larged lesions is not fixed [12]. The automatic segmentation of new lesions has
the potential to define a more reproducible evaluation of the lesion activity but
is a difficult task due to potential registration errors, low MR resolution, partial
volumes and acquisition noise and constraints.

The automatic detection of new and enlarged lesions have been conducted on
intensity and deformation analysis [11]. More recently Cabezas et al. and Salem
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et al. took advantage of both techniques by merging intensity based activity map-
ping with deformation fields [4,17]. Other approaches have been proposed with
the apparition of performant automated methods for White Matter (WM) lesion
segmentation. Schmidt et al. proposed a method to revise lesion segmentation of
two successive MR exams with T2-fluid-attenuated inversion recovery (FLAIR)
and T1 images to produce a lesion change map [18]. McKinley et al. took advan-
tages of their Convolutional Neural Network (CNN) for segmentation confidence
of two time points to identify significant lesion change [12]. While these methods
perform well to highlight lesion changes they are not designed to distinguish
enlargement of new lesions. One type of approaches directly use CNN on MR
images from two time points to obtain the segmentation of new lesion voxels.
Gessert et al. investigated the use of a U-net [16] with two encoders (one for each
time point) to segment lesion activity with attention-guided interaction between
encoders [8] they also proposed a 3D temporal approach by using U-net with
convolutional gated recurrent unit [7].

We decided to propose a solution designed for the segmentation of only new
MS lesions based on the use of U-net like architecture driven by the success of
Gessert et al. methods. Inspired by the work of Schmidt et al. and McKinley et
al. we wanted to decompose both time point images segmentation and analysis
of those segmentation since it is a relevant process. We selected the light Min-
imally Parameterized U-net (MPU-net) [6] architecture as a basis architecture
and extended it. We improved the MPU-net architecture and integrated it in
a siamese model processing both time point images in the same way followed
by a refinement block. It combines the lesion segmentation and segmentation
refinement in an fully supervised way with a light CNN architecture.

1 Material and methods

1.1 Task and data

The work performed is an attempt to the MSSEG-2 challenge (https://portal.fli-
iam.irisa.fr/msseg-2/). The challenge task is to identify only new lesions and not
enlarging ones from two co-registered FLAIR images acquired at different time
separated by 1 to 3 years.

The FLAIR images were acquired by different French health centers with dif-
ferent scanners brands, magnetic field strength and specifications in the frame-
work of the French MS registry OFSEP [22] collected prospectively in the ED-
MUS software [5] and made anonymous.

The training data-set consists of 40 patients with the two time-point images
along with 4 segmentations performed by different neuroradiologist experts and
1 consensus segmentation.
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The only preprocessing performed on images is a rigid co-registration bring-
ing both FLAIR images to a middle point. In addition to that the Anima pre-
processing script proposed by the challenge organizers was used. It extracts the
union of the brain mask of both FLAIR images, then mask both FLAIR images
and applies MR bias field correction.

1.2 Architecture

To segment new lesions, the architecture is conceived to integrate two parts:
one segmentation block and one refinement block see Fig.1. The segmentation
block performs segmentation on both FLAIR images in the same way without in-
teractions. The refinement block concatenates segmentations produced for each
FLAIR images to produce the final segmentation of new lesions. In practice,
we can not be sure that the neural network works as described because of the
complexity of such models.

Fig. 1. Proposed architecture with the Siamese improved MPU-net in the segmentation
block on the left and the convolutional refinement block on the right

Segmentation block
To produce segmentation, the MPU-net [6] has been selected. It is a U-net [16]
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like architecture with only 3D convolutions, max-pooling and upsampling with
approximately 30,000 learnable parameters. The ligh nature of this architecture
is interesting since the number of learnable parameters is subject to the curse of
dimensionality [3]. The restricted number of parameters also limits the training
and inference costs in time and energy. Big and complex models can fit random
labels [24], and so, can over-fit a whole dataset. We expect light models to have a
reduced capacity of memorizing a whole data set and thus can be constrained to
generalize by this fact. While it produces reasonable segmentation performances,
it can be improved and adapted for the task of new lesion segmentation.

To improve the MPU-net, batch normalization [9] has been added after each
convolution to regularize feature map outputs and dropout layers [19] has been
added in each blocks to avoid over-fitting. Those changes improved both stability
and performance of the model.

We wanted the refinement block to work with different level of abstraction
for a better analysis. The implementation of this idea has been made by fusing
the MPU-net architecture and the U-net++ architecture [25] which consists in
adding intermediate decoders with skip-connections between them making the
model deeply supervised. To limit the number of convolutional layer in the model
to keep it light, we decided to reduce the number of consecutive convolution in
one level of encoder and decoder to 2.

Refinement block
The refinement block takes as input the segmentations of all decoders from the
segmentation block on each FLAIR images. The segmentation block is applied
over each FLAIR images at the time making the whole neural network siamese.
The inputs are concatenated and followed by a dropout layers and 4 convolution-
Batch normalization layers couples.

The architecture is trained over all given segmentation maps to train to take
benefit of all supervision.

1.3 Pre-processing

The data provided did not have the same resolution. To get comparable con-
volution analysis, the resampling of subject at the same resolution was needed.
As the neural network is designed for volume, we wanted to provide it isotropic
voxels resolution to avoid spatial preference of bias. To have a compromise on
volume size and resolution we opt for a resampling at the 0.8× 0.8× 0.8 resolu-
tion. The FLAIR image histograms were then standardized [13] and each image
intensity were normalized by subtracting mean and dividing by standard devia-
tion.
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1.4 Learning specifications

The architecture has been trained with FLAIR volumes from two time points to
reconstruct each given segmentation (the consensus and 4 different radiologist
segmentation of new lesions). We found that training with all 5 segmentations
helped the neural network to converge and to find its own consensus. In practice,
as observed in [6] the different segmentation predictions are almost the same.

The volumes sent were 56× 56× 56 patches randomly extracted from brain
areas with a probability of 80% to contain new lesion voxels for patient with
new lesions and all over the brain with same probability for patient with no new
lesions.

The batch size was set to 40 and epochs were defined to contain 872 patches
from each patient. The model was trained with the Adam optimizer [10] and
a learning rate of 0.004 for 40 epochs. We found that even with the Adam
optimizer, the gradual decreasing of the learning rate helped convergence. We
gradually decrease it by 10% after each epoch. The batch dice loss Eq.1 is used
as loss function.

BatchDiceLoss = −2
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(1)

where P is the ground truth, P̂ is the prediction, C is the number of ground
truth segmentation, B is the patch in the batch, H the height, W the weight
and D the depth.

1.5 Testing

On testing time, after preprocessing the neural network predicts 5 segmentation
maps (one for each radiologist involved in the study and the consensus) for each
patch, only the consensus prediction is kept. Patches are regularly extracted
all over the volume with an overlap of 14 MAYBE CHANGE and the fi-
nal prediction map consists in spatial averaging of all overlapping patches. The
prediction map is then resampled at the original resolution and thresholded to
keep only voxels [VISUALLY > 0.5 SHOULD BE BETTER] > 0.6 as new lesion
voxel.

1.6 Implementation details

The model was trained on a 4GPU machine with PyTorch [14] for the CNN
conception and training. The TorchIO library [15] were used to perform data
loading, online data preprocessing and patching.
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Conclusion

The segmentation of new MS new lesion relies on the comparison of two acqui-
sitions of the same patient but at different time. It is a challenging task since
enlarging lesions are not taken into account and both acquisition have to be
aligned and perfect match does not exist. The comparison is not a simple sub-
traction of lesion segmentation but a careful analysis robust to registration errors
and able to identify what is a new lesion and not an enlarging one.

[state of the art to continue after introduction revision] Multiple attempts
have been made to identify lesion change with intensity and deformation analysis.

We propose here, a light fully convolutional siamese and deeply supervised
architecture and training method to segment new MS lesions. The architecture
is light with 40,465 learnable parameters and have 28 convolutional layers. It is
expected to segment separately both FLAIR images at different time points and
then compare and refine those segmentations to output new lesions segmentation
map. It is trained and test on small overlapping patches extracted from brain.

This method requires few preprocessing and post-processing steps and takes
advantage of the 3D nature of the MR image data. The light nature of the model
is expected to limit the training cost in time, energy and infrastructure and we
expect it to have a great generalization power.
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en plaques (ofsep): A unique multimodal nationwide ms registry in france. Multiple
Sclerosis Journal 26(1), 118–122 (2020)

23. Wallin, M.T., Culpepper, W.J., Nichols, E., Bhutta, Z.A., Gebrehiwot, T.T., Hay,
S.I., Khalil, I.A., Krohn, K.J., Liang, X., Naghavi, M., et al.: Global, regional,
and national burden of multiple sclerosis 1990–2016: a systematic analysis for the
global burden of disease study 2016. The Lancet Neurology 18(3), 269–285 (2019)

24. Zhang, C., Bengio, S., Hardt, M., Recht, B., Vinyals, O.: Understanding deep
learning requires rethinking generalization. arXiv preprint arXiv:1611.03530 (2016)

25. Zhou, Z., Siddiquee, M.M.R., Tajbakhsh, N., Liang, J.: Unet++: Redesigning skip
connections to exploit multiscale features in image segmentation. IEEE transac-
tions on medical imaging 39(6), 1856–1867 (2019)


