
HAL Id: hal-03358443
https://hal.science/hal-03358443

Submitted on 8 Aug 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Copyright

The Signature of Geomagnetic Field External Drivers in
Virtual Observatory 30-day Means Derived From Swarm

Data
Diana Saturnino, M. Pais, J. Domingos

To cite this version:
Diana Saturnino, M. Pais, J. Domingos. The Signature of Geomagnetic Field External Drivers in
Virtual Observatory 30-day Means Derived From Swarm Data. Journal of Geophysical Research
Space Physics, 2021, 126 (10), �10.1029/2021JA029579�. �hal-03358443�

https://hal.science/hal-03358443
https://hal.archives-ouvertes.fr


1. Introduction
Time variations observed from a satellite are due both to local variations with time and to spatial variations 
along the satellite trajectory. This is quite different from on-Earth observatories, whose series describe lo-
cal time variations. In search for series obtained from satellite data that could be more easily compared 
with magnetic observatory series, and treated using the same kind of mathematical tools, Mandea and Ols-
en (2006) developed the idea of “Virtual Observatories” (VOs). Each VO “measurement” averages satellite 
data inside a certain volume, typically a cylinder, and during a specific time window, typically 1 (Beggan 
et al., 2009; Hammer et al., 2021; Mandea & Olsen, 2006) or 4 (Hammer et al., 2021; Shore, 2013) months 
duration.

A local Cartesian cubic potential description has been initially used by Mandea and Olsen (2006) to com-
pute the field value at each target VO position, a method that has been followed by several other authors 
(Barrois et al., 2018; Beggan et al., 2009; Shore, 2013). This is also the approach followed in GVO (Geomag-
netic Virtual Observatories) products of ESA Swarm DISC international consortium (Hammer et al., 2021). 
Using this method, Hammer et al. (2021) recently computed GVO series of monthly values with no data 
selection, at 490 km altitude. Saturnino et al. (2018) showed that it is possible to use the Equivalent Source 
Dipole (ESD) potential description (e.g., Langlais et al., 2004; Mayhew, 1979), to locally reduce all satellite 
measurements within each cylinder and a certain time interval, to a constant altitude and a mean epoch. 
Starting from the magnetic anomaly created by a single magnetic dipole and using the superposition princi-
ple, a distribution of dipoles inside the Earth is sought that can explain a smooth field inside each cylinder, 
locally derived from a Laplacian potential.

Abstract The separation of contributions from different sources in the magnetic field signal 
measured at satellite altitude is an open challenge. An approach to this problem, using Principal 
Component Analysis, is here applied to geomagnetic external field series at Virtual Observatories (VOs). 
These series are computed from an enlarged data set of Swarm data covering all local times and all 
geomagnetic activity levels between January 2014 and December 2019. For each 30-day time window, 
the Equivalent Source Dipole technique is used to reduce all measurements inside a cylinder to one 
single “observation” at its axis and 500 km altitude. Our results reveal a first principal mode with dipolar 
geometry and time variation following very closely the RC-index of geomagnetic activity. They display a 
resolved second principal mode with annual periodicity and of approximately zonal quadrupolar radial 
pattern, reminiscent of results in a previous study using VO series from a filtered satellite data set and with 
lower time resolution. We resort to the recent comprehensive model CM6 to identify a possible source 
for this second mode. We propose that the dipolar mode is the expression of the magnetospheric ring 
current dynamics, at 30-day time resolution, and the quadrupolar mode is the expression of the annual 
asymmetry between local summer and winter Sq current vortices. Two fainter modes could be related to 
the equinoctial amplification of Sq vortices and the ionospheric dynamo modulation by nonmigrating 
tides. We show that a more uniform local time sampling could contribute to better resolve ionospheric 
structures.
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Most previous studies that used satellite data to build VO series implemented a strict selection whereby only 
quiet, local night-time measurements were kept in the analysis (Barrois et al., 2018; Domingos et al., 2019; 
Hammer et al., 2021; Mandea & Olsen, 2006). This was intended to capture short-time variations of the 
internal signal. Such selection is accomplished by using threshold values for proxies of geomagnetic activity 
as indices Kp, Dst or, more recently, the RC index (Olsen et al., 2014). Beggan et al. (2009) showed how, by 
relaxing selection constraints, external signals come to influence SV models and inverted core flows. This 
discussion was resumed by Shore (2013), who suggested to remove models' estimations of magnetospheric 
and ionospheric contributions from Swarm data, as a means to isolate the internal field in VO series. Do-
mingos et al. (2019) showed that, even after subtracting the magnetospheric contribution from CHAOS-6 
(Finlay et al., 2016) and the ionospheric contribution from CM4 (Sabaka et al., 2004), an external imprint of 
quasi-annual periodicity still remained.

At satellite altitude, the main sources of external fields are the magnetospheric currents flowing above the 
spacecraft, ionospheric currents flowing below, and field-aligned currents connecting the two regions. The 
magnetospheric currents of importance are the ring current, the partial ring current, and the magneto-tail 
current (Lühr et al., 2017). At low and midlatitudes, the ionospheric currents are mostly present in the day-
side hemisphere due to the E-dynamo, and are responsible for the well-known daily variation commonly 
referred to as solar quiet (Sq) variation. Besides, there is a strong azimuthal current in the dayside known as 
the equatorial electrojet (EEJ). In the F-region, large winds exist also, that have a dominant effect at night 
when the E-region conductivity is low. Finally, there are interhemispheric field-aligned currents connect-
ing the Sq vortices in the two hemispheres (Park et al., 2020; Yamazaki & Maute, 2017). E and F-region 
dynamos are known to be coupled to lower atmosphere tides, so that certain space-time features related to 
the neutral atmosphere behavior can be seen in the ionospheric external field (Chulliat et al., 2016; Lühr 
et al., 2008; Oberheide & Forbes, 2008; Pedatella et al., 2011).

An accurate representation of external fields' spatial and temporal variation is crucial in field modeling 
source separation. However, most available geomagnetic field models are computed using rigid data selec-
tion criteria and their validity is limited to low activity periods. As a result, external fields may be underes-
timated (Lühr & Zhou, 2020). A non-parametric method as Principal Component Analysis (PCA) may be 
used as an exploration method, to help to identify components that are present in the data although absent 
or under-represented in the models.

Domingos et al. (2019) worked on a set of VO series built from Swarm data by Hammer (2018). Applying 
PCA, the total signal was decomposed into decorrelated modes. Among these, the separation was made 
between modes from internal and external sources. The best resolved external mode showed annual time 
oscillation and zonal quadrupolar geometry in the radial component chart, which was not given a physical 
explanation. No mainly dipolar mode with a timescale variation possibly related to external sources was 
retrieved in their analysis. PCA and similar methods have been previously employed to separate variability 
modes in the external geomagnetic field or external equivalent currents (e.g., Shore et al., 2016; Yamazaki 
et al., 2009).

In this study, using a dense and uniform distribution of VOs computed from Swarm satellite data (Section 3), 
we look for a better definition of the main PCA external modes (Section 4). As in Saturnino et al. (2018), 
VO series are computed using all available satellite measurements obtained inside each elemental volume 
during a given time period, with no attempt to remove the external field contribution. Both the geographic 
and centered-dipole frames are tested, in search for the reference frame where resolution of external modes 
is the best (Section 5). The spatial and temporal functions of each external mode are compared against 
models and proxies for external signals (Section 6). In the end, we provide a physical interpretation for the 
two main, external resolved modes (Section 7). We also discuss a third and fourth modes, possibly related 
to the semi-annual oscillation of solar quiet current vortices and the ionospheric dynamo modulation by 
nonmigrating tides.
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2. Satellite Orbit Periodicities
An overview of periodicities that are present in the sampling by satellites along their orbit, and that may 
affect VO series is given below. ESA's Swarm mission, launched on November 22, 2013, consists of a constel-
lation of three identical satellites in nearly polar orbits at different altitudes (Friis-Christensen et al., 2006). 
By April 2014, two of them (A and C, inclination i  = 87. 3E  ) were flying at about E h  = 460 km altitude, with  
1. 4E  separation in longitude at the equator, and the third satellite (B, i  = 87. 7E  ) was flying about 50 km 
higher. The average orbital period of these satellites is ∼95 min, leading to 15 crossings of the equator by the 
ascending node, every 24 h. As a result of precession of satellite orbit planes around the Earth rotation axis, 
and the rotation of the Earth around the Sun, the Local Time of Ascending Node (LTAN) of each satellite 
is continuously drifting. The drift period of the satellite, SE T  , is computed from other orbit parameters as 
altitude E h above Earth's surface, and inclination i of the orbit plane, through
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where EE R  is the Earth's radius (e.g., Capderou, 2005). It takes a period of ∼9 months for the LTAN of Swarm 
satellites to complete a full 24 h (retrograde) cycle (Chulliat et al., 2016; Montenbruck & Rodríguez, 2020). 
This is shown in Figure 1, where the more slowly drift in the orbit plane of the B satellite relative to the oth-
er two is also perceived (9.2 months against 8.8 months, in the beginning of the mission). For all locations, 
two local time (LT) bands with 12 h separation are monitored by the satellites, each day. The LT bandwidth 
covered at each day/night hemispheres at each passage changes with time, due to different LTAN drift ve-
locities for A + C and B satellites (see Figure 1). The B satellite, which at the beginning of Swarm mission 
covers the same LT as the other two satellites leading to more localized LT coverage (until about the middle 
of 2015), gradually separates from A + C and moves closer to an orthogonal configuration. During about 2 
years from the beginning of 2017 to the end of 2018, a full coverage is reached. Then, the B satellite LT band 
moves closer to A + C, again, and the whole cycle repeats. Comparing LT coverage at the end of 2019 and 
middle of 2016 (note the symmetry), it is expected that it will take more than 2.5 years, approximately, to 
close the cycle and attain the same configuration as by January 2014. This means an amplitude modulat-
ing periodicity of about 8.5 years. The ∼9 months periodicity for the LTAN drift is larger than the time to 
cover all the 24 local times, since during each satellite orbit the Local Time of Descending Node (LTDN) is 
LTAN+12. For this reason, the fundamental periodicity related with LT day/night coverage is ∼4.5 months 
(Bezděk et al., 2017). As the external geomagnetic activity depends on LT, the oscillation between domi-
nantly day and night LTs introduces this periodicity in the observed magnetic field, as a sampling effect 
(e.g., Beggan et al., 2009; Shore, 2013). This will be further discussed in ‘Sections 5 and 7.

3. Data for VO Series
The raw data used in this study consists of 1-s measurements of the geomagnetic field geocentric compo-
nents (X, Y, and Z) from ESA's Swarm Level L1b data product, baseline version 0505 (0506 for some data 
files). Data from all three Swarm satellites (A, B, and C) were considered, for the period between January 
2014 and December 2019. Data were screened for quality flags defined in the Level 1b Product Definition 
Document (Toffner-Clausen & Nielsen, 2018). Only measurements identified as being in nominal mode 
were kept. Note that Swarm C data after November 5, 2014 was used, that is, when the ASM scalar field 
instrument stopped working, as the C satellite vector data can be corrected using Swarm A ASM data. No 
data selection based on the geomagnetic activity was applied to the data set.

4. Methods
This section describes the approach to derive the VO time series and analyze them, and an overview is pre-
sented in Figure 2. As is shown there, a similar procedure is applied in two distinct reference frames, the 
geocentric (GEO) or ECEF (Earth-centered Earth-fixed) and the centered-dipole (CD) frames, consisting 
in the following steps: (a) preparing the satellite data, by grouping them into spatial and temporal bins; 
(b) applying ESD inversion to compute VO series in a mesh; (c) subtracting a main field (MF) model from 
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VO series containing all field source contributions; (d) applying PCA to the remaining series. For proper 
definition of the reference frames in use, see Laundal and Richmond (2017). We may expect that distinct 
external sources show higher symmetry in different reference frames, so this rotation may help to separate 
external modes.

4.1. VO-ESD Inversion

The ESD technique is based on the expression of the magnetic field potential E V  at point P with spherical 
coordinates ( , , )E r    , due to a magnetic point dipole of moment E M at a point with coordinates ( , , )d d dE r    . Point 
P is outside the region where dipoles are distributed. Then

Figure 1. Local time drift of Swarm satellites A + B + C. Variation in time of local time distribution of the whole set of 
satellite measurements used in the calculation of Virtual Observatory (VO) series, during the 2014 to 2019 time period 
(only 1 out of 2 epochs is plotted, with 1 epoch corresponding to a 30-day period). Straight red line shows the retrograde 
drift of a certain group of sampled local time values.
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where l  is the distance between the dipole and point P, and the magnetic field is obtained from E V B  . 
A distribution of several dipoles is required to fit the observed field ( )E PB  . A linear relation can be written 
between the measured components of the field and the vector moments of the dipoles which, once inverted 
for the equivalent dipole sources, can be used to find the field at any point inside the cylinder. No particu-
lar physical meaning is attributed to the number, location, orientation or magnitude of these dipoles. The 
approach was originally set up by Mayhew (1979) and the implementation in our study follows those by Pu-
rucker et al. (1996), Dyment and Arkani-Hamed, Langlais and Purucker (2007) and, more recently, Oliveira 
et al. (2015) for Mercury, using MESSENGER data, and Saturnino et al. (2018) for the Earth, using Swarm 
data. The ESD method was chosen to reduce an ensemble of magnetic measurements to a single point. This 
is a mathematical technique to fit a Laplacian potential to the data, in the same way as the Cartesian poten-
tial model in, for example, Hammer et al. (2021). It has the relative advantage of being applied directly to 
total Swarm data values instead of residuals after removing an MF model, and of using the same coordinate 
reference frame for all cylinders (spherical Earth-centered coordinates). The method has been previously 
tested and shown to be effective in Saturnino et al. (2018). The solid Earth sources and ionospheric field 
sources are internal to the VO volume data, and modeling them with internal dipoles raises no doubt. Mag-
netospheric sources (external considering Swarm satellites altitude range) can also be present in the model, 
however, due to leakage of external fields into the internal potential as a result of non-global coverage of 
the VO data used in each inversion.

To obtain the VO field values using the ESD method (VO-ESD), a global mesh of VOs was constructed, 
following Saturnino et al. (2018) but for a sparser mesh (larger cylinders). Two different reference frames 
were considered (see Figure 2). In one case, the set of VO coordinates was fixed in time relative to the 

Figure 2. Overview of the approach followed in this study.
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GEO frame. In the other, the whole satellite data set were rotated to the CD frame, a different rotation for 
each 30-day period (an epoch) and using the CHAOS-6 model to compute the rotation angles 0 0( , )E    where 
0 1

0 arccos( / )g m  , 1 1
0 1 1arctan2( , )E h g     and 0 2 1 2 1 2

1 1 1( ) ( ) ( )E m g g h    . The rotation was made prior to 
the choice of the VOs grid, so that this second grid is fixed relative to the changing CD frame, although its 
nodes are never exactly at the same geographic locations from one epoch to the other.

In each reference frame, the Swarm data (after quality screening) was grouped into cylinders and, within 
each cylinder, into E M  = 72 different epochs of 30 days each, in the period from January 2014 to December 
2019. For each epoch, an approximately equal area mesh was obtained with the VO locations at 500 km 
altitude and separated in latitude by 3. 5E  . The central-most band is located at latitude Θ 0.75VOE    , with 
the other bands in the Southern Hemisphere (SH) lying at Θ 4.25 , 7.75 , , 88.25VOE        . In the Northern 
Hemisphere (NH), VOs are placed at Θ 2.75 ,6.25 , ,86.75VOE      . In each band, the number of longitudinal 
divisions ΘVOE N  (rounded up to the nearest integer) is chosen so that:

Θ
360 cosΘ .
3.5 VOVON  (3)

Hence, immediately north and south of the equator (geographic or geomagnetic), there are 103 VOs, around 
45E  latitude there are 74 and, closest to the poles, only 3 (SH) or 6 (NH). The resulting mesh contains 

3394PE N   VOs. The data for each VO consists of all data acquired inside a cylinder of 2.0E  (i.e., about 
240 km) radius centered at each VO and during a 30-day period. Depending on the epoch, satellite data 
within each cylinder lie between 450 and 530 km altitude (Swarm satellite's altitude range). 500 km was 
chosen as the common altitude for all VOs, as it is a round number close to the mean altitude of all Swarm 
data.

The VO-ESD inversion was applied following closely Saturnino et al. (2018), both in the GEO and CD refer-
ence frames. To gather a minimum number of satellite data values inside each cylinder, needed to correctly 
estimate the parameters in the inversion, a period of 30 days was used. For each epoch and each cylinder 
vector data set, the equivalent magnetization of dipoles placed at 2,900 km in the Earth's interior was sought 
by a least-squares fit in an iterative, conjugate gradient, inversion scheme (Purucker et al., 1996). Then, the 
forward calculation was used to estimate a magnetic field value at the cylinder axis and 500 km altitude.

Although the VO-ESD inversion makes no parametrization of external contributions, they are expectedly 
present in VO series (e.g., Oliveira et al., 2015; Saturnino et al., 2018). The magnetic field of internal origin 
( 13E n   ) as given by the CHAOS-6 model (Finlay et al., 2016, version CHAOS-6-x9) was subtracted from the 
VO time series, to isolate the external contribution. For the CD frame, the CHAOS-6 coefficients were also 
rotated before the MF contribution was removed. The lithospheric field was not subtracted, since it has no 
contribution to the time variability of the field during the (short) time interval 2014–2019. The two sets of 
VO time series residuals, after subtracting an MF model, are called ’VOGEO and ’VOCD .

4.2. PCA Decomposition

The set of VO’ series was stored into a matrix E X , each row with data from a given epoch, with 72E M   dis-
tinct epochs. Three sets of 3394PE N   columns were concatenated, each set containing a given component 
of the field at all VOs. The PCA analysis decomposes the data matrix E X into a sum of principal components 
(or modes) E j , with spatial patterns jE p  (the Empirical Orthogonal Functions, EOFs) multiplied by time series 

jE y  (the Principal Components, PCs), according to:

X y p y p     
 


j

k
j jT

j

k
j j jT

1 1

 , (4)

where  jy  and jE p  are orthonormal in the sense that y y  jT i
i j ,  and ,

jT i
i jE p p  . jE   are non-negative scalars, 

the singular values of data matrix E X , and E  represents the dyadic product. A further parameter characteriz-
ing the variance of each mode is  j j

M ( ) /( )
2

1  . jE   values can be directly obtained as the eigenvalues 
of X X

T
M/( ) 1  . E k is the number of modes that explain most of the signal variance, the remaining modes 

being usually identified as noise. The notation in use is the same as in Domingos et al. (2019), where a more 
detailed description of the PCA method, as applied here, can be found.
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The PCA decomposition was applied to the whole set of ’VOGEO and ’VOCD series below 60E   latitude (see 
Section 5.2). For each VO, the three series of magnetic field components ( , , )rE B B B   were used as additional 
parameters in the spatial dimension, assuming the same time variation associated to the three of them 
(Shore et al., 2016).

Rotating the whole data set by a single set of 0 0( , )E    angles would not change the result in terms of PCA 
modes: the EOF spatial structures would be the same in the rotated frame as in the initial frame, only ro-
tated; their time variation would be given by exactly the same time series (e.g., Jolliffe, 2002). However, as 
applied here, the rotation angle is changing with the MF, even if only slightly, and the modes are no longer 
exactly the same.

4.3. Geomagnetic Activity Proxies and Model CM6

An explanation for the origin of the main PCA modes was sought using solar and geomagnetic activity 
proxies, as well as resorting to the recent comprehensive CM6 model (Sabaka et al., 2020).

Different series of parameters used as proxies of Sun-Earth interaction were compared with the PC time 
functions from our analysis. Daily averages were downloaded from OMNI database for (a) the solar activity 
index F107 (the solar radio flux at 10.7 cm wavelength) and the sunspot number R; (b) the interplanetary 
magnetic field components in the GSM coordinate system, BxE  , ByE  and BzE  ; (c) the solar wind plasma velocity 
VswE  ; and (d) the geomagnetic activity indices Kp, ap, Dst. Minute values of Auroral Electrojet indices SML, 
SMU, and SME (Gjerloev, 2012; Newell & Gjerloev, 2011) were downloaded from SuperMAG database. The 
RC index, which monitors the strength of the magnetospheric ring current, was downloaded from DTU 
webpage. Finally, the Newell coupling function (Newell et al., 2007) was computed from downloaded pa-
rameters. For each of these parameters, averages were computed over the same 30-day epochs considered in 
the VO-ESD inversion and then correlation coefficients were computed with the main PCs.

The CM6 model was used to retrieve general spatial patterns for modes related to the ionospheric variability. 
To this end, 30-day resolution time series were produced at the VOs mesh positions, fixed in the GEO refer-
ence frame. These series were obtained as follows: 30-day mean values were computed from hourly values 
of the total ionospheric contribution (primary plus induced contributions) as given by CM6 model for the 
period January 2014 to December 2019, resulting in 72-points time series at each VO location. The PCA 
analysis was applied to the simulated data set.

5. Results
5.1. VO Series

The VO mesh and the distribution of satellite data among cylinders can be a source of spatial or temporal 
asymmetries. The presence of spatial patterns and time signals possibly related to such sampling asym-
metries was checked, so that they could be later recognized in the computed PCA modes.

The high density of cylinders allows to have a very good spatial coverage. However, it implies that a subset 
of data inside each cylinder is used to constrain the ESD models in more than one cylinder simultaneously. 
In a first test (not shown), we computed the spatial distribution of this oversampling and found that about 
20% of data inside each cylinder is being used to constrain the ESD models inside neighboring cylinders. We 
could not identify any spatial pattern similar to the main EOFs of the PCA applied to VO geomagnetic se-
ries. Furthermore, the use of a subset of data values to constrain the ESD models in different (neighboring) 
regions simultaneously is not seen as a drawback, as it is very homogeneously distributed and promotes the 
continuity in the field between those regions.

A second check test was done (also not shown), to assess the distribution of the asymmetry in local day/
night duration (where “day” and “night” refer to time after and before sunrise), and consequent aliasing of 
external magnetic field activity as discussed by Beggan et al. (2009) and Shore (2013). For each cylinder and 
each epoch, it was computed the difference in the number of Swarm data values lying in the lit and dark LT 
intervals, in an attempt to parametrize the local day/night asymmetry. Then, PCA was applied to the space-
time distribution of those differences. This asymmetry changes over time, as expected due to the obliquity 
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of the Earth but also to the drift of the three satellite orbital planes (see 
Figure 1). The 1-year and 4.5 months periodicities can be retrieved. None-
theless, at a given epoch, we could not see spatial patterns in the day/
night asymmetry, similar to the main EOFs retrieved in the PCA analysis 
of VO geomagnetic series (see Section 6).

Although not dominant in the spatial structures of the computed PCA 
main modes, the day/night asymmetries due to the sampling along the 
satellite orbits are present in the VO-ESD inversion. Computed ESD es-
timations, inside each cylinder, explain the Swarm satellite data with an 
RMS misfit distribution shown in Table 1. This misfit is computed from the 
comparison of estimated and observed field values containing all source 
contributions and using all Swarm data inside each cylinder. The spatial 
distribution of RMS misfit for the three components, shown in Figure 3 
for epoch centered on 2018.8 in the GEO frame, shows sectorial banding, 
typically of order 15 and mainly in the meridional component. A similar 
result was also retrieved by Beggan et al. (2009), who noticed it was close-
ly related to the presence of external contributions and would be much 
weaker when using filtering constraints on the selected data. Shore (2013) 
confirmed these findings, making it clear that it was due to aliasing of the 
external activity due to sampling along a drifting satellite orbit.

The plots of observed series at the ground level and VO-ESD series 500 km 
above can be seen in Figure 4 for the four observatories of COI (Coimbra, 
Portugal), CLF (Chambon-la-Forêt, France), HER (Hermanus, South Af-
rica), and LRM (Learmonth, Australia). The MF contribution from CHA-
OS-6 model (up to spherical degree 13) has been subtracted from both 
on-ground observations and from the VO-ESD series. Note that the ESD 
inversion is applied to Swarm field data containing all source contribu-
tions, contrary to other studies where the inversion inside each cylinder 
is applied to deviations of Swarm data relative to an MF model (e.g., Ham-
mer et al., 2021). So the retrieval of correlated oscillations at the ground 
level and at height is an indirect indication that the MF contribution is 
correctly computed using ESD (see also Saturnino et al., 2018). The signal 
represented by black and blue curves is expected to be due to (a) the lith-
ospheric field; (b) an MF contribution not accounted for in CHAOS-6; (c) 
the external signal (both primary and secondary). There was no attempt 
to downward continue the VO series, as we do not know how the external 
field varies with altitude. The contribution from the lithospheric field is 
assumed constant during the 6-year time period, with a higher intensity on 
the ground (near the sources) than at 500 km altitude. This is in agreement 
with larger values for on-ground series in Figure 4. Results from the PCA 
analysis, discussed in Section 6, do not support a relevant MF contribution 
in series shown in Figure 4. Instead, the main four variability modes seem 
to be due to magnetospheric and ionospheric current sources. The VOs 

GEO frame CD frame

Global (  | |VOΘ 60  ) Global (   | |V OΘ 60  )

rE B  /nT E B  /nT E B /nT rE B  /nT E B  /nT E B /nT

10 (7) 22 (16) 20 (12) 9 (6) 21 (14) 19 (10)

Table 1 
RMS Misfit Between Swarm Data and VO-ESD Estimations Inside Each VO Cylinder, Taking Into Account All VOs or Just VOs With Latitudes Between  60E  (in 
Bold)

Figure 3. RMS misfit between Swarm data and VO-ESD estimations 
inside each VO cylinder, for the three components at epoch 2018.8, in the 
GEO frame.
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Figure 4. 30-day resolution time series for geomagnetic field components ( E X , E Y  , E Z ) at COI (40. 03E  N, 8. 43E  W), CLF (47. 83E  N, 2. 26E  E), HER (34. 24E  S, 19. 23E  E) 
and LRM (22. 08E  S, 114. 10E  E) observatories (gray) and at corresponding Virtual Observatories at 500 km altitude (blue). For COI observatory, the series was 
interrupted at 2018.7, due to damages caused by hurricane Leslie at the variometers' house. Also shown inside each frame, the correlation coefficient (CC) 
between curves, and the corresponding p-value.
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time series follow oscillations that are well correlated with series obtained on the ground, with higher correla-
tions for E X and E Z than for E Y components. Differences were expected, due to the fact that while the ionospheric 
contribution is seen from below at on-ground observatories, it is seen from above at VOs altitude. The highest 
values for the Pearson coefficient is 0.88 with a p-value less than 0.01, for component E Z at CLF.

5.2. Principal Modes

All 72 epochs were considered in the ’VOGEO and ’VOCD  time series, when applying the PCA analysis. How-
ever, due to lower performance of the VO-ESD model at higher latitudes (see Table 1), only a subset of all 
VOs were used, namely those located at  |Θ | 60VO  , with ΘVOE  defined in each reference frame, changing 
the VO number to 2920PE N   .

Figure 5 shows the singular spectrum, that is, the variance of different modes as given by jE   , in both refer-
ence frames. It also shows the standard error bars associated with each eigenvalue as given by North's rule 
of thumb (North et al., 1982). Mode 1 is responsible for around 30% of the data variability. Globally, the 
modes' variability is lower for ’VOCD  than for ’VOGEO . Modes 3 and 4, while degenerate in ’VOGEO , can be 
better resolved in the rotated CD frame. As an estimate for the noise level intensity above which PCA modes 
can be resolved, the PCA was applied to (3 )PE M N  Gaussian random matrices of zero average elements and 
uniform standard deviation E   . The E   value was adjusted so that the first four eigenvalues computed from 
VO series rise above the Gaussian noise “plateaux,” for GEO and CD frames. These “plateaux” are represent-
ed by the two straight lines shown in Figure 5 which connect eigenvalues for Gaussian random processes 

Figure 5. Singular spectra for ’VOGEO and ’VOCD data sets, in logarithmic scale. Error bars represent the standard error 
given by North's rule of thumb. The two straight lines are fitted to white Gaussian “noise” eigenvalues corresponding to 

7.8GEOE    nT and 6.8CDE    nT.
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with 7.8GEOE    nT and 6.8CDE    nT. Interestingly, the difference of 1 nT between them is quite close (or 
even the same, for rE B  ) to corresponding differences in Table 1.

The PC time series are shown in Figure 6 for modes 1–4. The first mode has a sub-annual variability and a 
decreasing trend from 2015 onward. The second mode has a quasi-annual variability. Modes 3 and 4, both 
show clearly an oscillation of ∼4.5E  months, and an amplitude modulated by a period larger than 6 years (see 
Figure 1), possibly about 8.5 years (see Section 2). The power spectra in Figure 6 help to better characterize 
the time variation of each mode. Periods of 4.5 and 9 months represent the time it takes for each satellite 
individually, as well as the A + C cluster, to recover the same sampling conditions regarding local times. 
The two different values account for the difference in sampling conditions depending if all local times are 
covered by either LTAN or LTDN, or by LTAN in particular. These two periods are clearly present in modes 
2–4. Also seen for these three modes, the spectral broadening between about 4 and 5 months, that can be 
explained due to the amplitude modulation of the “carrier” period of ∼4.5 months. Neither one of the pe-

Figure 6. (left) Normalized PC time series ( jE y  ) for the first four modes, when applying Principal Component Analysis 
to ’VGEOE  (blue) and ’VCDE  (orange). E j increases from top to bottom. (right) Power spectra of each series.
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riodicities related to uneven sampling of different local times is present in the main principal mode. This is 
indicative that mode 1 spreads over all local times, that is, is observed both during day and night LTs. Much 
on the contrary, modes 2–4 reflect the dynamics of features bounded in a certain LT region. Those features 
are more clearly retrieved during epochs when the A + C sampling LT band (from the LTAN or the LTDN 
sides) is centered with them, and become more and more faint as the sampling LT band approaches an 
orthogonal configuration, where these modes reach minimum values. A semiannual period is dominant in 
mode 1 and relatively important in mode 3. It is also recovered in mode 4, if the PCA is applied in the CD 
reference frame. Finally, the annual oscillation is the period with the highest energy in mode 2, and is also 
present in modes 3 and 4.

Figure 7 shows the spatial patterns (or EOFs) for each of the four modes and for the radial component, since 
this component is the best explained by the VO-ESD model (Table 1). The EOFs for ’VOCD are approximately 

Figure 7. Dimensional Empirical Orthogonal Function spatial structures ( j jE  p  ) for the radial component of the first 
four modes, both in the GEO (left) and CD (right) frames. E j increases from top to bottom. The data sets include only 
Virtual Observatories (VOs) located at  |Θ | 60VO  .
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a rotated version of corresponding EOFs for ’VOGEO , as expected. While radial geomagnetic field charts 
of modes 1 and 3 have a dominantly dipolar symmetry, charts of modes 2 and 4 are mainly quadrupolar. 
In particular, for mode 1, the computation in the CD reference frame gives a more simple geometry. The 
equatorial oscillation over central America is smoothed out, which is exactly what is expected for a spatial 
pattern that is constrained by the tilted geomagnetic dipole, with inclination given by the MF degree-1 SH 
coefficients. The zonal symmetry further points toward a planetary and circular current system, which 
is also in agreement with the LT-invariance discussed previously. All together, our results align with the 
hypothesis that the magnetospheric ring current dynamics is present in mode 1. As for mode 2, it is not as 
clear whether the nearly equatorial spatial structures are more aligned with the GEO or with the CD equa-
tors. This may be an interesting result by itself, as it is known that low-latitude ionospheric current systems 
are constrained by both atmospheric tidal winds that are symmetric relative to the GEO equator and the 
ionospheric conductivity, symmetric relative to the CD equator (e.g., Pedatella et al., 2011). Finally, modes 
3 and 4 also seem to include both symmetries, their source currents being probably more close to mode 2 
than to mode 1.

Table 2 shows RMS values of the radial component for the first modes at peak epochs (different for each 
mode). Values are always smaller for the CD than the GEO reference frames, especially for mode 1 which 
seems to be due to a source current aligned with CD equatorial plane.

6. Characterization of Main External Modes at Satellite Altitude
The first four modes are now considered in detail, trying to identify possible mechanisms that could explain 
them. For modes 1 and 2, their power spectra and spatial patterns suggest that they display the dynamics 
of magnetospheric and ionospheric external sources, respectively, which we will now attempt to better 
characterize. As for modes 3 and 4, they exhibit as the main periodicity the 4.5 months it takes for Swarm 
constellation to cover all local times, especially during about the first two years of the satellite mission (see 
Figure 6). Also, as an amplitude modulator, a period larger than 6 years is present, possibly about 8.5 years, 
corresponding to the time it takes for the 3-satellite configuration to repeat again (see Figure 1).

6.1. Correlation With Proxies of Solar and Geomagnetic Activity

In a prospective search for the most direct sources of modes E j  1–4, Figure 8 shows the Pearson correlation 
coefficient between time series jE y  and different proxies of solar and geomagnetic activity. 1E y  time series 
shows the highest correlation (or anticorrelation) with RC, closely followed by the Kp/ap and SML/SME 
indices; neither 2E y  , 3E y  nor 4E y  have significant correlations with any of the proxies in the list. Results for ’VOCD 
(not shown) are very similar to ’VOGEOE  .

The small correlation of modes 2–4 with Sun-Earth interaction parameters or magnetospheric activity prox-
ies seems to exclude the solar wind or the magnetosphere as the main drivers for those modes. Instead, it 
suggests that driving processes may lie in the lower atmosphere (e.g., Heelis, 2004).

Mode 1 Mode 2 Mode 3 Mode 4

RMS from PCA modes (nT)
’VOGEOE 6.81 4.78 3.49 2.41

’VOCDE 6.10 4.58 3.31 2.22

Characteristic values (nT)
’VOGEOE  / ’VOCDE 0

1( )CDE q  = 23.4 MAV
GEO = 13.4 MAVCDE  = 5.7 MAVGEOE  = 6.7

Note. Also shown, characteristic values computed as explained in the Discussion, for an easier comparison of each 
mode amplitude with results from other studies.

Table 2 
For the First Four Modes E j , RMS Values of the Radial Component at the Time the Maximum of jE y  is Attained, Over 

 |Θ | 60VO  Region
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6.2. Comparison With CM6 Ionospheric Simulations

The power spectrum for mode 2 (Figure 6) reveals a main annual periodicity, followed by 4.5 and 9 months 
peaks that can be related to Swarm orbital parameters (Figure 1). However, there is no correlation with the 
solar activity, interplanetary field nor geomagnetic activity indices, just as for modes 3 and 4.

The solar quiet daily vortices are taken into account in the CM comprehensive models (see e.g., Sabaka 
et al., 2004, 2020). To test the hypothetical relation of mode 2 (and eventually 3 and 4) with those current 
systems, simulations were computed using CM6. From hourly values of the ionospheric field (both primary 
and induced), 30-day means were computed on the same grid as for ’VOGEO , for the whole 2014–2019 period. 
Then, the PCA decomposition was applied. Two modes explain most of the variability of the simulated ion-
ospheric signal, the second one with spatial symmetry close to VO's mode 2 and time variation with a main 
annual periodicity and the first one with spatial symmetry close to VO's mode 3 and time variation with a 
main semiannual periodicity. Figure 9 shows the EOFs and PCs of the first two modes of PCA applied to 
CM6 ionospheric component.

7. Discussion
Results for the correlation of different jE y  time series with proxies for the solar activity, interplanetary field, 
and magnetospheric variability, support the view that mode 1 describes mainly the variability of magneto-
spheric currents, contrary to modes 2–4. From comparison of these latter modes with CM6, it seems very 
likely that they are due predominantly to the global ionospheric current system responsible for the solar 

Figure 8. (top) The 1E y  time series (GEO frame) is plotted together with different tested proxies. (bottom) Pearson 
correlation coefficients between 1E y  time series and different proxies of Sun-Earth interaction (see text). Correlation 
coefficients have p-value  E  0.05.
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daily variation. A more detailed discussion for each mode follows, based 
on the results of this study.

7.1. Magnetospheric Mode

A dominantly zonal dipolar mode sorts out as the main mode, with a 
relatively short-term variability (a few months), and irregular amplitude 
(Figures  6 and  7). Its dipolar geometry, alignment with the CD frame 
equator, and LT-invariance suggest that it may represent the variability 
of the symmetric ring current with a 30-day time resolution. The well-
known semiannual variation (SAV) of geomagnetic activity is clearly 
present in its power spectrum (see Figure 6). Different mechanisms were 
proposed to explain SAV, namely the equinoctial, the axial, and the Rus-
sell-McPherron mechanisms (see e.g., Lockwood et al., 2020, for a recent 
review). All of them explain how solar-forced external drivers, namely 
the flux of the solar wind entering the magnetosphere, can be responsible 
for a 6-month periodicity in magnetospheric currents. A totally different 
mechanism originates the SAV retrieved in ionospheric modes 2–4 dis-
cussed below, with origin in atmospheric tidal currents.

Figure 8 shows that RC time series correlates the best with 1E y  . Nonetheless, 
both Kp/ap and SML/SME are also highly correlated, clearly above Dst. 
The RC index parametrizes the ring current activity and, in its most recent 
version, it is derived from 14 mid and low latitude ground observatories 
(Finlay et al., 2015). Since a few years ago, it has been considered a better 
index than Dst to monitorize the ring current activity. As for the ap index, 
it uses data from 13 midlatitude stations with geomagnetic dipole latitude 
close to 50E  . SML and SME are auroral electrojet indices that use more 
than 100 northern hemisphere stations from the SuperMAG collaboration 
(Gjerloev, 2012), between + 40E  and + 80E  geomagnetic dipole latitude. Our 
results seem to show that, when taking into account high geomagnetic ac-
tivity levels and to 30-day time resolution, indices ap or SML are also good 
proxies of the ring current dynamics, probably due to coupling between 
different external current systems. That is, other current systems known to 
contribute to SML and ap (e.g., auroral electrojets, magneto-tail currents) 
may also be mapped into mode 1, especially since data up to 60E  latitude 
is used. The magneto-tail contribution, in particular, is that of a uniform 
field at points close to the Earth, orientated along the GSM (−Z) direction 
(Maus & Lühr, 2005) which is tilted by the dipole tilt angle with respect to 
the CD (−Z) direction (see e.g., Laundal & Richmond, 2017). Due to annual 
variation of the dipole tilt angle this contribution may be present in mode 
1, since there is some energy in the annual signal (see Figure 7). The projec-

tion of the tail field along the geomagnetic dipole axis will simply add to the ring current field and contribute 
to the dominant dipolar geometry that characterizes this mode. There should be, in addition, the effect of the 
projection of the tail field in the CD equatorial plane, giving rise to a degree n = 1, order m = 1 contribution in 
CD. This geometry is not apparent in mode 1, probably hidden by the dominant 0

1E P  term.

We now test the value of 6.1 nT in Table 2 for the RMS of rE B  in mode 1, against independent results concerning 
the ring current. A simple model frequently used for the primary/inducing field is that of a uniform magnet-
ic field derived from a degree-1 external potential, in a spherical harmonic (SH) representation (e.g., Ham-
ilton, 2013), that is, 0

1 )ˆ( cos s n ˆirE q e e   B  in the CD frame. Taking into account the corresponding sec-
ondary/induced (internal) field, and assuming a frequency independent factor ∼0.3E  relating the induced to 
the inducing contributions, the radial component at the satellite altitude E h is B R r q P

r E
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with EE r R h   (e.g., Yamazaki & Maute, 2017). The 0
1E q  SH coefficient would then give directly the intensity 

Figure 9. Principal Component Analysis applied to CM6 estimations of 
the ionospheric component. (a) EOF1; (b) EOF2; (c) PCs.
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of the ring current (uniform) field, aligned with the z-axis of the CD reference frame and pointing from the 
northern to the southern hemispheres, since the global current is westward. A more precise parameter to 

compare with the value in Table 2 is the root-mean-square of the radial component of this uniform field, 

( / )
/

1
2

1 2

S B dS
r





  , considering only the region  |Θ | 60VO  and 500E h   km in the calculation of surface inte-

grals. This gives 0.261 0
1E q  . Making this expression equal to our estimate, yields 0

1E q   = 23.4 nT, a bit lower than 
values found in Hamilton (2013) or Shore et al. (2016), which were computed for a higher time resolution. 
A further simplified model allows to relate the magnetic field due to a ring current at its center and the 
current intensity value RCE I  . Using for the ring current radius 4 EE R  , leads us to compute I R q

RC E
 8 1

0

0/   
with 0.95  MA as a result. This is of the right order of magnitude of ring current intensity values (e.g., 
Prölss, 2004).

7.2. Ionospheric Modes

Solar quiet daily vortices have foci at ± 30E  of the dip equator (Yamazaki et al., 2011) and originate a field 
with radial component of different signs in both hemispheres (e.g., Sabaka et al., 2020; Figure 11). The vor-
tices having a maximum at noon LT and practically zero current in the nighttime, this radial contribution 
does not average to zero over both day and night LTs binned inside each VO cylinder. As a result, it will be 
present for each VO at each epoch, and represented as a spatial structure approximately anti-symmetric 
relative to the equator.

The spatial structure of the associated variability modes may show the same equatorial anti-symmetry as 
the time average or a different one, as was also studied by Yamazaki et  al.  (2009). Because of variable 
insolation, the ionospheric conductivity at higher latitudes, where the summer-winter difference in the 
ionization rate is more significant, exhibits a seasonal variation with larger conductivities occurring in the 
summer hemisphere. The morphology of the corresponding variability mode is an equivalent equatorial 
symmetric single vortex pattern centered at the equatorial region in the morning sector, with anticlockwise 
currents around June and clockwise currents around December. The spatial pattern computed by Yamazaki 
et al. (2009) for the equivalent currents explaining the data has an additional complexity: on the east side 
of the vortex that extends to large latitudes, currents circulate in the opposite sense and closer to the equa-
tor, along a smaller vortex (see Yamazaki et al., 2009; Figure 5). Figure 10 outlines this variability mode. 
The superposition of an equatorially symmetric mode to the average hemispheric antisymmetry leads to 
hemispheric asymmetry in the Sq current system, with stronger current vortices observed in the local sum-
mer hemisphere and weaker vortices in the local winter hemisphere, sometimes almost disappearing (e.g., 
Pedatella et al., 2011; Yamazaki & Maute, 2017). This is the well-known annual oscillation of Sq currents, 
where the growth of the northern hemispheric vortex occurs simultaneously with the decay of the southern 
vortex and vice-versa, with maxima and minima at the solstices (see Figure 10). The other main seasonal 
oscillation that is known to occur has semiannual periodicity (e.g., Yamazaki et al., 2011). During equinox-
es, the total current intensity of the Sq current system is maximum due to maxima of its driving tidal winds, 
propagating from the lower atmosphere. So, there is a semiannual simultaneous growth and decay of the 
two counter-rotating equivalent current vortices, the radial component of this variability mode showing the 
same equatorial symmetry as the average pattern (see Figure 10).

Each one of these two periodicities (annual and semiannual) is seen in the PCA modes computed from CM6 
simulations (see Figure 9). The two CM6 modes are swapped relative to Yamazaki et al. (2009) and to our 
own results: the first mode is the semiannual simultaneous growth and decay of the two counter-rotating 
vortices, displaying an (approximately) anti-symmetric structure relative to the magnetic equator for the 
radial component and a symmetric structure for the meridional component (not shown); the second mode 
displays an equatorial symmetry and an annual periodicity consistent with the observed Summer/Winter 
asymmetric oscillation of the two counter-rotating vortices (see Figure 10).

In our results, the annual variability of mode 2 (Figure 6) and its spatial structure (Figure 7) for the radial 
component, with features approximately along the equator, can be related to the Summer/Winter oscillation 
of the global ionospheric current system, as discussed above (see e.g., Yamazaki & Maute, 2017; Yamazaki 
et al., 2009, 2011). This mode is similar to the Swarm external oscillation that came out from Domingos 
et al.'s (2019) study. It also corresponds to CM6 mode 2 (Figure 9).
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The Swarm sampling periodicity of 4.5 months is dominant in modes 3 and 4. For mode 3, the 6-month 
period is the second most important and the similarity of the corresponding EOF to the spatial structure 
retrieved from the CM6 PCA mode 1 is quite high (Figures 7 and 9). The equivalent current system rep-
resentation that can explain this mode (see Figure 10) shows close agreement with the equatorial antisym-
metric pattern recovered by Yamazaki et al.  (2009) to explain semiannual variation (see their Figure 6). 
This seems to show that the semiannual oscillation of ionospheric current vortices is the main source of 
variability of mode 3. All these results contribute to an interpretation of modes 2, 3 and possibly mode 4 as 
variability modes of the current system responsible for the solar daily variation. It remains to comment on 
the interchange of the two main ionospheric modes in going from CM6 to our (and Yamazaki et al., 2009) 
calculations. A possible explanation could be an aliasing of the CM6 magnetospheric SAV into the iono-
spheric component, thus artificially increasing the semiannual ionospheric variability mode energy.

From PCA results, we now produce estimations for characteristic intensities of the ionospheric signal at 
500 km altitude and 30-day time resolution. Its primary sources lie below the VOs altitude, at the E or the 
F ionospheric layers, and the computed field derives from an harmonic potential with internal sources. 
The decomposition of this harmonic signal into multipoles would not allow a direct comparison of SH 
coefficients with existing estimates for the ionospheric field SH coefficients as observed on-ground (below 
sources). Based on the dominant geometries that sort out from Figure 7, namely 0

2E P  for modes 2 and 4 and 
0

1E P  for mode 3, we use the RMS values in Table 2 to estimate SH coefficients 0
1E   (mode 3) and 0

2E   (modes 2 
and 4). Then, from the very simple SH models 0 0

r n nE B P  , we compute maximum absolute values (MAV) at 
the GEO equator for modes 2 and 4, and at ± 060E  CD latitude for mode 3, that can also be found in Table 2. 
As in Section 7.1, surface integrals cover only the region between ± 60E  latitude.

Figure 10. Schematic view of the symmetries and periodicities present in global ionospheric currents' variability. Arrows show the equivalent currents 
circulation sense at the time the load coefficients in the time series plots are positive. “+” sign for both anticlockwise circulation and radial field pointing 
outward; “–“ sign for the opposite.
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7.3. Longitudinal Variation

The longitudinal variation seen in modes 2–4, with intensity peaks over South America (modes 2–4), Africa 
(modes 2 and 4), Southeast Asia/Australia (modes 2–4), or Central Pacific (modes 2–4), located along the 
equatorial region but not particularly along the geomagnetic dipole equator (see Figure 7), could be indic-
ative of the role of certain tidal winds in lower atmosphere-ionosphere coupling (e.g., Lühr et al., 2008; 
Oberheide & Forbes, 2008). The diurnal eastward propagating tide of zonal wavenumber 3 (DE3) is a non-
migrating tide that can be excited by latent heat release in the tropical troposphere associated with raindrop 
formation in deep convective clouds (e.g., Oberheide & Forbes, 2008). Tidal winds propagate upward and 
subsequently contribute to the E-region dynamo. The E-region polarization electric fields can be further 
transmitted along magnetic field lines into the overlying F-region and drive the dynamo there, too. The 
longitudinal distribution of convective cloud formation regions concerns the South America, Africa, South-
east Asia, and the central Pacific sectors. A semiannual variability is associated with this structure, with 
amplification close to equinoxes (e.g., Pedatella et al., 2011). To clarify if the effect of nonmigrating DE3 
tidal wave could be retrieved in VO series from Swarm data, a further calculation was made. Since during 
the 2017–2018 period the Swarm sampling is more even in Local Times, it is expected that ionospheric 
signal could be then retrieved with minimum blurring by the spurious 4.5 months oscillation. The PCA 
was applied to VO series for the 2-year period (Figure 11). Modes 1 and 2 are similar to the two first modes 
obtained for the whole 2014–2019 duration (Figure 7). However, mode 3 does now clearly show the four-
peaked longitudinal structure described above. Its maxima are located at longitudes of about 5E  , 115E  , 200E  
and 280E  , very close to maxima of different neutral and plasma parameters that are involved in a variety of 
mechanisms coupling the lower atmosphere to the geospace through the DE3 nonmigrating tide (e.g., Ober-
heide et al., 2015). The wavenumber-4 structure has been resolved by Chulliat et al. (2016) also using Swarm 
data. Here, we confirm the deviation of such structure toward the Southern Hemisphere, as noticed there.

7.4. Comparison With Previous Results

Previous studies closest to ours are Yamazaki et al. (2009) and Shore et al. (2016), using ground magneto-
meter data, and Domingos et al. (2019) also using VO series from satellite data. Shore et al. (2016) applied 
the same non-parametric methods to separate different correlation modes, but they used only data from the 
internationally defined five magnetically quietest days in each month. We can find correspondence between 
the three main modes in both studies: a first ring current, a second annual oscillation, and a third semian-
nual ionospheric modes. Their maximum estimate for the 0

1E q  coefficient is about two times ours, which can 
be due to the smoothing effect in the 30-day averages that we use. Their annual oscillation is identified as a 
“seasonal motion of the background field,” while results from this study allow to identify the annual signal 
as due to Sq vortex intensity peaking during Summer and Winter at alternating hemispheres. We find in 
Yamazaki et al. (2009) an explanation of ionospheric modes 2 (annual) and 3 (semiannual) which is closer 
to ours. Their estimates for the ratio of amplitudes between these two modes are also similar. Finally, in 
Domingos et al. (2019), strict selection rules and external field modeling applied to eliminate external con-
tributions did not allow to resolve any magnetospheric mode. As a result, the only external mode identified 

Figure 11. For the 2-year period 2017–2018, the Principal Component Analysis mode 3 (PC on the left, Empirical Orthogonal Function on the right), showing 
equinoctial amplification of a nearly equatorial four-peaked structure. Vertical lines on the left mark equinoxes and solstices.
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was a residual signal (peak RMS value of 0.835 nT for the radial component), which nonetheless could 
resolve the annual periodicity and the quadrupolar pattern of the radial component. In the present study, 
without any data selection to remove the external field, this mode is recovered with a significantly higher 
amplitude (RMS of 4.6 4.8E   nT). Recently, Hammer et al. (2021) computed 1-month VO time series (called 
GVO) that account for the whole geomagnetic field signal at satellite altitude. The main differences to our 
VO series are the use of the Cartesian cubic potential; the fit to data residuals inside each cylinder; a lower 
spatial resolution in the global VO mesh with less than one-tenth of nodes. Most importantly, VO series in 
the present study are further examined in search for correlations among them that can be related to the dy-
namics of external sources, and as a result each VO series can be decomposed into different contributions. 
In Figure 12, the radial component of the external geomagnetic field at the four VOs above COI, CLF, HER, 
and LRM (see Figure 4) is decomposed into separate and added contributions from PCA modes 1–4. As can 
be seen, VO series are closely represented by the first four modes. As a consequence, this small set of modes 
seem to explain the most important differences in the external field as seen above different observatories.

8. Conclusion
Starting from a large Swarm data set that includes measurements during all geomagnetic activity levels in 
the 2014–2019 period, the VO series computed in this study using the ESD inversion contain a significant 
external contribution. They can help to bring new insight into the dynamics of the external current systems 
that contribute the most to variability at the Swarm satellite altitude.

Here, after subtracting to the VO series the main field contribution computed using CHAOS-6, we identified 
the main PCA mode with spatial geometry suggestive of the magnetospheric ring current system and three 
modes associated with the mid/low latitude ionospheric current systems. The RC index was identified as 

Figure 12. Radial component of Virtual Observatory series and corresponding contributions from the first four Principal Component Analysis modes, at 
500 km above the four magnetic observatories COI, CLF, HER, and LRM. Separate contributions were shifted vertically, for clarity. PC1–4 is for the sum of the 
four contributions.
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the best proxy for the dynamics of mode 1, on a 30-day time resolution, and taking into account all geomag-
netic activity conditions. Estimations for parameters characterizing these modes were computed, for com-
parison with results from other studies. In the end, and to illustrate possible applications, the PCA mode 
decomposition was applied to separate contributions from uncorrelated sources in the VO series above 
on-ground magnetic observatories.

The exploitation of VO series can be further improved. As an example, from comparison with on-ground 
Earth observatory series, VO series can help to shed light on the height dependence of external currents. 
A more thorough comparison of the external signals at different altitudes, encompassing a larger number 
of observatories, was not intended in this study. However, our results seem to show that the ESD method 
estimations recover the external field signal in a way that is easily comparable with the ground observatories 
series. The observed differences in amplitude and shape of curves, should then carry information on the 
dependence of external fields with altitude, and on related Earth-induced effects, which are seen differently 
on-ground and at altitude. VO external series could also have a further useful application, in principle, as a 
means to control on-ground observatories baseline jumps. The set of all PE N   = 2920 VO series computed in 
this study has been made available and can be freely used for these or other related applications.

A 4.5-month oscillation due to the average time taken by the satellites to cover all LT values is dominant in 
modes 3 and 4 (though also present in mode 2), where it hampers a more precise information on currents 
contributing to these modes' time variation. A straightforward means to get rid of this period would be to 
bin data using time windows of 4.5 months. But this would prevent to resolve any other signal on monthly 
timescales, as is now possible for mode 1. A more interesting solution would be to use a cluster of satellites 
covering all LTs at all UT times. Meanwhile, by restricting the PCA calculation to the 2017–2018 interval 
when the amplitude of the 4.5-month oscillation is lower, we could better extract from Swarm data a signal 
apparently related to the coupling of nonmigrating DE3 tidal wave and the ionosphere. A parameterization 
of this contribution in geomagnetic field models should probably be considered.

Data Availability Statement
The VO series used in this study have been made available at DOI: https://doi.org/10.5281/zenodo.4515779.
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