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7ABSTRACT 8

9
Digital Image Correlation (DIC) is a full-field measurement technique that generally relies on 10
brightness conservation principles. This work aims to analyze cases in which the speckle pattern 11
vanished after heating, thereby severely altering the brightness. Sets of images acquired during 12
6 experiments were registered and then used to obtain optimal sets of reference images for each 13
time step via Principal Component Analysis (PCA). The proposed methodology significantly 14
reduced the gray level residuals and provided insight into brightness variations that occurred in 15
the analyzed cases. It was possible to study cases with severe speckle pattern changes by updating 16
the reference image when standard DIC did not converge and using the PCA methodology to 17
obtain optimal reference states. 18
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1. Introduction 20

Digital Image Correlation (DIC) is a measurement technique that allows displacement fields to be measured [1, 2]. 21

Similar (if not identical) frameworks can be used for different types of images and under several magnifications [3] 22

and modalities [4]. Moreover, one additional advantage is its applicability under severe conditions since contact is 23

not needed [5]. For standard conditions, the gray level of each pixel is directly related to the brightness of the imaged 24

domain of the sample. The most common assumption is the conservation of brightness [6] (i.e., the same gray level 25

may be found in successive images but at different locations). However, such hypothesis is not always satisfied (e.g., 26

lighting variations or changes in specimen color may occur). 27

Another interesting and complementary tool is the Principal Component Analysis (PCA), one technique that iden- 28

tifies orthogonal modes for data reduction and is commonly used to extract dominant patterns from high-dimensional 29

data [7]. Due to its generality, PCA is used in many applications. Concerning DIC, if small displacements occur, it 30

can be applied directly on images to extract kinematic bases for DIC analyses [8]. It can also be used for filtering 31

out noise from measured displacement fields [9, 10, 11]. Other applications include estimating dynamic properties in 32

viscoelastic materials [12], evaluating vibrations modes of cantilever plate [13], and clustering displacement vectors 33

to analyze fracture mechanisms in rocks [14]. Berny et. al [15] showed how proper generalized decomposition (PGD) 34

could be used to construct on the fly modal bases within a DIC framework. 35

Usually, DIC is based upon the brightness conservation hypothesis in images in which the digital levels are related 36

to the brightness in the visible spectrum [6, 1]. However, the same framework can be extended to other types of images 37

in which the gray levels may encode a physical information [4]. Atomic force microscopy images, in which digital 38

levels are related to heights, were used to estimate stress intensity factors [16]. Similarly, confocal microscopy images 39

led to measurements of in and out-of-plane displacements for membranes [17]. Infrared images can also be registered 40

to measure displacement fields and Lagrangian temperature fields [18, 19]. 41

Several studies dealt with brightness corrections, since in practice it is not always feasible to maintain the same 42

conditions for every acquired image throughout experiments. Peng et al. [20] assumed linear changes, Gu et al. [21] 43

used a top-hat correction for tackling uneven intensity changes, and Hu et al. [22] proposed a position-based intensity 44

change model. The so-called zero-mean normalization of images is another common choice [1, 23, 24, 25]. Other 45

corrections are found when the brightness of some pixels saturated [26, 27]. Sciuti et al. [28] analyzed the effects of 46

brightness and contrast corrections using one Q8 element or the same mesh applied for the kinematics for studying 47

MgO curing inside a climatic chamber. Archer et al. [29] accounted for brightness inversion of the pattern at very 48

high temperatures. Hallo et al. [30] used low order polynomials for brightness and contrast corrections to detect and 49

quantify damage in optics of a high energy laser facility. 50

Although studies on the pattern effect can be found [31], to the authors’ best knowledge, no work explicitly dealing 51
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with its extinction during tests exists. One example of severe changes in images from an Italian glacier and fromChad’s 52

desert was reported and analyzed under different DIC frameworks for comparison purposes [32]. In the following, the 53

case of severe extinction of speckle patterns is addressed using PCA to find reduced spatiotemporal bases of reference 54

states. The methodology is first introduced in Section 2 and then applied to measure Notch Opening Displacements 55

(NODs) in Wedge Splitting Tests (WSTs) performed at room temperature and 600°C (Section 3). In these tests, the 56

speckle pattern changed in addition to uneven variations of brightness due to shadows created during loading. The 57

final case of Section 4 deals with a dilatometry experiment in which severe speckle extinction occurred. 58

2. DIC analyses with evolving reference image 59

2.1. Motivation 60

The experiment reported in this section is a dilatometry test in a furnace during which the sole loading consisted 61

of a heating ramp (≈ 2°C/min), dwell time (for 1.5 h at 650°C) and a cooling down ramp (Figure 1) applied to an 62

alumina-rich castable with mullite-zirconia aggregates [33]. In this paper, the same nomenclature as in Ref. [33] is 63

used; the first test being on sample MZ1-S1450G. “MZ” refers to mullite-zirconia aggregates followed by the test 64

number. The number after “S” gives the sintering temperature expressed in °C. Last, “G” indicates the presence of 65

lateral grooves to guide the crack in wedge splitting tests (WSTs). 66
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Figure 1: Temperature measured with a thermocouple located in the middle of sample MZ1-S1450G (Figure 2) for the

dilatometry test and the 690 time steps when images were acquired

A total of 690 images was acquired during the major part of the test. The hardware parameters are summarized 67

in Table 1. Since the dilatometry test was performed on sample MZ1-S1450G that was initially fractured at room 68

temperature, very similar parameters were kept. The main difference was the acquisition rate, since the duration for 69

the dilatometry experiment was considerably longer and the observed phenomena were not expected to change in 70

smaller time increments. Moreover, at the beginning of each experiment, characteristic pattern sizes were measured 71
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as the width at mid-height of the auto-correlation function. 72

Table 1

DIC hardware parameters

Camera Canon 70D

Definition 5472 × 3648 px

Gray Levels amplitude 8 bits

Lens Canon Macro 100

Field of view 104 × 69 mm2

Image scale 19 µm / px

Stand-off distance 50 cm

Image acquisition rate dilatometry: 0.017 fps | WSTs: 0.1 fps

Patterning technique sprayed paints

Pattern size 5 px (MZ1-S1450G, MZ2-S1400, MZ3-S1400G)

12 px (MZ4-S1450, MZ5-S1450G)

SpecimenMZ1-S1450G (Figure 2(a)) was a post-mortemWST sample that was previously tested at room tempera- 73

ture [33] (turned 90°counterclockwise). The highlighted region of interest (ROI) in Figure 2(b) shows that the speckle 74

pattern had good contrast at the beginning, but that it mostly vanished during the dilatometry test (Figures 2(c,d)) pos- 75

sibly due to thermal degradation of the paint and diffusion in the sample. These ROIs will be used as motivation of the 76

methodology proposed herein to measure displacement fields via DIC and extract the coefficient of thermal expansion 77

of the studied material. 78
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(a) (b)

(c) (d)

Figure 2: (a) Reference image prior to heating sample MZ1-S1450G (after the WST was performed). The ROI (red

rectangle) is shown in sub-figure (b). (c) Last image after cooling down. The corresponding ROI (blue rectangle) is shown

in sub-figure (d). Note that the speckle pattern almost disappeared during heating

To quantify the offset to gray level conservation, the histograms of the 8-bit encoded ROIs shown in Figures 2(b,d) 79

are reported in Figure 3. Many of the dark spots used to create contrast vanished, which led to overall higher gray 80

levels in the second ROI in comparison to the first one. Although performing DIC was the initial intention of this 81

experiment, the severe changes in speckle pattern may doom such analyses to failure and would be vain if, as usually 82

assumed for DIC, mere brightness conservation were considered. 83
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Figure 3: Gray level histograms of the 8-bit ROIs highlighted in Figures 2(b,d)

For the proposed methodology, a first kinematic correction is needed. It was chosen to perform one DIC step with 84

a very coarse mesh (Figure 4(a)) for the 690 pictures. Rigid body translations and first order displacement gradients 85

were used as a reduced kinematic basis (i.e., six degrees of freedom). Two DIC analyses were performed. First, 86

incremental registrations (i.e., the deformed configuration of the n-th registration becomes the reference configuration 87

of the (n+1)-th registration) were carried out. Its aim was to check whether DIC could be run under such challenging 88

conditions. Second, direct registrations (the reference image is the first of the series) were run when initialized by the 89

previous analysis. In the present case, such approach could not converge for the whole set of images and thus the so- 90

called quasi-direct approach was introduced. Every time divergence was detected (i.e., five consecutive iterations with 91

increasing gray level residuals), the reference image for DIC calculations was updated with its estimate for the previous 92

time step (i.e., the deformed image corrected by the measured displacement field). For the six analyzed experiments, 93

the first incremental step took about 0.45 s per analyzed image, which reduced to 0.36 s for quasi-direct DIC with the 94

improved initialization. 95
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Figure 4: (a) Coarse mesh for the first kinematic correction. (b) Normalized RMS gray level residual for the preliminary

DIC step with incremental and quasi-direct approaches. The vertical dashed lines depict updates of reference images for

quasi-direct DIC

The normalized gray level residuals from this first analysis (Figure 4(b)), always calculated with respect to the very 96

first reference state, reached a level of 2% of the dynamic range of the reference picture at the beginning of the test, 97

which is regarded as good for common DIC analyses [4]. However, as the test proceeded, the residuals considerably 98

increased up to 12% since gray level conservation is no longer satisfied (Figure 3). As indicated by the dashed vertical 99

lines in Figure 4(b), five updates were needed, mostly concentrated between images 200 and 300 when the speckle 100

vanished. The difference between incremental and quasi-direct approaches was less than 0.5% for every time step. 101

Given the fact that measurement uncertainties are cumulated in incremental approaches, this difference was deemed 102

small since gray levels significantly varied (Figure 2(b,d)). Conversely, it is believed that incremental DIC is more 103

secure when severe gray level variations occur. In the present case, a very coarse mesh was selected to capture mean 104

dilatational strains so that the quasi-direct method could converge as well. The quasi-direct DIC results were selected 105

as reference for the following analyzes of Section 2. 106

2.2. Gray level conservation 107

DIC analyses are commonly based on the hypothesis that, in the absence of noise, the same gray level f (x, t0) of
pixel x in the reference state (at time t0) is to be found in a deformed state g (at time t) but at a different position

f (x, t0) = g(x + u(x, t), t) (1)

where u is the displacement vector. In this framework, a sequence of images is registered with the same reference
to progressively measure displacement fields by minimizing the global residual %2 at each acquisition time (i.e., via
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instantaneous analyses)

%2(t) =
∑

x∈ROI
�(x, t)2 with �(x, t) = f (x, t0) − g(x + u(x, t), t) (2)

evaluated over the whole region of interest (ROI) if global approaches are followed [34, 35]. From such analyses, the 108

overall quality of DIC is measured with the root mean square (RMS) residual % normalized by the dynamic range of 109

f (∙, t0). 110

Since the hypothesis of gray level conservation was not satisfied in the present case (Figure 3), it is proposed
to modify Equation (2) with a time dependent reference state that has to be updated, denoted as f (x, t), so that the
pixel-wise residual reads

�(x, t) = f (x, t) − g(x + u(x), t) (3)

The proposed modification accounts for the actual surface texture at any instant t, even if it is changing over time. The 111

difficulty however is that f (x, t) is not known a priori and is to be determined along with the displacement field u(x). 112

The next section is devoted to the description of the way to transition from f (x, t0) to f (x, t). The analyses discussed 113

herein were performed within the Correli 3.0 framework [36] in which a finite-element approach was implemented 114

(Table 2). The measured displacement fields were discretized with 3-noded (T3) finite elements (Figure 4(a)). Coarse 115

meshes were used since finer details were not needed for thermal expansion and notch opening displacement measure- 116

ments. For each presented case, 100 images were available prior to the experiment for uncertainty quantification. The 117

displacement noise-floor �u will be given in the text for each analyzed case. 118

Table 2

DIC analysis parameters

DIC software Correli 3.0 [36]

Image filtering none

Element length dilatometry: 170 px | NOD: 140 px

Shape functions linear (T3)

Meshes see Figures 4 and 5

Matching criterion sum of squared differences

Interpolant cubic

Displacement noise-floor see text (�u)

2.3. Accounting for pattern extinction 119

Instead of choosing a single reference image, an alternative route has to be followed in the present case since gray 120

level conservation was not satisfied. It is worth noting that at the end of any registration under the assumption of gray 121
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level conservation, the image of the deformed configuration corrected by the measured displacement field, namely 122

g̃(x, t) = g(x + u(x, t), t), is a very good approximation of f (x, t0). Consequently, in a set of ntot images in deformed 123

states during the experiment, one ends up having ntot + 1 estimates of the reference state. Such observation has led to 124

the introduction of a denoised reference image in spatiotemporal DIC [37]. 125

The unknown f (x, t) images have to be evaluated to account for pattern extinction. The first step of such analysis
consists in running DIC analyses by assuming gray level conservation. At the end of such step, if convergence was
observed, the series of corrected images g̃(x, t) provide first order estimates of f (x, t). Consequently, a first movie
is available. It corresponds to the temporal stacking comprising f (x, t0) ≈ g̃(x, t0)) and all n = 1, ..., ntot corrected
images g̃(x, tn). A Singular Value Decomposition (SVD) is performed on such movie g̃ with a space-time separation
such that

g̃(x, t) =
ntot+1
∑

i=1
�1i (x) �

1
i �

1
i (t) (4)

where �1i denotes the i-th normalized spatial mode, �1i the corresponding temporal mode, and �1i the singular value.
Care should be taken in this step since the memory usage for such decomposition is directly proportional to the image
size and number of time steps. A reduced representation of g̃ using PCA is denoted by '1; it is obtained as a truncation
of the SVD of g̃

'1(x, t) =
ntr
∑

i=1
�1i (x) �

1
i �

1
i (t) (5)

with the truncation number ntr being less than ntot + 1 126

since the number of pixels in the ROI is assumed to be greater than the number of images. The spatial and temporal 127

modes correspond to the left-singular and right-singular vectors of the singular value decomposition of g̃. 128

The truncation step of g̃ after having a first evaluation of the displacement field u0(x, t) is shown in Algorithm 1. It 129

requires the standard displacement uncertainty �u to be quantified for the analyzed test. In this approach, the truncation 130

number ntr is set so that the last added mode leads to a displacement increment whose instantaneous fluctuation Δu(t) 131

with respect to the previous estimate is less than the standard displacement uncertainty for every time step. It is worth 132

noting that Δu(t) is initialized from the first estimate of the displacement field since if its instantaneous RMS is less 133

than �u this approach would be meaningless. Although the displacement uncertainty is likely to change throughout 134

the test with degrading speckle patterns, �u was kept constant for the sake of simplicity. Moreover, since a very good 135

initialization is used, each analysis takes about 0.25 s. Hereafter, all time steps were analyzed to illustrate the displace- 136

ment residuals but much time could be gained if the analysis proceeded to the next truncation at the first difference 137

becoming greater than the uncertainty. 138
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139
Algorithm 1: PCA truncation

Result: Optimal truncation ntr considering measurement uncertainty �u
First DIC analysis⟶ u0(x, t)

Construct stack g̃(x, t)
SVD⟶ g̃(x, t) =

∑ntot+1
i=1 �1i (x) �

1
i �

1
i (t)

ntr ← 1

Δu(t) = RMS(u0(x, t))

while maxt Δu(t) > �u do
'1(x, t) =

∑ntr
i=1 �

1
i (x) �

1
i �

1
i (t)

DIC (initialized with u0(x, t))⟶ untr (x, t)

Δu(t) = RMS(untr (x, t) − untr−1(x, t))

ntr ← ntr + 1

end

140

Once the truncation was performed, the estimates of f (x, tn) are obtained by using Equation (5). A new DIC anal- 141

ysis is run using the new references to update the estimate of the displacement fields and corresponding gray level 142

residuals. To speed up this new step, it is initialized with the previously measured displacements. This strategy results 143

in an analysis as fast as Algorithm 1, taking 0.25 s per analyzed image. At the end of this step, a new stack g̃ 1 is 144

available and the ntot + 1 modes can be re-evaluated and truncated with the same number ntr. These steps are per- 145

formed until the RMS difference between displacement fields obtained from two successive steps becomes less than 146

the standard displacement uncertainty (Algorithm 2). One advantage of the present algorithms is the possibility to 147

easily implement them non-intrusively in any DIC code (i.e., one only needs to change the set of images given as in- 148

put). More robust implementations could be thought to further explore the orthogonality of the modes given by SVD, 149

for instance, using the gradients of the spatial modes directly in the DIC Hessian. However, such approaches would 150

require more advanced knowledge from the user to change some routines inside the DIC code. 151
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152
Algorithm 2: PCA correction in DIC analyses

Result: DIC analyses with brightness corrections
Initialization⟶ u0(x, t) ≡ untr (x, t) (see Algorithm 1)
Construct stack g̃ 1(x, t)
SVD⟶ g̃ 1(x, t) =

∑ntot+1
i=1 �1i (x) �

1
i �

1
i (t)

Δu(t) = RMS(u0(x, t))

j = 1

while maxt Δu(t) > �u do
'j(x, t) =

∑ntr
i=1 �

j
i (x) �

j
i �

j
i (t)

DIC ⟶ uj(x, t)

Δu(t) = RMS(uj(x, t) − uj−1(x, t))

Construct stack g̃ j+1(x, t)
SVD ⟶ g̃ j+1(x, t) =

∑ntot+1
i=1 � j+1i (x) �j+1i �j+1i (t)

j = j + 1

end

153

3. Notch opening displacement calculations 154

In this section, the proposed brightness correction is tested on 5 Wedge Splitting Tests (WSTs) in which the first 155

interest was measuring the Notch Opening Displacement (NOD) to evaluate the work of fracture [33]. The NOD 156

corresponds to the difference of mean displacement of the two 400×400 px ROIs shown in Figure 5(a) (yellow boxes). 157

The reduced kinematic basis for each ROI consisted of six degrees of freedom (i.e., mean translation and first order 158

gradients for each displacement component). This choice was made to have minimal couplings between the sought 159

kinematics and the reference image correction. First, a room temperature test (MZ1-S1450G), in which the previous 160

corrections were not expected to be needed, is analyzed. Then, four other experiments performed at 600°C are studied, 161

in which direct DIC could not converge in the last two. For these very challenging cases, an intermediate route was 162

followed, namely, quasi-direct DIC that will be compared to incremental DIC, which could always converge in any of 163

the reported cases even with severe pattern extinction. The rate at which the pattern evolved was observed to be slow 164

as compared to the acquisition rate and hence the incremental analyses could converge. However, this requires a large 165

number of images and thus the cumulative displacements come unavoidably together with an accumulation of errors 166

that degrade the overall uncertainty. 167
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Figure 5: (a) Reference image for the room temperature WST (MZ1-S1450G). The yellow meshes depict the ROIs for

NOD calculations. The sample is the same as that tested post-mortem in the dilatometry experiment (Figure 2), and the

corresponding mesh is shown in cyan. (b) Applied force vs. time steps of image acquisitions. The blue circle depicts the

final unloading level used for the evaluation of the work of fracture (and the end of the present analyses)

The loading curve for the room temperature WST is shown in Figure 5(b) for illustration purposes. The work of 168

fracture was obtained from the NOD vs. splitting force curve. The splitting force was assessed from the applied force 169

(i.e., multiplied by 5.715 [38, 39]). The work-conjugate quantity is the so-called crack mouth opening displacement 170

(CMOD). In the present case, it could not be measured directly since the top part of the sample was not visible (Fig- 171

ure 5(a)). However, the NOD could be measured and a linear relationship between NOD and CMOD was shown to 172

apply in the propagation regime (i.e., CMOD = 1.62 NOD). The fracture energy ΓNODc was then calculated by divid- 173

ing the work of fracture by twice the projected cracked area, considering a propagation throughout the vertical middle 174

plane [33]. 175

To illustrate the challenges involved hereafter, Figure 6 shows the first and last images in each g̃ stack after direct 176

(or quasi-direct) analyses. The same color map was used in which the gray levels ranged from 0 and 255. Some pixels 177

of the NOD ROIs were masked because their gray levels saturated. The changes in brightness are observed in all high 178

temperature experiments (Figure 6(d,f,h,j)) and a vertical brightness gradient is visible in the last image with a darker 179

top region. Moreover, the pattern size for the last two cases was coarser than in the three first experiments [33]. 180
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 6: First (left column) and last (right column) images (ROIs for NOD calculations) in the g̃ stacks for the room

temperature experiment: MZ1-S1450G (a,b), and for the 600°C experiments: MZ2-S1400 (c,d), MZ3-S1400G (e,f),

MZ4-S1450 (g,h), and MZ5-S1450G (i,j)

The maximum and minimum gray levels shown in Figure 6 are reported in Table 3, along with the test temperature 181

and time between both images. Not only did the dynamic range (i.e., difference between the maximum and minimum 182

gray levels) change during the tests, but there was also a shift of the gray levels. This result reinforces the need for 183

relaxing the brightness conservation hypothesis. PCA was applied to obtain suitable images of the reference state for 184
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each analyzed time step. 185

Table 3

Minimum and maximum gray levels for the first and last images of the 8-bit stacks g̃, the temperature in which the

experiment was performed, and the time between the acquisition of both images

Experiment Test temperature First image Last image Time between first and last images

MZ1-S1450G room temperature 27 | 255 23 | 253 45 min

MZ2-S1400 600°C 67 | 235 40 | 205 65 min

MZ3-S1400G 600°C 71 | 235 37 | 215 110 min

MZ4-S1450 600°C 74 | 229 40 | 200 115 min

MZ5-S1450G 600°C 44 | 238 24 | 183 135 min

3.1. Room temperature experiment (MZ1-S1450G) 186

First, the room temperature test MZ1-S1450G is analyzed. The components obtained via SVD of the first stack of 187

images g̃ are shown in Figure 7. For this case, no reference update was needed for quasi-direct DIC (i.e., it is equivalent 188

to direct DIC). The first eigenvalue was almost two orders of magnitude higher than the second one (Figure 7(a)) and 189

its temporal component was virtually constant throughout the test (Figure 7(b)). A light background and dark spots of 190

the speckle pattern are visible in the first spatial component (Figure 7(c)). The second mode has a temporal component 191

in phase with the vertical displacement during the test. The corresponding spatial component shows a vertical gradient 192

of gray levels, which is consistent with illumination variations toward the dark region that can be seen on the top of 193

the reference image (Figure 5). 194
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Figure 7: (a) Normalized eigenvalues of the first SVD of g̃ for the room temperature WST (MZ1-S1450G). (b) First two

temporal modes and (c-e) corresponding spatial modes of the two ROIs used for NOD measurements (Figure 5)

For the present and following cases, 100 reference images were acquired prior to each experiment for which the 195

displacement uncertainty was quantified [33]. The standard displacement uncertainty is such that �u = 1.2 centipixel 196

(i.e., 10−2 px, denoted as cpx hereafter). When Algorithm 1 was run, it converged in one iteration. Therefore, together 197

with the result of a constant temporal amplitude for the first mode, one single reference image was already well suited. 198

This result was expected since no speckle extinction was observed. The gray level residuals for the truncation and the 199

displacement differences are shown in Figure 8. The proposed correction considerably reduced the gray level residuals, 200

while not altering much the measured displacements. It is worth mentioning that if the second mode was also used, 201

the gray level residuals would become virtually constant around 1%, with no significant gains. The very first iteration 202

was also sufficient to achieve a displacement update less than the uncertainty level. Similar results were observed for 203

Algorithm 2, which also converged in one single iteration (Figure 8(c)). 204
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Figure 8: (a) Normalized RMS residuals for the room temperature WST (MZ1-S1450G) using PCA-based references

'1. (b) RMS difference between displacements for each tested truncation (Algorithm 1) and (c) for the proposed PCA

correction (Algorithm 2). �u is shown in solid black line

The NOD history is displayed in Figure 9. Although the mode I NODs (Figure 9(a)) were used for the fracture 205

energy calculation, the mode II component (in-plane shearing, Figure 9(b)) was also evaluated and used to check for 206

pure mode I assumptions. It was confirmed that the WST was predominantly in mode I. Such conclusion could be 207

drawn for all WSTs analyzed herein. The corresponding results will not be shown for the high temperature tests. 208

First, incremental DIC was run (in which the reference state was updated for every pair of registered image as 209

explained in Section 2.1). Direct calculations were then performed, initialized with the displacement fields obtained 210

from the incremental approach but now using the first reference image. From incremental to direct DIC, a significant 211

difference is observed between both NODs (with an RMS difference greater than 50 times the uncertainty level, see 212

Figure 9(c)). Conversely, using the proposed PCA references, the differences remained very small with respect to 213

direct calculations (i.e., less than one tenth of the uncertainty level) as expected from the previous results. 214
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Figure 9: (a) Mode I and (b) mode II NODs for the room temperature WST (MZ1-S1450G). (c) Absolute difference of

mode I NODs using PCA references and the other cases. The black solid line corresponds to the standard displacement

uncertainty �u. Note that the results for PCA references appear to coincide with those of direct DIC in sub-figures (a) and

(b). Their differences, shown in sub-figure (c) for mode I NOD, are very small compared to their magnitude.

The fracture energy ΓNODc was calculated for the threemode I NOD estimates reported in Figure 9. The incremental 215

approach led to 117 J/m2, while the direct and PCA-based analyses yielded 111 J/m2. The difference of about 6% was 216

mainly related to the drift observed in the incremental approach in comparisonwith the other two analyses (Figure 9(a)), 217

which is due to the propagation of uncertainties of the former. 218

3.2. High temperature experiments 219

The following analyses deal with four high temperature WSTs in which pattern extinctions occurred. More infor- 220

mation about these experiments can be found in Ref. [33]. 221
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3.2.1. Test MZ2-S1400 222

First, the PCA results for the MZ2-S1400 sample are shown in Figure 10. In that case, the fourth eigenvalue was 223

already less than 1% of the first one (Figure 10(a)). From the temporal modes (Figure 10(b)) it was concluded that most 224

of the signal was comprised in the first two modes, which was also confirmed by the spatial modes (Figure 10(c-e)). 225

The first mode, similar to the previous case, led to a quasi-constant reference image. The secondmode helped to correct 226

for vertical illumination gradients, which are believed to be due to shadows in the top region considering the direction 227

of applied displacements in the experiment (Figure 6(c,d)). The dots seen in the third spatial mode, although not used 228

in the truncation, were in positions very similar to the darker dots in the first spatial mode. They may be related to 229

fluctuating light intensity during the experiment. Let us note that direct DIC converged with no need for updating the 230

reference image, thereby indicating that speckle extinction remained limited. 231
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Figure 10: (a) Normalized eigenvalues of SVD of g̃ for the first WST at 600°C (MZ2-S1400). (b) First three temporal

modes and (c-e) corresponding spatial modes of the two ROIs used for NOD measurements (Figure 5)

The results obtained with Algorithms 1 and 2 are shown in Figure 11. Two terms were sufficient for the truncation 232

to bring displacement updates less than �u = 14.5 cpx for every analyzed image. It is worth noting that only few 233

points remained above �u when only one mode was used, meaning that the first term brought most of the information 234
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(as expected). The average gray level residuals were significantly reduced, although they increased for the first 200 235

images when only one mode was accounted for. When the second mode was added, the residuals remained constant 236

around 1%. Similar to the room temperature case, Algorithm 2 converged in one single iteration. 237
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Figure 11: (a) Normalized RMS residuals for the first WST at 600°C (MZ2-S1400) using PCA-based references '1.

(b) RMS difference between displacements for each tested truncation (Algorithm 1) and (c) for the proposed brightness

correction (Algorithm 2). The standard displacement uncertainty �u in solid black line

For this case, very small differences were observed in the measured NODs (Figure 12). As a consequence, very 238

small deviations occurred in ΓNODc , which was equal to 187, 191 and 192 J/m2 for the incremental, direct and PCA- 239

based analyses, respectively. Such fluctuation levels are even lower than those in the room temperature test. 240

Vargas et al.: Preprint submitted to Elsevier Page 19 of 37



On accounting for speckle extinction for DIC via PCA

0 200 400 600 800

Time step

-5

0

5

10

15

20

25
M

o
d
e
 I
 N

O
D

, 
p
x

incremental DIC

direct DIC

PCA references

(a)

0 200 400 600 800

Time step

10
-4

10
-3

10
-2

10
-1

10
0

 M
o

d
e

 I
 N

O
D

 t
o

 P
C

A
, 

p
x

incremental DIC

direct DIC

     
u

(b)

Figure 12: (a) Mode I NOD for the first WST at 600°C (MZ2-S1400). (b) Absolute difference of mode I NOD using PCA

references and the other cases

3.2.2. Test MZ3-S1400G 241

The results of SVD for test MZ3-SG1400G are shown in Figure 13. Apart from the first and second eigenvalues, 242

all the others were at least two orders of magnitude lower than the first one (Figure 13(a)). The first temporal mode was 243

again quasi-constant (Figure 13(b)). It is interesting to note that this case was the first that was cyclic, and the cycles 244

are seen in the second temporal mode. This feature reinforces the hypothesis of the second mode being related to how 245

the applied vertical displacement changed the shadows that appear in the top regions (Figure 6). The speckle pattern 246

is better seen in the first spatial mode (Figure 13(c)), while the second one comprises a vertical gradient (Figure 13(d)) 247

due to illumination variations along the vertical axis. 248
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Figure 13: (a) Normalized eigenvalues of SVD of g̃ for the second WST at 600°C (MZ3-S1400G). (b) First two temporal

modes and (c-d) corresponding spatial modes of the two ROIs used for NOD measurements (Figure 5)

The truncationwith only the first term significantly reduced the average gray level residuals (Figure 14(a)), although 249

they increased for the first 100 images. A single iteration was sufficient to get displacement updates less than �u = 250

16.5 cpx for the truncation (Figure 14(b)) and for the PCA correction (Figure 14(c)) step. Although the second temporal 251

mode indicated that the second mode may contain relevant information, these results show that by using only the first 252

mode the displacements difference was already less than the uncertainty level. 253
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Figure 14: (a) Normalized RMS residuals for the second WST at 600°C (MZ3-S1400G) using PCA-based references

'1. (b) RMS difference between displacements for each tested truncation (Algorithm 1) and (c) for the proposed PCA

correction (Algorithm 2). The standard displacement uncertainty �u is shown in solid black line

The NODs calculated for MZ3-S1450G for the three approaches were virtually identical (Figure 15). The in- 254

cremental case provided ΓNODc =158 J/m2, while both direct and PCA-based analyses resulted in 155 J/m2 with a 255

difference less than 2%. Although the PCA corrections enabled very small gray level residuals to be reached, no 256

significant difference was seen in the NODs when compared to regular DIC results. 257
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Figure 15: (a) Mode I NOD for the second 600°C WST (MZ3-S1400G). (b) Absolute difference of mode I NOD using

PCA references and the other cases

3.2.3. Test MZ4-S1450 258

WSTMZ4-S1450 is now analyzed. For this test and the last WST, direct DIC did not converge and thus references 259

were updated in the quasi-direct framework. It was the first experiment to require more than two terms in the truncation 260

procedure. Although the first three eigenvalues were distributed similarly to the previous cases (Figure 16(a)), their 261

temporal components (Figure 16(b)) exhibited considerable differences. The first two were similar, with one quasi- 262

constant and a second one that followed the loading history. However, some signal was still seen in the third mode, 263

which had less random fluctuations than in the previous experiments. The major pattern contribution is observed in the 264

first spatial mode (Figure 16(c)), while a vertical gradient is present in the second one (Figure 16(d)). Some contrast 265

is still observed in the third (Figure 16(e)) and even in the fourth (Figure 16(f)) modes. They are believed to be related 266

to displacements that could not be fully corrected with the chosen kinematic basis (e.g., due to heat haze). 267
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Figure 16: (a) Normalized eigenvalues of SVD of g̃ for the third WST at 600°C (MZ4-S1450). (b) First four temporal

modes and (c-f) corresponding spatial modes of the two ROIs used for NOD measurements (Figure 5)

The contribution of each of the three modes in reducing the gray level residual is shown in Figure 17(a). The first 268

term increased the residuals at the beginning and reduced them for the remainder of the experiment. Adding the second 269

term already flattened out considerably the residuals, which became almost indistinguishable when three modes were 270

considered in the truncation procedure. A very flat residual was obtained, always less than 1%, which is very low. 271

The difference in displacements during the truncation procedure (Figure 17(b)) also shows how with one or two terms 272

almost the whole curve remained above the selected threshold �u = 14.0 cpx apart from the beginning and end of the 273
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test. When the third mode was added, it helped to lower the residual overall. It is worth noting that only one reference 274

needed to be updated in quasi-direct DIC, which was close to the time step when Δu was greater than �u when one or 275

two terms were used. Once the truncation was achieved, the brightness correction converged in one single iteration 276

(Figure 17(c)), thereby proving the robustness of the methodology. 277
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Figure 17: (a) Normalized RMS residuals for the third WST at 600°C (MZ4-S1450) using PCA-based references. The

reference update for quasi-direct DIC is depicted with a dashed vertical line. (b) RMS difference between displacements

for each tested truncation (Algorithm 1) and (c) for the proposed brightness correction (Algorithm 2). The standard

displacement uncertainty �u is shown in solid black line

The NOD measurements for WST MZ4-S1450 are shown in Figure 18. Their differences were very small, and 278

provided very close estimates for ΓNODc (i.e., 229 for incremental DIC, and 227 J/m2 for quasi-direct DIC as well as 279

PCA references). The present case shows that if direct DIC results are not accessible, the incremental approach may 280

provide acceptable results as the brightness variations remained incrementally small, even if care should be taken (see 281
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drifts in the first analyzed experiment). 282
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Figure 18: (a) Mode I NOD for the third 600°C test (MZ4-S1450). (b) Absolute difference of mode I NOD using PCA

references and the other cases

3.2.4. Test MZ5-S1450G 283

From all the analyzed WST tests, MZ5-S1450G was expected to be the most challenging case (Figure 6). Since 284

direct DIC did not converge, incremental followed by quasi-direct DICwas carried out and the results of SVD are shown 285

in Figure 19. This is a case where more modes had normalized eigenvalues close to 10−2 (Figure 19(a)). The first two 286

temporal modes show trends close to those seen previously (Figure 19(b)), and similar spatial modes (Figure 19(c- 287

d)). In that case, Algorithm 1 proposed a truncation with 6 terms. From the third mode on (Figures 19(e-f)), some 288

unresolved displacements are observed in different regions. This observation reinforces the hypothesis that modes 289

above the first two may include components of displacements that could not be captured by the chosen kinematic basis 290

(e.g., artifactual displacements caused by heat haze or speckle extinction). From the analyzedWSTs, these higher order 291

modes appear to become more important with the duration of the experiment (i.e., more time frames were affected by 292

such issues). 293
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Figure 19: (a) Normalized eigenvalues of SVD of g̃ for the fourth WST at 600°C (MZ4-S1450G). (b) First four temporal

modes and (c-f) corresponding spatial modes of the two ROIs used for NOD measurements (Figure 5)

The results of Algorithms 1 and 2 are shown in Figure 20. Quasi-direct DIC needed to update the reference state 294

four times. If no brightness corrections were accounted for, the gray level residuals went up to 40% of the dynamic 295

range. It was reduced to about 5% using only the first mode (Figure 20(a)). The residual reduction by adding more 296

terms was less noticeable and became very small (i.e., less than 2% for every time step). By checking the displacement 297

differences Δu for each truncation (Figure 20(b)), the third and fourth terms improved the kinematics especially for 298

the second part of the experiment but remained very close to �u (being above it for few time steps). Algorithm 2 again 299
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converged in one single iteration (Figure 20(c)). 300
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Figure 20: (a) Normalized RMS residuals for the fourth WST at 600°C (MZ5-S1450G) using PCA-based references '1. The

four reference updated in quasi-direct DIC are shown in vertical dashed lines. (b) RMS difference between displacements

for each tested truncation (Algorithm 1) and (c) for the proposed brightness correction (Algorithm 2). The standard

displacement uncertainty �u is shown in solid black line.

Last, the NODs were evaluated and are shown in Figure 21. Again, similar trends are observed. The difference 301

in mode I NOD from PCA to incremental DIC was small at the beginning of the test but increased up to the pixel 302

level while from PCA and quasi-direct DIC remained very close (Figure 21(b)). If only the incremental case were 303

considered, the fracture energy ΓcNOD was equal to 201 J/m2, in comparison to 206 J/m2 for quasi-direct DIC and 304

PCA cases. Therefore, even in this troublesome case, using a robust kinematic basis can help to regularize and obtain 305

reliable results. 306
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Figure 21: (a) Mode I NOD for the fourth 600°C case (MZ5-S1450G). (b) Absolute difference of mode I NOD using PCA

references and the otehr cases

4. Dilatometry test 307

The present section addresses the dilatometry experiment that was used to motivate the present framework. Given 308

all the initial discussions of Section 2.1, this case was deemed very difficult. The first three normalized eigenvalues 309

spanned over two orders of magnitude (Figure 22(a)). The first temporal mode (Figure 22(b)) was almost constant, 310

which is similar to the previously analyzed WSTs. The first spatial mode (Figure 22(c)) shows the initial pattern with 311

porosities and some contrast. The second temporal mode was very interesting since its trend was similar to that of 312

the gray level residuals (Figure 4(b)). Moreover, it started off with a higher value and decreased considerably, which 313

is consistent with the extinction of the pattern. Such evidence is confirmed by the second spatial mode shown in 314

Figure 4(d) where the speckle pattern is clearly visible and dominant. The black speckle dots were also seen in the 315

third spatial mode while the fourth shows darker regions with very few of the finer speckle. For instance, the third 316

temporal mode was mostly concentrated in the transition regime of the second one. Their combination allowed for a 317

refined description of such changes. 318
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Figure 22: (a) Normalized eigenvalues for the SVD decomposition of g̃ corresponding to the dilatometry test. (b) First

four temporal modes and (c-f) corresponding spatial modes

The normalized gray level residuals (wrt. the dynamic range of f (x, t0)) are shown in Figure 23(a). For every 319

truncated case, the average residual throughout the test was less than the case using the images directly (i.e., no correc- 320

Vargas et al.: Preprint submitted to Elsevier Page 30 of 37



On accounting for speckle extinction for DIC via PCA

tions). It also shows how adding each new mode helps reducing the residuals. Using four terms was the first truncation 321

that led to smaller residuals than the reference case for every time step with small fluctuations but always less than 2%, 322

which was already less than the gray level residuals calculated for the 100 reference images before the experiment. 323
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Figure 23: (a) Normalized RMS residuals for the preliminary analysis and for the case using PCA-based references. (b) RMS

difference between displacement for each tested truncation (Algorithm 1). (c) RMS displacement difference for the first

step of Algorithm 2. The standard displacement uncertainty �u is shown with a solid black line

For each DIC calculation performed in the truncation step, the RMS displacement difference wrt. the previous 324

step is shown in Figure 23(b). It is worth noting that using nt = 4 modes kept only 24 steps with displacement 325

residuals above the threshold (Figure 23(c)), between time steps 250 and 280, reduced from 264 images above the 326

same threshold when nt = 3 was considered. Further, adding the fifth term increased to 84 time steps, and then to 327

324 when the sixth was also accounted for. As written in Algorithm 1, Δu of this difference is less than the standard 328

displacement uncertainty �u = 0.8 cpx only when the first 11 modes were considered. However, no studied WST 329

exhibited such trend of increasing average Δu when more modes were added, nor an increase of the number of steps 330
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above the threshold. Therefore, the chosen number of terms for the truncation was nt = 4, which, once selected, 331

allowed Algorithm 2 to be run. It converged for a single iteration (Figure 23(c)). Even though the present case was 332

very challenging, there was no need to update the truncated basis. 333

In the dilatometry experiment, the main goal was to obtain a first order estimate of the coefficient of thermal 334

expansion (CTE) for the tested material. The dilatational strain �tℎ was estimated as the mean eigen strain (�1 + �2)∕2. 335

The dilatational strains are compared between the initial DIC calculation (with no correction) and the final converged 336

state in Figure 24(a). In this material, since no phase transformation nor chemical reaction was expected to take place 337

in the investigated temperature range [40], the strains should be in phase with the temperature history. Both approaches 338

led to dilatational strains that were consistent with the previous observation. Conversely, large fluctuations occurred 339

for the half difference of eigen strains around time step 300 (Figure 24(b)), which were artifactual and related to the 340

extinction of the speckle pattern together with heat haze effect due to high temperatures [33], since no anisotropy was 341

expected. The lack of pattern makes the oscillations at the end higher than those at similar temperatures during heating. 342

At the maximum temperature, their level was about one order of magnitude lower than the dilatational strain itself. 343

These measured strain differences were greater than the noise floor levels (i.e., 3×10−5) estimated at room temperature. 344

Due to higher temperatures (about 600°C) in this setup, it was expected that the noise floor level was about one order 345

of magnitude higher [33] due to heat haze effects caused by air motion inside the oven. If such factor were considered, 346

the noise floor would still be less than the reported fluctuations. Several images would need to be acquired at high 347

temperatures after speckle extinction to quantify their impact on displacement and strain uncertainties. 348
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Figure 24: (a) Dilatational strain vs. time for DIC analyses with no brightness correction and for the last case after

convergence. (b) Corresponding half difference of eigen strains. The temperature signals are shown in red

The slope of the dilatational strain vs. temperature response (Figure 25(a)) provided an estimate of the mean CTE 349

of the tested material. A value of (7.6±0.08)×10−6 °C−1 was obtained for incremental DIC, (8.55±0.05)×10−6 °C−1 350
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for quasi-direct DIC, and (8.65 ± 0.05) × 10−6 °C−1 with the PCA correction. which is consistent with levels reported 351

for alumina [41] that comprises most of the matrix and for mullite-zirconia, that composes the aggregates in the studied 352

castable. Even if a higher scatter was observed for some time steps, it did not influence too much the evaluation of 353

the CTEs. The use of a reduced kinematic basis provided sufficient regularization to obtain these results even without 354

PCA correction since only the overall CTE was investigated. 355

To further probe the quality of the measurements, the half difference in eigen strains is reported in Figure 25(b) 356

for the two analyses. In the present case, it was expected that their difference should be as small as possible. The 357

PCA-based procedure led to lower overall differences even though they still were similar to the quasi-direct approach, 358

oscillating more at the point where the pattern disappeared. Last, for incremental DIC, there was a gradual drift, which 359

shows that even though the CTE evaluation was consistent, care should be exercised when using such approaches. If 360

direct analyses are possible, they should be preferred. Otherwise, it should be remembered that drifts may occur due 361

to cumulative uncertainties and brightness changes. 362
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Figure 25: Dilatometry results showing the dilatational strain (a) and the half-difference between both eigen strains (b)

as functions of temperature.

5. Conclusion 363

A procedure based on Principal Component Analysis (PCA) was introduced to build a set of reference images 364

suited to improve DIC analyses in cases of pattern extinction. First, a stack of estimates for the reference state with 365

initial (coarse) kinematic corrections was built. PCA was applied to this stack in order to obtain dominant spatial and 366

temporal modes. The truncation only used the first relevant modes that influence measured displacement fields above 367

their standard uncertainty. Then, using a defined number of terms, the procedure updated the constructed stack for 368

correcting the measured displacement fields. The whole procedure required similar computation time as conventional 369
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DIC analyses. 370

Five Wedge Splitting Tests (WSTs) were analyzed to measure Notch Opening Displacements (NODs) at room 371

temperature and 600°C. The cases presented increased challenges (due to speckle pattern extinction, changes in illu- 372

mination, and shadows) that allowed the robustness of the proposed methodology to be probed. The latter was also 373

applied to a dilatometry experiment in which very severe speckle pattern extinction occurred. It was shown that the 374

present method drastically reduced the gray level residuals in DIC analyses. Additionally, this simple proposition to 375

obtain reference states suited for each time step can be implemented non-intrusively in any DIC code (i.e., by only 376

changing the input images for the registrations). 377

Since global measurements were sought such as NODs for the investigated WSTs and Coefficient of Thermal 378

Expansion (CTE) for the dilatometry experiment, the proposed method did not impact much on their calculation. This 379

fact is believed to be related to the reduced kinematic basis chosen herein to explore how heat haze, illumination, and 380

speckle changes could directly affect the gray level residuals. Last, quasi-direct DIC (i.e., updating the reference image 381

when divergence was detected) proved to be a very robust procedure to deal with such difficult cases in which the gray 382

level residuals increased up to a point that the images could be deemed lost for conventional DIC analyses. 383

A straightforward perspective is the application of such a procedure in cases that may present variations in the gray 384

levels of the imaged pixels (e.g., from speckle and illumination changes that may be not be experimentally avoided in 385

some setups, to the presence of cracks, oxidation, localized strains, phase transformation phenomena). Depending on 386

the investigated case, the temporal and spatial modulations obtained via PCA may give insight into the phenomenon 387

that is changing the acquired images. 388
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