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Abstract—This paper proposes a model-driven deep learning
(MDDL)-based channel estimation and feedback scheme for
wideband millimeter-wave (mmWave) massive hybrid multiple-
input multiple-output (MIMO) systems, where the angle-delay
domain channels’ sparsity is exploited for reducing the overhead.
First, we consider the uplink channel estimation for time-division
duplexing systems. To reduce the uplink pilot overhead for
estimating high-dimensional channels from a limited number
of radio frequency (RF) chains at the base station (BS), we
propose to jointly train the phase shift network and the channel
estimator as an auto-encoder. Particularly, by exploiting the
channels’ structured sparsity from an a priori model and learning
the integrated trainable parameters from the data samples,
the proposed multiple-measurement-vectors learned approximate
message passing (MMV-LAMP) network with the devised redun-
dant dictionary can jointly recover multiple subcarriers’ channels
with significantly enhanced performance. Moreover, we consider
the downlink channel estimation and feedback for frequency-
division duplexing systems. Similarly, the pilots at the BS and
channel estimator at the users can be jointly trained as an
encoder and a decoder, respectively. Besides, to further reduce the
channel feedback overhead, only the received pilots on part of the
subcarriers are fed back to the BS, which can exploit the MMV-
LAMP network to reconstruct the spatial-frequency channel
matrix. Numerical results show that the proposed MDDL-based
channel estimation and feedback scheme outperforms the state-
of-the-art approaches.

Index Terms—Deep learning, model-driven, millimeter-wave,
massive MIMO, channel estimation, channel feedback, learned
approximate message passing.

I. INTRODUCTION

Millimeter-wave (mmWave) has been widely recognized as

a key technology in future wireless communication systems,
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since the abundant bandwidth resources can significantly in-

crease the throughput [1], [2]. Moreover, to mitigate the severe

propagation loss in the mmWave band, massive multiple-input

multiple-output (MIMO) is usually adopted to perform beam-

forming [3], [4]. However, the fully-digital massive MIMO

architecture gives rise to an unaffordable hardware cost and

power consumption, where a dedicated radio frequency (RF)

chain is required for each antenna. In order to circumvent

the technical hurdle and facilitate the deployment of mmWave

massive MIMO systems in practice, the phase shift network

(PSN) based hybrid MIMO architecture has been widely

adopted to achieve a large array gain with a much smaller

number of RF chains [5]–[7].

To fully capitalize on the large spatial degrees of freedom in

mmWave massive MIMO systems, channel state information

(CSI) at the base station (BS) is essential, since beamforming,

signal detection, and interference alignment heavily rely on ac-

curate CSI at the BS [8]. As for time-division duplexing (TDD)

systems, estimating the high-dimensional uplink mmWave

massive MIMO channels from limited number of RF chains at

the BS suffers from an excessively high pilot overhead [12]. As

for frequency-division duplexing (FDD) systems, the downlink

high-dimensional channel is first obtained at the users using

very few RF chains, and is then fed back to the BS. In this

case, the prohibitively high channel estimation and feedback

overhead problem is more severe [9].

A. Related Work

To this end, by exploiting the sparsity of massive MIMO

channels in the angle-domain and/or delay-domain, several low

overhead channel estimation and feedback solutions have been

proposed [8]–[14]. Specifically, by exploiting the temporal

correlation of time-varying channels, the authors of [8] pro-

posed a differential channel estimation and feedback scheme

for FDD massive MIMO systems with reduced overhead,

and a structured compressive sampling matching pursuit (S-

CoSaMP) algorithm to acquire a reliable CSI at the BS. In

[9], the authors proposed a spatially common sparsity based

adaptive channel estimation and feedback scheme for FDD

massive MIMO systems, which adapted the training overhead

and pilot design to reliably estimate and feed back the down-

link CSI with reduced overhead. Moreover, by introducing an

enhanced Newtonized orthogonal matching pursuit (eNOMP)

algorithm, the authors of [10] proposed an efficient downlink

channel reconstruction-based transceiver for FDD massive

http://arxiv.org/abs/2104.11052v3
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MIMO systems. However, these schemes [8]–[10] were mainly

proposed for low-frequency massive MIMO systems using a

fully-digital array.

As for the mmWave hybrid MIMO, by exploiting the

channel sparsity in both angle and delay domains, a closed-

loop sparse channel estimation scheme for TDD systems

was proposed in [11], which utilized ESPRIT-type algorithms

to acquire super-resolution estimates of the angle of ar-

rivals/departures (AoAs/AoDs) and of the delays of multipath

components with low overhead. In [12], two high-resolution

channel estimation schemes based on the ESPRIT algorithm

were proposed for broadband mmWave massive MIMO sys-

tems. By exploiting the mmWave channels’ sparsity, the

authors of [13] proposed a compressive sensing (CS) greedy

algorithm based channel estimation solution for reducing the

channel estimation overhead. Additionally, by exploiting the

3-D clustered structure exhibited in the virtual AoA-AoD-

delay domain, an approximate message passing (AMP) with

the nearest neighbor pattern learning algorithm was proposed

to estimate the broadband mmWave massive MIMO-OFDM

channels in [14]. Although the overhead is reduced, the

computational complexity of ESPRIT techniques [11], [12]

and greedy algorithms [13] can be prohibitively high due to

the matrix inversion and singular value decomposition (SVD)

operations. Besides, although AMP algorithms based solutions

[14] can reduce the computational complexity, they heavily

rely on a priori models, which would lead to performance

degradation since a priori models may not always be consis-

tent with the actual systems.

B. Motivations

Recently, the successful application of deep learning in

various fields, particularly in computer science, has gained

major attention in the communication community, and has

promoted an increasing interest in applying it to address

communication and signal processing problems [15]–[18]. The

deep learning based intelligent communication paradigm has

attained manifold accomplishments, including channel coding

[19], random access [20], beamforming design [21]–[25] ac-

tivity and signal detection [26], [27], autoencoder-based end-

to-end communication system [28], CSI feedback [29]–[31],

and channel estimation [7], [32], [33], etc. To be specific, pure

data-driven deep learning based solutions often employ deep

neural networks (DNNs), including fully-connected neural

networks and/or convolutional neural networks (CNNs), as a

black box to design communication signal processing modules

without any a priori model information. Moreover, a large

amount of training data samples are required to optimize

the neural network through a customized loss function and

learning strategy.

In particular, in order to overcome the high-computational

complexity and fully exploit the spatial information, the

authors of [22] proposed a deep-learning-enabled mmWave

massive MIMO framework for effective hybrid precoding, in

which each selection of precoders for obtaining the optimized

decoder is regarded as a mapping relation in the DNN. In

addition, the authors of [23] proposed a DNN-based approach

for channel sensing and downlink hybrid analog-digital beam-

forming, which was generalizable for any numbers of users

by decomposing the deep learning architecture into multiple

parallel independent single-user DNNs. By considering the

multiuser channel estimation and feedback problem as a dis-

tributed source coding problem, the authors of [24] proposed

a joint design of pilots and a novel DNN architecture, which

mapped the feedback bits from all the users directly into the

precoding matrix at the BS. By exploiting an unsupervised

maching learning (ML) model, i.e., an autoencoder, the authors

of [25] presented a linear autoencoder-based beamformer and

combiner design, which maximizes the achievable rates over

a mmWave channel. Moreover, in order to address the over-

whelming feedback overhead of FDD massive MIMO systems,

the authors of [29] proposed a CS-ReNet framework, where

the CSI was first compressed at the users based on CS methods

and then reconstructed at the BS using a deep learning-

based recovery solver. However, in practical scenarios, there

exists various interference and non-linear effects. Therefore,

the authors of [31] designed a deep learning-based denoising

network, called DNNet, to improve the performance and

robustness of channel feedback. Additionally, by exploiting the

spatial, temporal, and frequency correlations, the authors of [7]

employed a CNN to address the channel estimation problem

for mmWave massive hybrid MIMO systems. However, the

performance of those data-driven approaches heavily depends

on the quantity and quality of the training data samples,

but good data sets are usually difficult to be obtained in

practice and parctical issues such as training over-fitting could

degrade the capability of the system to generalize. In addition,

data-driven approaches lack interpretability and trustability

that are major strengths of model-driven signal processing.

Moreover, compared with conventional model-based methods,

model-driven approaches have better denoising capabilities

by utilizing the powerful data processing capabilities and

denoising capabilities of neural networks.

Therefore, different from pure data-driven and conven-

tional model-based approaches, model-driven deep learning

(MDDL)-based approaches construct the network structure by

exploiting a priori knowledge from known physical mecha-

nisms, such as well-developed channel models and transmis-

sion protocols. Note that the MDDL-based approaches retain

some of the advantages of conventional model-based iterative

methods, which includes exploiting some a priori information

to be trained with fewer trainable parameters and with less

data samples, e.g., the structured sparsity of the mmWave

channels can be exploited. Moreover, they can further retain

the learning ability of deep learning methods and avoid the

performance degradation caused by the mismatch between

the predetermined parameters (based on an assumed model)

and the true optimal parameters (based on empirical data

samples). By leveraging some a priori information, model-

driven methods require fewer parameters to be learned and

less samples for training as compared to pure data-driven deep

learning solutions [34]–[37], [39]. Specifically, the authors

of [35] proposed an MDDL-based downlink channel recon-

struction scheme for FDD massive MIMO systems, where

a powerful neural network, named You Only Look Once
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(YOLO), was introduced to enable a rapid estimation process

of the model parameters. Moreover, [39] proposed a novel

AMP-based network with deep residual learning, referred to as

LampResNet, to estimate the beamspace channel for mmWave

massive MIMO systems.

C. Our Contributions

This paper proposes an MDDL-based channel estimation

and feedback scheme for wideband mmWave massive hybrid

MIMO systems, where the angle-delay domain channels’ spar-

sity is exploited for reducing the overhead. First, we consider

the uplink channel estimation for TDD systems. To reduce

the uplink pilot overhead for estimating the high-dimensional

channels from a limited number of RF chains at the BS, we

propose to jointly train the PSN and the channel estimator

as an auto-encoder. Particularly, by learning the integrated

trainable parameters from data samples and exploiting the

channels’ structured sparsity from an a priori model, the

proposed multiple-measurement-vectors learned approximate

message passing (MMV-LAMP) network with the devised

redundant dictionary can jointly recover multiple subcarriers’

channels with significantly enhanced performance. Moreover,

we consider the downlink channel estimation and feedback

for FDD systems. Similarly, the pilots at the BS and channel

estimator at the users can be jointly trained as an encoder

and a decoder, respectively. Besides, to further reduce the

channel feedback overhead, only the received pilots on part

of the subcarriers are fed back to the BS, which can exploit

the MMV-LAMP network to reconstruct the spatial-frequency

channel matrix. Simulations are conducted to demonstrate the

effectiveness of the proposed MDDL-based channel estimation

and feedback scheme over the conventional approaches.

The main contributions of this paper are summarized as

follows:

• Operations in the complex domain are well supported

by most deep learning frameworks. However, the beam-

forming/combining matrix is a complex-valued matrix

and satisfies the constant modulus constraint due to the

RF PSN adopted in the hybrid MIMO architecture. To

this end, we design a novel fully-connected channel com-

pression network (CCN) as the encoder to compress the

high-dimensional channels, and the network parameters

are defined as the real-valued phases of the PSN (i.e.,

beamforming/combining matrix in channel estimation).

• To reliably reconstruct the channels from the compressed

measurements, we propose a channel reconstruction net-

work (CRN) based on a developed MMV-LAMP network

with the devised redundant dictionary as the decoder,

which can exploit the a priori model and learn the optimal

parameters from data to jointly recover multiple subcar-

riers’ channels with significantly enhanced performance.

• To effectively estimate the channels from compressed

feedback signals, a feedback based channel reconstruction

network (FCRN) is proposed. The FCRN consists of a

feedback reconstruction sub-network (FRSN) and a CRN.

The FRSN is based on the MMV-LAMP network and

can exploit the delay-domain sparsity of the channels to

reliably reconstruct the compressed channel.

• Due to the mismatch between continuous AoAs/AoDs

and the limited angle resolution of spatial-angular trans-

form matrix, the resulted power leakage can weaken

the channel sparsity represented in the angle domain.

Hence, by quantizing the angles with a finer resolution,

we design a redundant dictionary to further improve the

sparse channel estimation performance.

• To evaluate the superiority of the proposed solution that

jointly trains the pilots and channel estimator, we further

consider scenarios with fixed scattering environments.

Simulation results verify that, by learning the character-

istics of the data samples with fixed scattering, the op-

timized CCN and MMV-LAMP network can well match

the channel environments with improved performance.

Notations: Throughout this paper, scalar variables are de-

noted by normal-face letters, while boldface lower and upper-

case symbols denote column vectors and matrices, respec-

tively. Superscripts (·)T, (·)∗ and (·)H denote the transpose,

conjugate and Hermitian transpose operators, respectively.

‖a‖0 and ‖A‖F denote the ℓ0-norm of a and the Frobenius

norm of A, respectively. [a]m and [A]m,n are the m-th element

of a and the m-th row and the n-th colomn element of A,

respectively. A(m, :) and A(:, n) denote the m-th row vector

and the n-th colomn vector of A, respectively. A|
Ω

denotes a

sub-matrix by selecting the rows of A according to the ordered

set Ω and {Ω}m is the m-th element of the set Ω. ej[Ξ] denotes

a complex matrix with its element being
[
ej[Ξ]

]
m,n

= ej[Ξ]m,n ,

and Ξ is a real matrix. Finally, ∂(·) is the first-order partial

derivative operation.

II. SYSTEM MODEL

Consider a mmWave massive MIMO system with hybrid

beamforming, where the BS is equipped with a uniform linear

array (ULA) and comprisesNBS antennas and NRF RF chains,

and the U users have a single-antenna. At the BS, the PSN is

employed to connect a large number of antennas with a much

fewer number of RF chains (i.e., NBS ≫ NRF), and orthogonal

frequency division multiplexing (OFDM) with K subcarriers

is adopted to combat the frequency selective fading of the

mmWave channels.

A. Uplink Channel Estimation for TDD Systems

Firstly, we consider the uplink channel estimation for TDD

systems. The uplink channel estimation stage includes Q
OFDM symbols (i.e., Q time slots) dedicated for channel

estimation. For a certain user1, in order to estimate the k-

th subcarrier’s channel, the received baseband signal vector

y′
UL [k, q] ∈ C

NRF×1 at the BS in the q-th time slot can be

expressed as

y′
UL [k, q] = FH

UL [q]hUL [k]x [k, q] + n̄′
UL [k, q] , (1)

where 1 ≤ q ≤ Q, 1 ≤ k ≤ K , FUL [q] ∈ CNBS×NRF denotes

the uplink combining matrix at the BS, hUL [k] ∈ CNBS×1

1Consider the uplink multi-user channel estimation, if U users adopt
mutually orthogonal pilot signals, the pilot signals associated with different
users can be distinguished and then respectively processed.
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is the uplink k-th subcarrier channel, x [k, q] ∈ C is the

transmitted pilot symbol, and n̄′
UL [k, q] ∼ CN (0, σ2

nINRF
) is

the effective noise modeled at the receiver (front-end) level.

Then, the received baseband signal is post-processed by

multiplying it by x∗ [k, q], i.e.,

yUL [k, q] = y′
UL [k, q]x

∗ [k, q] = FH
UL [q]hUL [k] + nUL [k, q] ,

(2)

where we assume that x [k, q]x∗ [k, q] = 1 and nUL [k, q] =
n̄′

UL [k, q]x
∗ [k, q]. Note that, due to the constant modulus

constraint of the adopted fully-connected RF PSN at the BS,

the uplink combining matrix FUL [q], ∀q, can be expressed

as
[
FUL [q]

]
m,n

= 1√
NBS

ej[ΞUL]m,n for 1 ≤ m ≤ NBS,

1 ≤ n ≤ NRF, and [ΞUL]m,n denotes the phase value

connecting the m-th antenna and the n-th RF chain2. By

collecting yUL [k, q] for 1 ≤ q ≤ Q together, the aggregate

received signals yUL [k] ∈ CM×1 (M = QNRF) can be written

as

yUL [k] = FH
ULhUL [k] + nUL [k] , (3)

where yUL [k] =
[
yT

UL [k, 1] , · · · ,yT
UL [k,Q]

]T
, FUL =[

FUL [1] , · · · ,FUL [Q]
]

∈ CNBS×M , and nUL [k] =[
nT

UL [k, 1] , · · · ,nT
UL [k,Q]

]T ∈ CM×1. Finally, by stacking

yUL [k] from all subcarriers, the received signals yUL [k] for

1 ≤ k ≤ K can be further expressed as

YUL = FH
ULH

sf
UL +NUL, (4)

where YUL =
[
yUL [1] , · · · ,yUL [K]

]
∈ CM×K , Hsf

UL =[
hUL [1] , · · · ,hUL [K]

]
∈ CNBS×K denotes the uplink

spatial-frequency domain channel matrix, and NUL =[
nUL [1] , · · · ,nUL [K]

]
∈ CM×K .

B. Downlink Channel Estimation and Feedback for FDD

Systems

Moreover, we consider the downlink channel estimation

and feedback for FDD systems. Specifically, the downlink

pilot signals transmitted by the BS can be denoted as

fDL [q] s [k, q] ∈ CNBS×1 for 1 ≤ q ≤ Q, where fDL [q] is

the RF pilot signal and s [k, q] is the baseband pilot signal.

Mathematically, the received signal in the q-th time slot

associated with the k-th subcarrier at the user can be written

as

y′DL [k, q] = hT
DL [k] fDL [q] s [k, q] + n̄DL [k, q] , (5)

where hDL [k] ∈ CNBS×1 is the downlink k-th subcarrier’s

channel, and n̄DL [k, q] is the complex noise. Similar to (2),

the received signal can be further post-processed to obtain

yDL [k, q] = y′DL [k, q] s
∗ [k, q] = hT

DL [k] fDL [q] + nDL [k, q] ,
(6)

2Note that changing the phase values of the PSN does not require a re-
synchronization of the whole system. This is because: i) The phase values of
the phase shifts will be changed in the guard interval before each pilot OFDM
symbol; ii) The synchronization of frame and symbol can be obtained based
on the preambles transmitted before the pilot symbols; iii) When to adjust
the phase shifts can be exactly calculated according to the synchronization
information and the predefined signal frame structure, and the adjustment of
the phase shifts can be controlled according to the system clock.

where we assume that s [k, q] s∗ [k, q] = 1 and nDL [k, q] =
n̄DL [k, q] s

∗ [k, q]. Similarly, due to the constant modulus

constraint of the adopted RF PSN, the RF pilot signal fDL [q],
∀q, can be expressed as

[
fDL [q]

]
m

= 1√
NBS

ej[ΞDL]m for 1 ≤
m ≤ NBS, and [ΞDL]m denotes the phase value connecting

the m-th antenna and the activated RF chain. By collecting

the received signals from Q time slots, the aggregate received

signals can be expressed as

yDL [k] = FT
DLhDL [k] + nDL [k] , (7)

where yDL [k] =
[
yDL [k, 1] , · · · , yDL [k,Q]

]T ∈ CQ×1,

FDL =
[
fDL [1] , · · · , fDL [Q]

]
∈ CNBS×Q, and nDL [k] =[

nDL [k, 1] , · · · , nDL [k,Q]
]T ∈ CQ×1. Similar to (4), we can

collect yDL [k] for 1 ≤ k ≤ K from K subcarriers to obtain

YDL = FT
DLH

sf
DL +NDL, (8)

where Hsf
DL =

[
hDL [1] , · · · ,hDL [K]

]
∈ CNBS×K de-

notes the downlink spatial-frequency domain channel matrix,

YDL =
[
yDL [1] , · · · ,yDL [K]

]
∈ CQ×K , and NDL =[

nDL [1] , · · · ,nDL [K]
]
∈ CQ×K .

C. Channel Model

According to typical mmWave channel models [1], [7],

[9], [11], [12], the downlink delay-domain continuous channel

vector hDL(τ) ∈ CNBS×1 can be expressed as

hDL(τ) =

√
NBS

L

L∑

l=1

βlp(τ − τl)a(ϕl), (9)

where βl ∼ CN (0, σ2
α) and τl denote the propagation gain and

delay corresponding to the l-th path, respectively, p(τ) is the

pulse shaping filter, and ϕl is the angle-of-departure (AoD)

of the l-th path at the BS. Moreover, the frequency-domain

channel hDL [k] at the k-th subcarrier can be expressed as

hDL [k] =

√
NBS

L

L∑

l=1

βle
−j

2πkfsτl
K a(ϕl), (10)

where fs is the system sampling rate.

Since the BS is equipped with an ULA, the corresponding

array steering vector a(θ) ∈ CNBS×1 can be written as

a(θ) =
1√
NBS

[
1, e−j 2πd

λ
sin(θ), · · · , e−j 2πd

λ
(NBS−1) sin(θ)

]T

,

(11)

where λ is the carrier wavelength, and d is the adjacent antenna

spacing usually satisfying d = λ/2.

III. MDDL-BASED TDD UPLINK CHANNEL ESTIMATION

In this section, we first propose an improved frame structure

design for optimizing the channel estimation duration. Sec-

ondly, we propose to jointly train the RF PSN and the channel

estimator as an auto-encoder. Finally, we develop an MMV-

LAMP network, which can both exploit the structured sparsity

from an a priori model and adaptively learn the trainable

parameters from the data samples.
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A. The Proposed Transmit Frame Structure Design

The proposed frame structure is illustrated in Fig. 1, where

the cyclic prefix (CP)-OFDM is employed to combat the time

dispersive channels and the time-frequency radio resources can

be divided into multiple resource elements to convey the pilot

signals and payload data. Specifically, a frame comprising T
time slots is divided into two phases in the time domain,

where the first Q time slots (i.e., pilot phase) are used to

transmit pilot signals and the remaining (T−Q) time slots (i.e.,

data transmission phase) are reserved only for payload data

transmission. In the pilot phase, we denote the OFDM’s DFT

length as PL = Ncp, where Ncp is the length of CP. There-

fore, the subcarrier spacing is Bs/PL and each CP-OFDM

symbol duration is (Ncp + PL)/Bs, where Bs is the system

bandwidth. On the other hand, in the data transmission phase,

we consider the OFDM symbol’s DFT length is DL ≫ PL

and thus each CP-OFDM symbol duration is (Ncp +DL)/Bs.

B. The Developed MMV-LAMP Network

In this section, we will detail the developed MMV-LAMP

network. Without loss of generality, we consider a typical

MMV CS problem

Y = AX+N, (12)

where Y ∈ C
M×K is a noisy measurement, A ∈ C

M×N

is a measurement matrix, X ∈ CN×K is a sparse matrix

whose columns
{
X(:, i)

}K
i=1

share a common sparsity, and

N ∈ CM×K is the additive white Gaussian noise (AWGN).

To solve the MMV CS problem in (12) efficiently, the

developed MMV-LAMP network has two features: i) it fully

exploits an a priori model, i.e., the structured sparsity of X; ii)

by integrating the trainable parameters into the unfolded itera-

tions of conventional AMP algorithms, it can adaptively learn

and optimize the network from data samples. Specifically, as

for the t-th layer (1 ≤ t ≤ T ) of the developed MMV-LAMP

network, the key procedure includes

Rt = X̂t−1 +BVt−1, (13a)

X̂t = η(Rt; θ, σt), (13b)

Vt = Y −AX̂t + btVt−1, (13c)

where V0 = Y, X̂0 = 0, and

σt =
1√
MK

‖Vt−1‖F , (14)

btI =
1

M

N∑

j=1

∂[η(Rt; θ, σt)]j
∂ [Rt(j, :)]

. (15)

Note that, the residual Vt in (13c) includes the “Onsager

correction” term btVt−1, which is introduced into the con-

ventional AMP algorithms to accelerate the convergence [36].

Moreover, the shrinkage function η(·; ·) can be expressed as

[η(Rt; θ, σt)]j =
rt,j

πt

[
1 + exp(ψt −

rH
t,j

rt,j

2σ2

tπt
)
] , (16)

Q

L

s

N P

B

s

L

B
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L

s

N D
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s LB D

Fig. 1. The proposed frame structure for the communication transmission.

where rt,j = Rt(j, :) denotes the j-th row of the Rt, πt and

ψt are respectively given by

πt = 1 +
σ2
t

θ1
, (17)

ψt = K log(1 +
θ1
σ2
t

) + θ2. (18)

Note that, different from the learned denoising-based approx-

imate message passing (LDAMP) network [36], where the

authors replaced the denoiser module Dσ̂l(·) in the DAMP

algorithm with the denoising convolutional neural network

(DnCNN), we derive the shrinkage function η(·; ·) in detail,

which plays the role of the nonlinear activation function in

deep learning. Moreover, instead of processing the element r
in the existing MDDL-based scheme [36]–[39], the developed

MMV-LAMP network processes the row vector rj for 1 ≤ j ≤
N by fully exploiting the structured sparsity of X from the a

priori model. The derivation of the developed MMV-LAMP

network is shown in Appendix. Additionally, in order to avoid

the performance degradation caused by the mismatch between

the continuous angles and the discrete dictionary, we integrate

the redundant dictionary into the CRN (i.e., the decoder) to

improve the channel estimation performance.

Fig. 2 illustrates the t-th layer architecture of the developed

MMV-LAMP network. In Fig. 2, the inputs are X̂t−1 ∈
C

N×K , Vt−1 ∈ C
M×K , and Y ∈ C

M×K , where X̂t−1 and

Vt−1 are the outputs of the previous (t− 1)-th layer, and Y

is the noisy measurement in (12). Moreover, at the network

training stage, we define B ∈ CN×M and θ = {θ1, θ2} as the

trainable parameters of the MMV-LAMP network, which are

identical for all T layers.

C. MMV-LAMP Network Based Uplink Channel Estimation

The block diagram of the proposed MMV-LAMP network

based uplink channel estimation scheme is depicted in Fig.

3, which contains the CCN and CRN. The CCN corresponds

to the combining matrix FH
UL (encoder) in (4), and the CRN

corresponds to the channel estimator (decoder) at the BS.

Specifically, the input and output of the CCN are the uplink

spatial-frequency domain channel matrix Hsf
UL and the noise-

less pilot signals received at the BS. Note that the parameters
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B A

Fig. 2. The t-th layer architecture of the developed MMV-LAMP network with the trainable parameters {B,θ}.

Fig. 3. The block diagram of the proposed MDDL-based uplink channel estimation solution, which includes a CCN and an MMV-LAMP network based
CRN.

of the CCN {ΞUL} corresponds to the phase values of the

combining matrix FH
UL in (4). Moreover, the CRN consists of

T layers and each has the same network structure and trainable

parameters {BUL, θUL} as shown in Fig. 2, whose output is

the estimated angle-frequency domain channel matrix Ĥaf
UL. At

the offline training stage, we jointly train the overall network

parameters {ΞUL,BUL, θUL} as an auto-encoder in an end-to-

end approach. Finally, the estimated spatial-frequency domain

channel matrix Ĥsf
UL can be obtained by multiplying a devised

redundant dictionary matrix.

1) Fully-Connected CCN: Consider the formula YUL =
FH

ULH
sf
UL+NUL in (4), in order to mimic the linear compress-

ibility process of high-dimensional channels, the combining

matrix FUL can be well modeled as a CCN realized by a

fully-connected layer without biases and a nonlinear activation

function. Note that the combining matrix FUL is a complex-

valued matrix and satisfies the constant modulus constraint due

to the RF PSN adopted in the hybrid MIMO architecture, and

the expression of the combining matrix FUL is given by

FUL =
1√
NBS

exp(jΞUL) =
1√
NBS

[cos(ΞUL) + j sin(ΞUL)] ,

(19)

where j =
√
−1 and [ΞUL]m,n ∈ [0, 2π). As it is well

known that complex-valued outputs are not well supported by

most deep learning frameworks (e.g., Tensorflow, Pytorch),

it would be difficult to directly train the complex-valued

combining matrix FUL. Hence, for the fully-connected CCN,

we choose to train the real-valued phases of PSN {ΞUL}, in

other words, we define the real-valued phases of PSN as the

real-valued trainable parameters of the fully-connected CCN.

Moreover, the structure of the proposed fully-connected CCN

is shown in Fig. 4, where the trainable parameter of the

CCN is {ΞUL} and the corresponding weight matrix of the

CCN is exp(jΞUL)/
√
NBS. Hence, the parameters of the fully-

connected layer are regarded as the phases of PSN and can be

learned at the deep learning training stage.

k K

N
k

k
k

M
k

N

M
N

N M
N

N
N

Fig. 4. The proposed fully-connected CCN with the trainable parameters
{ΞUL}, which correspond to the combining matrix F

H
UL.

2) CRN Based on MMV-LAMP Network: First, we detail

the devised redundant dictionary matrix. Specifically, massive

MIMO channels are sparse in the angle-domain, and the

accuracy of CRN depends heavily on their sparsity, which

may be weakened by the power leakage [13]. Therefore, we

design a redundant dictionary matrix D with a finer angular

resolution to transform the spatial-frequency domain channel

matrix Hsf into the angle-frequency domain channel matrix

Haf, which can be expressed as

Hsf = DHHaf, (20)

where the redundant dictionary matrix D ∈ CG×NBS con-

sists of G column vectors a(φg) for 1 ≤ g ≤ G, i.e.,

D = [a(φ1), a(φ2), · · · , a(φG)]T, with a(φg) the correspond-

ing array steering vector in (11), where the sine function in the

array steering vector is defined as sin(φg) = −1+2(g− 1)/G
by quantifying the range of AoDs into G grids for g =
1, 2, · · · , G. Therefore, estimating Hsf

UL in (4) is equivalent

to estimating Haf
UL represented in the angle-domain redundant

dictionary D, i.e.,

YUL = FH
ULD

HHaf
UL +NUL = AULH

af
UL +NUL, (21)
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T

T

T

Fig. 5. The proposed CRN based on MMV-LAMP network with the trainable parameters {BUL,θUL} .

where AUL = FH
ULD

H is the effective measurement matrix.

It’s worth noting that the k-th column of Haf
UL, i.e., Haf

UL(:, k)

is a sparse column vector, meanwhile,
{
Haf

UL(:, k)
}K
k=1

share

the common sparsity [9]. Consequently, the sparse channel

estimation problem can be formulated as an MMV sparse

matrix recovery problem in CS. Noth that, given the received

signals, the channel matrix Haf
UL can be estimated by solving

the following optimization problem

min
H

af
UL

(
K∑

k=1

∥∥Haf
UL(:, k)

∥∥2
0

)1/2

(22)

s.t.
∥∥YUL −AULH

af
UL

∥∥
F
≤ δ,

and
{
Haf

UL(:, k)
}K
k=1

share the common sparse support set,

where
∥∥Haf

UL(:, k)
∥∥
0

is the number of non-zero elements of

Haf
UL(:, k) and δ is the error tolerance parameter. By replacing

the l0-norm with the l1-norm, various CS algorithms can be

utilized to solve the problem, such as the simultaneous or-

thogonal matching pursuit (SOMP) algorithm [43], the MMV-

AMP algorithm [42], and the proposed MMV-LAMP algo-

rithm. However, these greedy CS algorithms cannot achieve

satisfactory channel estimation accuracy.

To efficiently solve the MMV CS problem in (22), we

further develop an MMV-LAMP network with T layers as

illustrated in Fig. 5 and summarized in Algorithm 1, which

can reconstruct the high-dimensional angle-frequency domain

channel matrix Ĥaf
UL from the low-dimensional received sig-

nals YUL. Specifically, the input is the received signals YUL

and the output of the t-th layer is the estimated angle-

frequency domain channel matrix Ĥaf
UL,t. In addition, the

initial values Ĥaf
UL,0 and V0 are denoted as Ĥaf

UL,0 = 0 and

V0 = YUL, respectively.

As for the t-th layer, the trainable parameter {BUL} is

denoted as

BUL = Re {BUL}+ j Im {BUL} , (23)

where Re {BUL} and Im {BUL} denote the real and imag-

inary parts of the trainable parameter BUL, respectively. In

other words, in order to achieve mathematical complex-valued

processing in the MMV-LAMP network, we define two real-

valued trainable parameters Re {BUL} and Im {BUL} to form

the complex-valued trainable parameters {BUL}. Finally, the

final estimated spatial-frequency domain channel matrix based

on the output of the T -th layer is given by

Ĥsf
UL = DHĤaf

UL,T . (24)

Algorithm 1 MMV-LAMP network based CRN

Input: The received signal YUL, the measurement matrix

AUL, the number of layers T .

Output: The output of the T -th layer MMV-LAMP network

Ĥsf
UL = DHĤaf

UL,T .

1: Initialization: V0 = YUL, Ĥaf
UL,0 = 0, BUL = AH

UL,

θUL = {1, 1}.

2: for t = 1, 2, · · · , T do

3: Rt = Ĥaf
UL,t−1 +BULVt−1

4: σt =
1√
QK

‖Vt−1‖F
5: Ĥaf

UL,t = η(Rt; θUL, σt)

6: bt =
1
Q

G∑
j=1

∂[η(Rt;θUL,σt)]j
∂[Rt(j,:)]

7: Vt = YUL −AULĤ
af
UL,t + btVt−1

8: end for

3) Learning Strategy: Inspired by the auto-encoder, we

propose a novel layer-by-layer learning strategy to jointly train

the CCN (encoder) and CRN (decoder). Specifically, at the

offline training stage, we first generate the training data set{
Hsf,n

UL

}Ntrain

n=1
according to (10), where Ntrain is the number of

channel samples in the training set, and H
sf,n
UL is not only the

input of the CCN, but also the corresponding target output. In

order to jointly optimize the trainable parameters of the CCN

and CRN, i.e., {ΞUL,BUL, θUL}, we define the normalized

mean square error (NMSE) between the target value H
sf,n
UL

and the estimated spatial-frequency channel matrix of the t-
th layer MMV-LAMP network Ĥ

sf,n
UL,t = DHĤ

af,n
UL,t as the loss

function of the t-th layer 3, i.e.,

LUL,t

({
ΞUL,BUL, θUL

}
t

)

=

N∑

n=1

∥∥∥Ĥsf,n
UL,t −H

sf,n
UL

∥∥∥
2

F∥∥∥Hsf,n
UL

∥∥∥
2

F

=

N∑

n=1

∥∥∥DHft(H
sf,n
UL ,

{
ΞUL,BUL, θUL

}
t
)−H

sf,n
UL

∥∥∥
2

F∥∥∥Hsf,n
UL

∥∥∥
2

F

,

(25)

where N is the number of data samples in each batch of the

training set, H
sf,n
UL is the n-th uplink spatial-frequency domain

3The ultimate goal of the proposed MDDL-based channel estimation
scheme is to obtain better NMSE performance, hence, we choose the NMSE
rather than the MSE as the loss function.
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Fig. 6. The block diagram of the proposed MDDL-based downlink channel estimation and feedback solution, where the green and yellow block diagrams
represent that the modules are processed at the users and the BS, respectively.

channel sample, and Ĥ
af,n
UL,t = ft(H

sf,n
UL , {ΞUL,BUL, θUL}t)

is the output of the t-th layer MMV-LAMP network. Note

that ft(·, ·) indicates the proposed uplink channel estima-

tion solution including the CCN and CRN, where the

CRN is iterated t times in the t-th layer, i.e., ft(·, ·) =
fCRN(· · · fCRN(fCCN(Hsf,n

UL ,ΞUL),BUL, θUL),BUL, θUL).

The proposed novel layer-by-layer learning strategy is

summarized in Algorithm 2, and the Adam algorithm with

the learning rate 0.001 is adopted [40]. Specifically, for the

1-st layer, the input data is the target data Hsf
UL and the

output is Ĥsf
UL,1 = DHfCRN(fCCN(Hsf

UL,ΞUL),BUL, θUL),
where fCCN(·, ·) and fCRN(·, ·, ·) denote the proposed

CCN and CRN structure, respectively. Therefore, we

aim to optimize the 1-st layer’s trainable parameters

{ΞUL,BUL, θUL}1 by minimizing the loss function of

the 1-st layer LUL,1

(
{ΞUL,BUL, θUL}1

)
. For the 2-nd

layer, the input data is Hsf
UL, but the output is Ĥsf

UL,2 =
DHfCRN(fCRN(fCCN(Hsf

UL,ΞUL),BUL, θUL),BUL, θUL). And

the trainable parameters and the loss function of the 2-nd

layer are {ΞUL,BUL, θUL}2 and LUL,2

(
{ΞUL,BUL, θUL}2

)
,

respectively. Note that, the initial values of the 2-nd layer’s

trainable parameters {ΞUL,BUL, θUL}2 are the obtained

parameters {ΞUL,BUL, θUL}1 from the 1-st layer’s training.

Similarly, for T -th layer, the input data is still the target

data Hsf
UL, and the output is Ĥsf

UL,T , where Ĥsf
UL,T =

DHfCRN(· · · fCRN(fCCN(Hsf
UL,ΞUL),BUL, θUL),BUL, θUL).

Also, the trainable parameters and the loss function of the T -th

layer are {ΞUL,BUL, θUL}T and LUL,T

(
{ΞUL,BUL, θUL}T

)
,

respectively. Note that, the initial values of the T -th

layer’s trainable parameters are the obtained parameters

{ΞUL,BUL, θUL}T−1 from the (T − 1)-th layer’s training.

In other words, the proposed layer-by-layer training strategy

combines both the conventional layer-by-layer and all-layer

training strategy. Consider the t-th layer training (1 ≤ t ≤ T ),
we adopt the all-layer training strategy, i.e., the trainable

parameters {ΞUL,BUL, θUL}t are jointly optimized; while

from the perspective of T times training with the increasing

layer number t, it is a modified kind of layer-by-layer training

strategy. After the trainable parameters {ΞUL,BUL, θUL}T of

the T -th layer are optimized, we can obtain the complex-

valued PSN and the MMV-LAMP network simultaneously,

which can be adopted to design the combining matrix FH
UL

and the channel estimator at the online channel estimation

stage.

Algorithm 2 Learning strategy to jointly train CCN’s param-

eters {ΞUL} and CRN’s parameters {BUL, θUL}
1: Initialization: BUL = AH

UL, θUL = {1, 1}, [ΞUL]i,j ∈
[0, 2π), {ΞUL,BUL, θUL}0 = {ΞUL,BUL, θUL}.

2: for t = 1, 2, · · · , T do

3: Initialize {ΞUL,BUL, θUL}t as {ΞUL,BUL, θUL}t−1

4: Learn {ΞUL,BUL, θUL}t to minimize the loss function

of t-th layer LUL,t({ΞUL,BUL, θUL}t)
5: end for

Output: {ΞUL,BUL, θUL} = {ΞUL,BUL, θUL}T .

IV. MDDL-BASED FDD DOWNLINK CHANNEL

ESTIMATION AND FEEDBACK

In this section, we first extend the proposed MDDL-based

TDD uplink channel estimation scheme to the FDD down-

link channel estimation. Moreover, since the uplink/downlink

channel reciprocity does not hold in FDD systems, we further

propose an MMV-LAMP network based channel feedback

solution, whereby the channels’ delay-domain sparsity is ex-

ploited for reducing the feedback overhead. As shown in

Fig. 6, the block diagram of the proposed downlink channel

estimation and feedback solution contains a CCN at the BS,

a feedback compression network (FCN) at the users, and a

FCRN at the BS, where the FCRN further consists of a FRSN

and a CRN (this CRN is the same as that in Fig. 3).

A. MMV-LAMP Network Based Downlink Channel Estimation

Similar to Section III, estimating the Hsf
DL in (8) is equiv-

alent to estimating Haf
DL represented in the angle-domain

redundant dictionary D, i.e.,

YDL = FT
DLD

HHaf
DL +NDL = ADLH

af
DL +NDL, (26)

where ADL = FT
DLD

H ∈ CQ×G is the measurement matrix

in CS. We can observe that (21) and (26) share a similar

expression, hence, the proposed MMV-LAMP network for

uplink channel estimation scheme at the BS can be used for

the downlink channel estimation at the users.

Specifically, at the downlink channel estimation stage, the

input of the CCN is the downlink spatial-frequency domain

channel matrix Hsf
DL and the output is the received signals YDL

at the user. Similar to Section III, the trainable parameters

of the CCN can be regarded as the real-valued phases of
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Fig. 7. The proposed FRSN based on MMV-LAMP network with the trainable parameters {B′, θ′}.

PSN, and the corresponding expression of the complex-valued

beamforming matrix FDL is given by

FDL =
1√
NBS

ej[ΞDL] =
1√
NBS

[cos(ΞDL) + j sin(ΞDL)] .

(27)

On the other hand, for the CRN at the users, we replace

the inputs YUL and AUL with YDL and ADL, respectively,

and the other terms are the same as in the Algorithm 1. As

for the learning strategy, we train the trainable parameters

{ΞDL,BDL, θDL} in the downlink channel estimation based on

Algorithm 2 by replacing the inputs AUL and {ΞUL,BUL, θUL}
with ADL and {ΞDL,BDL, θDL}, respectively.

B. MMV-LAMP Network Based Channel Feedback

Given the received signal YDL in (8) at the users, the

received signals can be rewritten as

YT
DL = Hfs

DLFDL +NT
DL = H

freq
DL +NT

DL, (28)

where Hfs
DL = (Hsf

DL)
T ∈ CK×NBS denotes the frequency-

spatial domain channel matrix and H
freq
DL = Hfs

DLFDL ∈ CK×Q

is a frequency-domain channel matrix after spatial-domain

compression.

In order to accurately acquire the CSI at the BS with

reduced feedback overhead, we propose an FCN and an FCRN

based on an MMV-LAMP network with two steps. In the first

step, by exploiting the channels’ delay-domain sparsity, we

compress the received pilots at the users by only feeding back

the received pilot signals on part of K subcarriers. In the

second step, the compressed feedback signals received at the

BS are regarded as the input of the FRSN to reconstruct the

frequency-domain channel matrix Ĥ
freq
DL , which is then input to

the CRN (can be well trained at the uplink channel estimation

stage), so that the spatial-frequency domain channel matrix

Hsf
DL is finally reconstructed at the BS.

1) Feedback Compression Network at Users: To reduce

the channel feedback overhead at the users, we compress the

dimensionality of the received pilot signals by exploiting the

channels’ delay-domain sparsity. Specifically, we transform

the frequency-spatial domain channel matrix Hfs
DL into the

delay-spatial domain channel matrix Hds
DL via a DFT matrix

U ∈ CK×K , and (28) can be expressed as

YT
DL = UHds

DLFDL +NT
DL = UH

delay
DL +NT

DL, (29)

Algorithm 3 MMV-LAMP network based FRSN

Input: The feedback signal ỸDL, the measurement matrix

Ũ, the number of layers T ′.
Output: The output of the T ′-th layer MMV-LAMP network

Ĥ
freq
DL = UĤ

delay
DL,T ′ .

1: Initialization: V0 = ỸDL, Ĥ
delay
DL,0 = 0, B′ = ŨH, θ′ =

{1, 1}.

2: for t = 1, 2, · · · , T ′ do

3: Rt = Ĥ
delay
DL,t−1 +B′Vt−1

4: σt =
1√
KcQ

‖Vt−1‖F
5: Ĥ

delay
DL,t = η(Rt; θ

′, σt)

6: bt =
1
Kc

K∑
j=1

∂[η(Rt;θ
′,σt)]

j

∂[Rt(j,:)]

7: Vt = ỸDL − ŨĤ
delay
DL,t + btVt−1

8: end for

Algorithm 4 Learning strategy to train FRSN’s parameters

{B′, θ′}
1: Initialization: B′ = ŨH, θ

′ = {1, 1}, {B′, θ′}0 =
{B′, θ′}.

2: for t = 1, 2, · · · , T ′ do

3: Initialize {B′, θ′}t as {B′, θ′}t−1

4: Learn {B′, θ′}t to minimize L′
t

(
{B′, θ′}t

)

5: end for

Output: {B′, θ′} = {B′, θ′}T ′ .

where H
delay
DL = Hds

DLFDL ∈ CK×Q is a delay-domain channel

matrix after spatial-domain compression. The compressed pilot

signals fed back to the BS can be expressed as

ỸDL = YT
DL

∣∣
Ω
= ŨH

delay
DL + ÑDL, (30)

where Ũ = U|
Ω

∈ CKc×K is a partial DFT matrix, ÑDL =
NT

DL

∣∣
Ω

, and the i-th element of the set {Ω}i for 1 ≤ i ≤ Kc

is randomly selected without repeating [41].

2) Feedback Based Channel Reconstruction Network at

BS: The FCRN consists of an FRSN and a CRN. Different

from the MMV-LAMP network with T layers used in CRN,

we just need to train the FRSN based on an MMV-LAMP

network with T ′ layers to obtain the channel matrix Ĥ
freq
DL ,

which is illustrated in Fig. 7 and summarized in Algorithm

3. Specifically, the input is the feedback pilot signals ỸDL,

and the initial values Ĥ
delay
DL,0 and V0 of Algorithm 3 are

denoted as Ĥ
delay
DL,0 = 0 and V0 = ỸDL, respectively. In
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FRSN, the measurement matrix is the partial DFT matrix

Ũ and the trainable parameters are {B′, θ′}. After the BS

receives the compressed feedback signals ỸDL in (30), we

first exploit the proposed FRSN to reconstruct the channel

matrix Ĥ
freq
DL = UĤ

delay
DL,T ′ , which is then passed to the CRN to

reconstruct Ĥsf
DL based on MMV-LAMP network.

Moreover, the training strategy of the trainable parameters

{B′, θ′} of the FRSN is summarized in Algorithm 4, where

the corresponding loss function of t-th layer (1 ≤ t ≤ T ′) is

given by

L′
t

({
B′, θ′}

t

)
=

N ′∑

n=1

∥∥∥Ĥfreq,n
DL,t −H

freq,n
DL

∥∥∥
2

F∥∥∥Hfreq,n
DL

∥∥∥
2

F

=

N ′∑

n=1

∥∥∥Uf ′
t(Ỹ

n
DL,
{
B′, θ′}

t
)−H

freq,n
DL

∥∥∥
2

F∥∥∥Hfreq,n
DL

∥∥∥
2

F

,

(31)

where N ′ is the number of data samples in each batch of the

training set, and f ′(·, ·)t denotes the MMV-LAMP network

based FRSN. Specifically, we first generate the training data

set
{
H

freq,n
DL

}N ′

n=1
according to (28). Then, for the t-th layer,

we aim to optimize the trainable parameters {B′, θ′}t by

minimizing the loss function of the t-th layer L′
t(
{
B′, θ′

}
t
)

for 1 ≤ t ≤ T ′. Finally, after the trainable parameters

{B′, θ′}T ′ of the T ′-th layer are optimized, we can obtain

Ĥ
delay
DL and Ĥ

freq
DL = UĤ

delay
DL . Also, we can find that H

freq
DL in

(28) can also be expressed as

(Hfreq
DL )T = FT

DLH
sf
DL = FT

DLD
HHaf

DL = ADLH
af
DL, (32)

which indicates that we can exploit the following CRN to

reconstruct the final estimation Ĥsf
DL.

V. SIMULATION RESULTS

In this section, we provide numerical results to verify the

effectiveness of the proposed MDDL-based channel estimation

and feedback scheme. First, we elaborate the implementation

details and parameters adopted in our simulations setting.

Then, since the TDD uplink channel estimation and FDD

downlink channel estimation share the same processing mech-

anism, we take the downlink channel estimation and feedback

for FDD systems as examples to evaluate the performance. Fi-

nally, we investigate the performance of the proposed MDDL-

based scheme in scenarios with fixed scattering environments,

which is discussed in more detail next.

A. Simulation Setup

In our simulations, we consider that the BS is equipped with

an ULA with NBS = 256 and NRF = 4 RF chains. The number

of OFDM subcarriers in the channel estimation phase is set

to K = 64. The redundant dictionary with an oversampling

ratio G/NBS = 4 is considered, i.e., the quantized angle grids

G is set to 1024. In addition, the experiments are performed

in PyCharm Community Edition (Python 3.6 environment and

Tensorflow 1.13.1) on a computer with dual Intel Xeon 8280

CPU (2.6GHz) and dual Nvidia GeForce GTX 2080Ti GPUs.

The proposed MMV-LAMP network based CRN is com-

posed of T = 5 layers, where each layer has the same net-

work structure with the trainable parameters {ΞDL,BDL, θDL}.

While the proposed MMV-LAMP based FRSN is composed of

T ′ = 2 layers, where the trainable parameters are {B′, θ′}. For

the training of MMV-LAMP network, we generate a training

set including Str = 5000 spatial-frequency domain channel

samples according to the channel model in (10), so that

the dimension of the input channel samples is (Str, NBS,K).
Similarly, the parameters of the validation set and the test set

are Sva = 2000 and Ste = 1000, respectively. We choose

the NMSE as the metric for performance evaluation, which is

defined as

NMSE(H, Ĥ) = 10log10(E




∥∥∥H− Ĥ

∥∥∥
2

F∥∥H
∥∥2
F


). (33)

B. MDDL-Based FDD Downlink Channel Estimation

As shown in Fig. 8 4, we plot the NMSE performance

NMSE(Hsf
DL, Ĥ

sf
DL) of the different schemes as a function of

signal-to-noise ratio (SNR), including the proposed MDDL-

based channel estimation scheme using the MMV-LAMP net-

work, the data-driven deep learning based channel estimation

scheme [33], the LAMP-based channel estimation scheme

[36], and two model-based channel estimation schemes using

the MMV-AMP algorithm [42] and the SOMP algorithm

[43]. The number of propagation paths is L = 8. Note

that the AMP-based channel estimation scheme requires the

measurement matrix’s elements to be independent identically

distributed, so we don’t consider the redundant dictionary

matrix (i.e., G = NBS = 256).

We can observe that the proposed channel estimation

scheme outperforms the other channel estimation schemes

even with a smaller pilot overhead. This observation indicates

that the proposed channel estimation scheme can achieve

better NMSE performance while keeping the pilot overhead

to a low level. This is because the network architecture

(i.e., the cascaded CCN and MMV-LAMP-based CRN) of

the MDDL-based approach is constructed based on known

physical mechanisms and some a priori model knowledge,

which can reduce the number of trainable parameters to be

learned and can fully take advantage of both model-based al-

gorithms and deep learning methods. We also observe that the

proposed channel estimation scheme can significantly improve

the NMSE performance in the low SNR regime compared with

other channel estimation schemes. Therefore, the proposed

scheme can reliably reconstruct the high-dimensional channel

with a much reduced pilot overhead.

To clearly present the percentage of the reduced pilot

overhead compared to state-of-the-art algorithms, we compare

the proposed scheme with four state-of-the-art algorithms at

4This simulated results for {M = 40, Q = 10, NRF = 4} are equivalent
to the uplink channel estimation results for {M = 40, Q = 40, NRF = 1},
{M = 40, Q = 20, NRF = 2}, and {M = 40, Q = 5, NRF = 8}, as long
as M = QNRF.
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Fig. 8. NMSE performance comparison of different channel estimation
schemes versus SNRs.
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Fig. 9. NMSE performance comparison of the proposed scheme versus the
number of multipath L.

SNR=0dB and SNR=5dB, as shown in Table I. We can observe

that the proposed scheme with Q = 40 outperforms the MMV-

AMP algorithm, the LAMP network, and data driven deep

learning methods with Q = 80 in the whole range of SNR.

Therefore, we conclude that the proposed scheme can reduce

the pilot overhead by at least 50% while achieving the same

or even better channel estimation NMSE performance.

We further investigate the robustness of the proposed chan-

nel estimation scheme as a function of the number of multipath

L in Fig. 9. Note that the proposed MMV-LAMP based CRN is

trained during the offline training stage, which is based on the

channel samples with L = 8 multipath components. However,

at the online estimation stage, we observe that the proposed

TABLE I
NMSE IN dB

Channel Estimation Schemes
SNR=0dB SNR=5dB

Q=40 Q=80 Q=40 Q=80

MMV-AMP 1.15 -0.31 -0.37 -7.62

LAMP -1.37 -3.13 -2.73 -5.61

Data Driven Deep Learning -2.02 -4.49 -3.72 -8.16

SOMP -3.14 -4.39 -6.82 -8.48

Proposed -6.06 -9.21
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Fig. 10. NMSE performance comparison of the proposed scheme trained at
the different SNRs.

scheme can be robustly adopted to estimate multipath channels

with L 6= 8, without having to retrain the entire network

architecture. In Fig. 10, we show the NMSE performance of

the proposed scheme when it is trained based for different

SNR values. For example, the setup denoted by “Proposed,

SNR=-10dB, G = 1024, Q = 40” means that the proposed

scheme was trained at the SNR=-10dB, but tested in the whole

SNR range, and the setup denoted by “Proposed, G = 1024,

Q = 40” means that the proposed scheme was trained and

tested for the same values of SNR. We can observe that the

proposed scheme trained at SNR=-5dB is robust in the low

SNR regime, and the NMSE performance is deteriorated just

at SNR=10dB. Therefore, the proposed MMV-LAMP based

channel estimator enjoys a better robustness and generalization

capability to different channel conditions.

As for the number of antennas NBS, we further investigated

the channel estimation NMSE performance with NBS = 128
in Fig. 11. Specifically, since the dimension of the beamform-

ing/combining matrix is related to the number of antennas,

changing the number of antennas requires retraining the CCN

and CRN. In order to meet the same compression ratio, i.e.,

Q/NBS = 40/256, the adopted pilot overhead is Q = 20.

We can observe that the proposed channel estimation scheme
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Fig. 11. NMSE performance comparison of different channel estimation
schemes versus SNRs.
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Fig. 12. NMSE performance comparison of the proposed scheme versus the
number of subcarrier K .

outperforms the other channel estimation schemes in this case.

As for the different numbers of subcarriers K , as shown

in Fig.12, we have investigated the channel estimation NMSE

performance with K = 64, 128, 256, 512. Specifically, since

the proposed channel estimation scheme was trained under

the number of subcarriers K = 64, we divide the subcarri-

ers evenly into multiple sub-groups (each sub-group has 64

subcarriers) to directly apply the trained channel estimation

network. For instance, for the number of subcarriers K = 128,

we divide the subcarriers into 128/64 = 2 sub-groups, i.e.,

the subcarrier indices of each sub-group are respectively

{1, 3, 5, · · · , 127} and {2, 4, 6, · · · , 128}. We can observe

that the proposed scheme trained with 64 subcarriers can be

effectively applied to the case K = 128, 256, and 512, which

further proves the robustness of the proposed scheme.

As mentioned above, we design a redundant dictionary

matrix to combat the power leakage problem by quantizing the

angles with a finer resolution. Therefore, in Fig. 13(a), we also

compare the performance of the proposed MMV-LAMP based

channel estimator without using redundant dictionary matrix,

i.e., G = NBS = 256, to demonstrate the effectiveness of the

redundant dictionary matrix. We can find that the proposed

MMV-LAMP based and the SOMP-based channel estimators

can improve the sparse channel estimation performance by

utilizing the redundant dictionary matrix to cope with the

power leakage problem.

Note that the effectiveness of the proposed MMV-LAMP

based channel estimator for OFDM systems is based on a

training dataset based on multi-carrier channel samples, which

consist of the channels of all subcarriers from different channel

realizations. To verify the training effectiveness of multi-

carrier channel samples, we further compare the performance

of the proposed scheme based on single carrier channel sam-

ples, as shown in Fig. 13(b). We can observe that the proposed

MMV-LAMP based channel estimator trained by multi-carrier

channel samples can exhibit more excellent performance.

We further investigate the computational complexity. In the

case of offline training, specifically, the computation complex-

ity is not a major concern, because the required time is usually

not strictly limited. Moreover. we discuss the computational

complexity of the different channel estimation schemes as

follows.

• As for the data driven deep learning based channel esti-

mation scheme, its main steps in testing stage include: i)

two fully-connected operations with computational com-

plexity O(2MG); ii) Nre convolutional operations with

computational complexity O(Gβ2
Nre∑
i=1

ni−1ni), where β

is the side length of the convolutional filters, ni−1 and

ni denote the numbers of input and output feature maps

of the i-th convolutional layer (1 ≤ i ≤ Nre), respec-

tively. Therefore, the computational complexity of the

data driven deep learning based channel estimation is

O(2MG+Gβ2
Nre∑
i=1

ni−1ni).

• The proposed channel estimation scheme is developed

from the MMV-AMP algorithm, which mainly requires

matrix multiplication operations, Therefore, the MMV-

AMP algorithm, the LAMP network, and the proposed

MMV-LAMP network share similar computational com-

plexities, i.e., O(MNBSK + TMGK) in the case of K
subcarriers.

• As for the SOMP algorithm, we denote the num-

ber of iterations as I and its main steps include:

i) correlation operation with computational complexity

O(MG2KI); ii) project subspace operation with compu-

tational complexity O(14I
2(I + 1)2 + 1

3MI(I + 1)(2I +
1) + 1

2MKI(I + 1)); iii) update residual operation with

computational complexity O(12ρNBSKI(I + 1)). There-

fore, the computational complexity of the SOMP algo-

rithm is O(MG2KI + 1
4I

2(I + 1)2 + 1
3MI(I +1)(2I+
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Fig. 13. NMSE performance comparison of the proposed MDDL-based
channel estimation scheme versus SNRs, where (a) the effectiveness of the
devised redundant dictionary matrix, (b) the effectiveness of the proposed
scheme using multi-carrier channel samples to train.

1) + 1
2MKI(I + 1) + 1

2ρNBSKI(I + 1)).

Finally, we provide the computational complexity analysis of

the different channel estimation schemes as shown in Table II.

C. Channel Estimation Under Non-Ideal Hardware Con-

straints

In practical systems, the phase of each combining and

beamforming matrix coefficient is not a continuous value.

Therefore, we further investigate the performance of the

proposed MDDL-based channel estimation scheme under the

constraint of PSN with a finite phase resolution. Specifically,

TABLE II
COMPUTATIONAL COMPLEXITY OF DIFFERENT CHANNEL ESTIMATION

SCHEMES

Schemes Complexity

Data driven deep learning O(2MG+Gβ2
Nre∑

i=1

ni−1ni)

SOMP

O(MG2KI + 1

4
I2(I + 1)2

+ 1

3
MI(I + 1)(2I + 1)

+ 1

2
MKI(I + 1) + 1

2
ρNBSKI(I + 1))

LAMP O(MNBSK + TMGK)

MMV-AMP O(MNBSK + TMGK)

Proposed O(MNBSK + TMGK)

after the offline training, the CCN including the continuous

complex-valued combining matrix FUL = 1√
NBS

exp [j(ΞUL)]

in (19) and the beamforming matrix FDL = 1√
NBS

exp [j(ΞDL)]
in (27) are quantized to the elements in the set ∆ according

to the minimum Euclidean distance criterion. That is to say,

after quantization, we have {ΞUL,ΞDL} ∈ ∆, and ∆ is the

quantized phase set of the PSN whose resolution is Bps, given

by

∆ =

{
0,

2π

2Bps , 2 ·
2π

2Bps , · · · , 2π − 2π

2Bps

}
. (34)

The network architecture and training strategy of the CRN

remains unchanged5. As shown in Fig. 14(a), we plot the

NMSE performance NMSE(Hsf
DL, Ĥ

sf
DL) of the proposed chan-

nel estimation scheme as a function of the SNR, where the

resolution of the PSN is set to Bps = 2, 3 bits. We observe

that the proposed MMV-LAMP based channel estimator works

well in the case of 3-bit quantization and suffers from a little

loss in the case of 2-bit quantization. This observation further

demonstrates the robustness of the proposed MMV-LAMP

based channel estimator under non-ideal PSN with limited

resolution.

Moreover, considering the limited resolution of the analog-

to-digital converter (ADC) at the BS, the downlink received

signals are first quantized by the ADC in the time domain, so

the received frequency-domain pilot signals after time-domain

quantization can be expressed as

Y
quan
DL = λquan(YDLU)UH, (35)

where YDLU and λquan(YDLU) are the received time-domain

signals before the ADC and after the ADC, respectively,

and λquan(·) is the complex-valued quantization function.

This quantization function is applied to the received signals

element-wise, and the real and imaginary parts are quantized

5Since the quantized phase shifters will result in non-differential gradients,
it is not feasible to directly use the Adam algorithm. To avoid this challenge,
we consider a simple method that the offline training is performed by
assuming the infinite precision phase resolution. At the online test stage,
the combining/beamforming matrix are quantized according to the minimun
Euclidean distance criterion. Note that the authors of [25] proposed a sub-
optimum quantization method to solve this issue, which may be integrated
into the proposed scheme for better performance in our future work..
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(a)

(b)

Fig. 14. NMSE performance comparison of the proposed MDDL-based
channel estimation scheme versus SNRs, where (a) phase shift quantization,
(b) analog-to-digital converter (ADC) quantization.

separately. Here, we consider a uniform codebook for quanti-

zation as

C =

{
−2B

adc − 1

2
ε, · · · , 2

Badc − 1

2
ε

}
, (36)

where Badc is the number of quantization bits, ε =
[ymax − ymin]

/
2B

adc

, ymax and ymin are the maximum and

the minimum real value of both the real and imaginary parts

of YDLU, respectively. Specifically, we first train the CCN’s

parameters {ΞDL} and CRN’s parameters {BDL, θDL} based

on the ADC with infinite resolution, then we adopt the above

quantization method to obtain the quantized frequency-domain

signal Y
quan
DL . Finally, we input the quantized Y

quan
DL directly
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Fig. 15. Channel reconstruction NMSE performance comparison of the
proposed MDDL-based channel feedback scheme versus SNRs.

into the previously trained CRN to reconstruct the channel

matrix Ĥsf
DL.

As shown in Fig. 14(b), we plot the NMSE performance

NMSE(Hsf
DL, Ĥ

sf
DL) of the proposed channel estimation scheme

as a function of the SNR, where the number of quantization

bits is set to Badc = 2, 3. We observe that the performance

of the MMV-AMP-based and the SOMP-based channel es-

timation schemes degrade. However, the proposed channel

estimation scheme can still work even in the low SNR regime.

Considering that the SNR is usually low in most mmWave

systems at the channel estimation stage, the proposed scheme

is effective in estimating the channels with non-ideal ADC at

the receiver.

D. MDDL-Based FDD Downlink Channel Feedback

In this section, we investigate the channel reconstruction

performance NMSE(Hsf
DL, Ĥ

sf
DL) of the proposed channel feed-

back scheme. Specifically, as shown in Fig. 4, the CCN at

the BS is the same as that used at the downlink channel

estimation stage, then the noisy frequency-domain received

signal YT
DL is obtained at the user. Moreover, in order to

compress the feedback overhead, the user only feeds YT
DL

on Kc of K subcarriers back to the BS. Finally, the BS

exploits the proposed MMV-LAMP based FRSN and the CRN

to recover the spatial-frequency domain channel matrix Ĥsf
DL.

In addition, we define the feedback compression radio as

ρ = Kc/K . As shown in Fig. 15, we can observe that the

proposed MMV-LAMP based FCRN (including the FRSN and

the following CRN) with ρ = 0.25, i.e., Kc = 16, even

outperforms the SOMP-based channel feedback scheme with

ρ = 0.5, i.e., Kc = 32. Therefore, the effectiveness of the

proposed MDDL-based channel feedback scheme is verified.
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Fig. 16. The schematic diagram of the fixed scattering environment.

E. Channel Estimation Based on Fixed Scattering Environ-

ments

In this section, the TDD uplink channel estimation NMSE

performance NMSE(Hsf
UL, Ĥ

sf
UL) is investigated. To evaluate

the superiority of the proposed learning strategy that jointly

trains the pilots and channel estimator, we consider the sce-

nario with fixed scattering environments. The fixed scattering

environment is shown in Fig. 16, in which the positions of the

BS, the user, and the scatterers are marked by blue, red, and

green, respectively. The red solid line represents the line-of-

sight (LoS) link between the BS and the user, and the black

dotted line indicates the non-line-of-sight (NLoS) link via the

scatterer. Note that for the sake of simplifying the channel

generation, we only consider a single-bounce NLoS channel

model. As for the array setting, we take the BS side as an

example, i.e., the bold blue solid line represents the antenna

array of the BS, whose normal direction is marked as the black

arrow. The antenna array setting at users is the same as the

BS.

Next, we describe how to generate the channel samples

based on the fixed scattering environment. Specifically, as

shown in Fig. 16, the scenario consists of a BS and a

number of users geographically distributed in a certain outdoor

environment, in which the scatterers are randomly distributed.

For the given fixed scattering environment, we can generate the

channel samples based on the channel parameters (including

the AoAs/AoDs, path loss), which can be calculated based

on the geometric characteristics between the BS and the user.

More specifically,

• AoAs/AoDs: As for the uplink channel estimation, the

AoA φBS at the BS is the angle relative to the horizontal

axis. For the user, the AoD φUE at the user follows the

uniform distribution [0, 2π), which is defined as the angle

between the normal direction of the user array and the

horizontal axis.

• Path loss: Taking the NLoS link as an example, the large-

scale fading gain Gl can be modeled based on the free-

space path loss of Friis’ formula as

Gl = 20log10(
4πdl,1
λc

) + 20log10(
4πdl,2
λc

) +Gs, (37)

where dl,1 (dl,2) denotes the communication distance

between the user and the l-th scatterer (the l-th scatterer

and the BS), λc is the carrier wavelength, and Gs denotes

the path loss via the l-th scatterer.

Based on the fixed scattering environment discussed above,

we generate 10000 channel samples, named as fixed scattering

environment (FSE) data set, by considering a randomly dis-

tributed user location and normal direction of the user array. In

simulations, we divide the 10000 channel samples into 8000,

1000, and 1000, corresponding to the training, validation, and

test sets, respectively.

As shown in Fig. 17, we plot the uplink channel estimation

performance NMSE(Hsf
UL, Ĥ

sf
UL) of the different schemes as a

function of the SNR, including the proposed scheme trained

by using the FSE data set, the proposed scheme trained in

Section V-B (i.e., not trained with the FSE data set), and

the SOMP algorithm using random combining matrix, where

we consider G = 1024, Q = 40. Note that, at the NMSE

performance evaluation phase, the input channel samples for

these schemes come from the test set of the FSE data set.

We can observe that the proposed channel estimation scheme

(including the combining matrix FH
UL and the MMV-LAMP

network based channel estimator) trained with FSE data set

can effectively learn the channel environment characteristics

using less pilot overhead. Moreover, we can utilize the trained
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Fig. 17. NMSE performance comparison of different channel estimation
schemes versus SNRs.

combining matrix FH
UL in the uplink as the beamforming FT

DL

in the downlink channel estimation for improving the receive

SNR at the users as verified in Fig. 18.

Fig. 18 depicts the received SNR distributions at the users

using two different CCN designs in the downlink channel

estimation phase. Specifically, “CCN trained by FSE Data Set”

indicates that the BS adopts the beamforming matrix FT
DL or

CCN being the same as the combining matrix FH
UL trained in

Fig. 17, while “CCN with random phases” indicates that the

phases of the beamforming matrix FT
DL adopted by the BS are

random. In Fig. 18, under the fixed scattering environment,

we can observe that more users can achieve a larger received

SNR by exploiting the proposed CCN trained with the FSE

data set than the CCN with random phases.

VI. CONCLUSIONS

In this paper, we have proposed an MDDL-based channel

estimation and feedback scheme for wideband mmWave mas-

sive hybrid MIMO systems, where the angle-delay domain

channels’ sparsity is exploited for reduced overhead. First,

we have considered the uplink channel estimation for TDD

systems. To reduce the uplink pilot overhead for estimating

the high-dimensional channels from a limited number of RF

chains at the BS, we have proposed to jointly train the PSN

and the channel estimator as an auto-encoder. Specifically,

by exploiting channels’ structured sparsity from an a priori

model and learning the integrated trainable parameters from

the data samples, the MMV-LAMP network with the devised

redundant dictionary has been proposed to jointly recover

multiple subcarriers’ channels with significantly enhanced per-

formance. Moreover, we have considered the downlink channel

estimation and feedback for FDD systems. Similarly, the pilots

at the BS and channel estimator at the users can be jointly
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Fig. 18. The received SNR distributions at the user side using different CCNs.

trained as an encoder and a decoder, respectively. To further

reduce the channel feedback overhead, only the received pilots

on part of the subcarriers are fed back to the BS, which

can exploit the proposed MMV-LAMP network to reconstruct

the spatial-frequency channel matrix. Further, we consider to

generate the data samples from the scenarios with fixed scatter-

ing environments, and optimize the combining/beamforming

matrix and MMV-LAMP network by learning and perceiv-

ing the characteristics of the channel environments for the

improved performance. Simulation results have verified that

the proposed MDDL-based solution can achieve a significant

improvement in channel estimation and feedback performance

than the conventional schemes.

APPENDIX

First, we introduce the AMP algorithm. We consider a

typical single-measurement-vector (SMV) CS problem

y = Ax+ n, (38)

where y∈M×1 is a noisy measurement, A ∈ CM×N rep-

resents the measurement matrix with M ≪ N , x ∈ CN×1

denotes the sparse vector, and n ∈ CM×1 is the AWGN. To

reconstruct the sparse vector x, the AMP algorithm can be

given as (see equations (10)-(12) in [36])

rt = x̂t−1 +AHvt−1, (39a)

x̂t = η (rt; θt, σt) , (39b)

vt = y −Ax̂t + btvt−1, (39c)

where v0 = y, x̂0 = 0. And

σt =
1√
M

‖vt−1‖2, (40)

bt =
1

M

N∑

j=1

∂[η (rt; θt, σt)]j
∂rj

, (41)
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where [η (rt; θt, σt)]j = η
(
[rt]j ; θt, σt

)
, for 1 ≤ j ≤

N . Moreover, we consider the shrinkage function η (·; ·)
that corresponds to MSE-optimal denoisers under zreo-mean

Bernoulli-Gaussian (BG) priors. That is, x̂ = E {x| r}, where

x has the BG prior

p (x; γ, φ) = (1− γ) δ (x) + γN (x; 0, φ) , (42)

and r is an AWGN-corrupted measurement of x, i.e.,

r = x+ e for e ∼ N
(
0, σ2

)
. (43)

The MSE-optimal denoiser is then (see equation (39) in [36])

x̂ =
r

(1 + σ2

φ )(1 + 1−γ
γ

N (r;0,σ2)
N (r;0,σ2+φ) )

. (44)

Then, to turn (44) into a learnable shrinkage function, i.e., the

LAMP algorithm [36], we set θ1 = φ and θ2 = log 1−γ
γ and

then simplify (44) as (see equation (40) in [36])

[η(r; θ, σ)]j =
rj

(1 + σ2

θ1
)(1 +

√
1 + θ1

σ2 exp[θ2 −
r2
j

2σ2(1+σ2

θ1
)
])
,

(45)

where the trainable parameters include θ1 and θ2, i.e., θ =
[θ1, θ2].

Finnaly, for the developed MMV-LAMP algorithm, we

consider a typical MMV CS problem

Y = AX+N, (46)

where Y ∈ CM×K is a noisy measurement, A ∈ CM×N is

a measurement matrix, X ∈ CN×K denotes the sparse matrix

satisfying that its columns
{
X (:, i)

}K
i=1

share the common

sparsity, and N ∈ CM×K is the AWGN. According to [44],

we developed the MMV-LAMP algorithm as

Rt = X̂t−1 +BVt−1, (47a)

X̂t = η (Rt; θ, σt) , (47b)

Vt = Y −AX̂t + btVt−1, (47c)

where V0 = Y, X̂0 = 0, and

σt =
1√
MK

‖Vt−1‖F , (48)

btI =
1

M

N∑

j=1

∂[η (Rt; θ, σt)]j
∂ [Rt (j, :)]

. (49)

Similarly, we consider the zero-mean BG prior and the MSE-

optimal denoiser is then (see equations (24)-(26) in [44])

x̂ =
r

(1 + σ2

φ )(1 + 1−γ
γ

N (r;0,σ2IK)
N (r;0,(σ2+φ)IK) )

, (50)

where x̂ ∈ CK×1. We set θ1 = φ and θ2 = log 1−γ
γ and then

the corresponding shrinkage function η (·; ·) can be expressed

as

[η(Rt; θ, σt)]j =
rt,j

πt[1 + exp(ψt −
rH
t,j

rt,j

2σ2

tπt
)]
, (51)

where rt,j = Rt(j, :) denotes the j-th row of the Rt, πt and

ψt are respectively given by

πt = 1 +
σ2
t

θ1
, (52)

ψt = K log(1 +
θ1
σ2
t

) + θ2. (53)

The trainable parameters of the developed MMV-LAMP net-

work include B and θ, where θ = [θ1, θ2].
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