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Differential Galois Theory and Integration

Thomas Dreyfus and Jacques-Arthur Weil

Abstract In this chapter, we present methods to simplify reducible linear differential
systems before solving. Classical integrals appear naturally as solutions of such
systems. We will illustrate the methods developed in [DW19] on several examples
to reduce the differential system. This will give information on potential algebraic
relations between integrals.

Key words: Ordinary Differential Equations, Differential Galois Theory, Computer
Algebra, Integrals, Lie Algebras, D-finite functions.

Introduction

In this chapter, we will review properties of block triangular linear differential
systems and their use to compute properties of integrals.

Let k = C(x) and A ∈ Mat(n, k). We will study the corresponding linear differ-
ential system [A] : ∂xY = AY . More generally, we might consider linear differential
systems over a differential field (k, ∂) of characteristic zero, that is a field k equipped
with an additive morphism ∂ satisfying the Leibniz rule ∂(ab) = a∂(b) + ∂(a)b.

The Galois theory of linear differential equations aims at understanding what
are the algebraic relations between the solutions of [A]. We attach to [A] a group
that measures the relations. The computation of this differential Galois group is a
hard task in full generality. The goal of this chapter is to illustrate on examples the
method described in [DW19] that focuses on the reduction of block-triangular linear
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differential systems. This approach is powerful enough to understand the desired
relations on the solutions.

Given an invertible matrix P ∈ GL(n, k), the linear change of variables Y = PZ
produces a new differential system denoted Z ′ = P[A]Z where

P[A] := P−1 AP − P−1P′.

Two linear differential systems [A] and [B] are called (gauge) equivalent over k if
there exists a gauge transformation, an invertible matrix P ∈ GL(n, k), such that
B = P[A]. A linear differential system is called reducible (over k) when it is gauge
equivalent to a linear differential system in block triangular form:

[A] : ∂Y = AY, with A =
(

A1 0
S A2

)
∈ Mat(k). (1)

It turns out that computing properties of integrals of D-finite functions1 or of
some types of iterated integrals may be reduced to computing solutions of such
reducible linear differential systems. Computing the differential Galois groups of
block triangular systems gives, in turn, information on properties of their solutions.
This idea was promoted by Bertrand [Ber01] or Berman and Singer [BS99] who
showed how to compute Galois groups of some reducible systems and how this
would reveal algebraic properties of integrals.

Our aim, in this chapter, is to show how to compute such algebraic proper-
ties. The underlying theory is developed in [DW19] and [CW18]; general refer-
ences for differential Galois theory are for example [PS03, CH11, Sin09]; gen-
eral references for constructive theory of reduced forms of differential systems are
[AMCW13, MS02, AMDW16, BCDVW20, BCWDV16]. We will rely on many
examples rather than on cumbersome theory and provide references for interested
readers. For example, we will consider the dilogarithm function Li2 defined by
Li′2(x) = −

ln(1−x)
x and our 4-dimensional example (in the next sections) will provide

a simple algorithmic proof that it is not only transcendent but algebraically indepen-
dent of ex, ln(x) and ln(1 − x); the proof will only use rational solutions of linear
first order differential equations.

The chapter is organized as follows. We begin by some examples to illustrate
what the method will provide. Then we give a review of differential Galois theory
and reduced forms of differential systems. We finish by explaining the strategy of
[DW19] on two examples that are chosen so that almost all calculations can be
reproduced easily.

Acknowledgment This project has received funding from the ANR project De
Rerum Natura ANR-19-CE40-0018. We warmly thank the organizers of the confer-
ence Antidifferentiation and the Calculation of Feynman Amplitudes for stimulating
exchanges and lectures. We specially thank the referee for many observations and
precisions that have enhanced the quality of this text.

1 A function is D-finite when its is a solution of a linear differential equations with coefficients in k
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1 Examples

1.1 A first toy example

We consider two confluent Heun2 functions

f1(x) = exp

(√
3

12
x

)
HeunC

(√
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,
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48
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)
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)
and

f2(x) = exp

(√
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x

)
3√xHeunC
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3
,−

1
3
,
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48
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)
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3

(
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x3 +O(x4)

)
.

They form a basis of solutions of the second order linear differential equation

L(y) :=
d2

dx2 y (x) +
2
3

(
1
x
+

1
x − 1

)
d
dx

y (x) −

(
3 x2 − 6 x + 7

)
144 x (x − 1)

y (x) = 0

The Wronskian relation gives us the algebraic relation ( f1 f ′2 − f ′1 f2)3 = x2(x − 1)2.
The equation has order two so the Kovacic algorithm [Kov86, UW96, vHW05] can
be used to compute the differential Galois group and we find that no other algebraic
relations exist between f1, f2, f ′1 and f ′2 . Now let Fi(x) :=

∫ x
fi(t)dt be a primitive.

We want to determine whether F1 and F2 are algebraically independent of the fi and
f ′i or not. The techniques explained below will show that this question reduces to
asking whether there is a rational solution to the linear differential system

Z ′ = ©­«
0 −3 x2+6 x−7

144 x(x−1)

−1 1
3

4 x−2
x(x−1)

ª®¬ · Z +
(
1
0

)
or, equivalently, whether the following linear differential equation (the left hand side
turns out to be the adjoint operator of L) has a rational solution:

−g′′(x) +
2
3
(2 x − 1)
x (x − 1)

g′(x) +

(
3 x4 − 9 x3 − 179 x2 + 185 x − 96

)
144 x2 (x − 1)2

g (x) = 1.

It can be seen directly or with a computer algebra system that this equation has no
rational solution. The underlying theoretical tools are from the constructive differ-

2 See https://dlmf.nist.gov/31.12 or [Mot18]. The notationHeunC is the syntax inMaple.

https://dlmf.nist.gov/31.12


4 Thomas Dreyfus and Jacques-Arthur Weil

ential Galois theory. However, in operational terms, it is rather easy to compute and
check : no hard theory is required for the calculation. Let us unveil a corner of the
underlying tools.

We have in fact studied the differential Galois group of the differential system [A]
with

A =
©­­«

0 1 0
3 x2−6 x+7

144 (x−1)3x2 −
2
3

(
1

x−1 +
1
x

)
0

1 0 0

ª®®¬
which admits the fundamental solution matrix

U := ©­«
f1(x) f2(x) 0
f ′1 (x) f ′2 (x) 0∫ x
f1(t)dt

∫ x
f2(t)dt 1

ª®¬ .
Our calculation of rational solution above shows (with the tools displayed below) that
the differential Galois group of the system [A] will have dimension 5. This in turn
shows that the integrals

∫ x
fj(t)dt are algebraically independent of f1, f2 and their

derivatives. In fact, it even shows that both integrals are algebraically independent.

1.2 A second toy example

Recall that the hypergeometric function is given by the formula

2F1([a, b], [c])(x) =
∞∑
n=0

(a)n(b)n
(c)n

xn

n!
, with (a)0 = 1, (a)n = a(a+1) . . . (a+n−1).

We now take two hypergeometric functions (with nice modular properties)

f1(x) = 2F1

( [
−

1
3
,

1
12

]
,

[
7
12

] )
(x)

and
f2(x) = x5/12

2F1

( [
1
12
,
1
2

]
,

[
17
12

] )
(x).

The vectors Yi := ( fi, f ′i )
T are solutions of Y ′ = A1Y below. To study properties of

their integrals, we set Y := ( f , f ′,
∫ x

f (t)dt)T and we have Y ′ = AY where

A1 =

(
0 1

1
36

1
x(x−1) −

7
12 x −

1
6(x−1)

)
and A =

(
A1 0
1 0 0

)
.

We will see in the sequel how we may find a suitable change of variables
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Q :=
©­­­«

1 0 0

0 1 0

− 15
44 +

45 x
44 −

9 x(x−1)
11 1

ª®®®¬
such that

Q[A] =
(

A1 0
0 0 0

)
.

This shows that∫ x

fi (t) dt = −
9
11

x (x − 1) f ′i (x) +
15
44
(3 x − 1) fi (x)+ci, ci ∈ C,

and the differential Galois group of [A] has dimension 3. We note that none of these
two examples is new and that efficient methods to handle these questions have been
developed by Abramov and van Hoeij in [AvH99, AvH97].

1.3 Integrals via reducible systems

These two examples have shown how, by augmenting the dimension of a linear
differential system, we can study integrals of its solutions. Conversely, block trian-
gular systems give rise to integrals via variation of constants; we review this for
clarification. For a factorized reducible system [A] of the form

A =
(

A1 0
S A2

)
= Adiag + Asub,

with Adiag :=
(

A1 0
0 A2

)
and Asub :=

(
0 0
S 0

)
, we have a fundamental solution matrix

of the form
U =

(
U1 0

U2V U2

)
=

(
U1 0
0 U2

) (
Idn1 0
V Idn2

)
.

Once U1 and U2 are known, V is given by integrals : ∂V = U−1
2 SU1. So it may seem

that no further theory is required. However, U1 and U2 are fundamental solution
matrices for systems ∂Ui = AiUi so the relation ∂V = U−1

2 SU1 may involve integrals
of complicated D-finite functions.
Our approach will be to first “reduce” S as much as possible, using manipulations
with rational functions, to prepare the system for easier solving. In return, we will
obtain algebraic information on all (possibly iterated) integrals that may occur in the
relation ∂V = U−1

2 SU1.
We note, for the record, that factorized differential operators also correspond to

block triangular differential systems.
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1.4 Example of situations involving reducible linear differential systems

1.4.1 Operators from statistical physics and combinatorics

Inmanymodels attached to statistical mechanics, quantities are expressed asmultiple
integrals depending on a parameter. They are generally holonomic in this parameter,
meaning that they are D-finite, i.e they are solutions to linear differential operators
(for example, the so-called Ising operators). A description of this setting may be
found in the books of Baxter [Bax82] and McCoy [McC10] (notably Chapters 10
and 12) or in the surveys [MM12, MAB+11] (and references therein). Similarly, in
combinatorics, sequences that satisfy recurrence relations may be studied through
their generating series, which are often D-finite.

Experimentally (see, for example, [BHM+07, BBH+09, BBH+10, BBH+11,
BHMW14, BHMW15] or [HKMZ16, Kou13, ABKM20, ABKM18]), it turns out
that many differential operators coming from these processes are factored into a
product of smaller order factors - and the corresponding companion systems are
reducible.

Other cases of reducible systems are the ones admitting reducible monodromies
such as [ST16] or in the works of Kalmykov on Feynman integrals viaMellin-Barnes
integrals [Kal06, BKK10, KK12, KK17, KK11]; about differential equations for
Feynman integrals, one may consult the works of Smirnov [Smi12, LSS18].

Finally, we mention the paper [ABRS14] with other examples of integrals where
the techniques presented below may offer alternative approaches for some of the
computations.

1.4.2 Variational equations of nonlinear differential systems

Another natural source of reducible systems is the old method of variational equa-
tions of nonlinear differential systems along a given particular solution φ. One can
form the linear differential equation describing perturbations along this solution φ.
The general principle is that obstructions to integrability of the nonlinear system
can be read on this linear differential system. Ziglin [Zig82] linked non-integrability
to non-commutations in the monodromy group with concrete versions given e.g. in
[CR91] and [Sal14]. It was generalized in the theory of Morales-Ruiz and Ramis and
extended with Simó [MRR01, MRRS07] for Hamiltonian systems; they prove that a
Hamiltonian system is completely integrable only if all its variational equations have
a virtually abelian differential Galois group. Extensions to nonhamiltonian differen-
tial equations can be found in [AZ10, CW18]. Applications to specific problems have
been occasions to establish effective criteria. For example: the three body problem
[Tsy01, BW03], n-body problems [MRS09, Com12], Hill systems (movements of
the moon) [MRSS05, AMW12] or a swinging Atwood machine [PPR+10].

These variational equations can be written in the form of reducible linear dif-
ferential systems of big dimension. The simplification techniques outlined below
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are hence particularly relevant to make computation on such systems practical (see
[AMDW16]).

We note that theMorales-Ramis theory has had a spectacular recent development,
initiated in [MR20] where this variational approach is applied to path integrals thus
establishing a beautiful and unexpected bridge with the previous subsection.

Reducible linear differential systems appear naturally in another type of pertur-
bative approach: in ε-expansions of solutions for perturbed systems d

dxY = B(x, ε)Y
like the ones that appear in works of J. Blümlein, C. Raab, C. Schneider, J. Henn
and others for example.

2 Reduced forms of linear differential systems

2.1 Ingredient #1 : Differential Galois-Lie Algebra

In what follows, (k, ∂) is a differential field of characteristic 0. We outline a brief
exposition of the Galois theory of linear differential equations, see [PS03, CH11,
Sin09] for expositions with proofs. We consider a linear differential system

[A] : ∂Y = AY, A ∈ Mat(n, k). (2)

LetC be the field of constants of the differential fieldk, that isC := {a ∈ k|∂(a) = 0}.
We will assume that C is algebraically closed, i.e, every non constant polynomial
equation has a solution in C.

A Picard-Vessiot extension is a field K = k(U), whereU is a fundamental solution
matrix3 of [A], such that the field of constants of K is still C. This can be constructed
algebraically; alternatively, when k is a field of meromorphic functions, one may
consider a local matrix of power series solutions at a regular point and this gives a
Picard-Vessiot extension. A Picard-Vessiot extension is unique modulo differential
field isomorphisms.

The differential Galois group G := Aut∂(K/k) is the set of automorphisms of K
which leave the base field k fixed and commute with the derivation. Let σ ∈ G. By
construction, σ(U) is also a fundamental solution matrix in K and we find that there
exists a matrix [σ] ∈ GL(n, C) such that σ(U) = U · [σ]. The map σ 7→ [σ] provides
a faithful representation of G as a subgroup of GL(n, C), actually a linear algebraic
group. If we change the fundamental solution, we obtain a conjugate representation.

We recall that, given an invertible matrix P ∈ GL(n, k), the linear change of
variables Y = PZ produces a new differential system denoted ∂Z = P[A]Z where

P[A] := P−1 AP − P−1∂P.

We note that such a gauge transformation P[A], with P ∈ GL(n, k), does not change
the Galois group.

3 An invertible n × n matrixU such thatU′ = AU .
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Given a Picard-Vessiot extension K = k(U), the polynomial relations among all
entries of U (over k) form an ideal I. The Galois group G can then be viewed as the
set of matrices which stabilize this ideal I of relations. Thus the computation of G is
strongly related to the understanding of the algebraic relations among the solutions.

The Galois-Lie algebra of [A] is the Lie algebra g of the differential Galois group
G. It is defined as the tangent space of G at the identity Id. The dimension of g
measures the transcendence degree of K over k, that is

dimC g = trdeg(K/k).

One way of computing the Lie algebra ([PS03]) is the following : g is the set of
matrices N such that Id + εN ∈ G(C[ε]) with ε2 = 0. In other terms, Id + εN
satisfies the defining equations of the group modulo ε2. For example, SL(n, C) (set
of M such that det(M) = 1) gives the Lie algebra sl(n, C) of matrices N such that
Tr(N) = 0. The symplectic group Sp(2n, C) is the set of M such that MT · J ·M = J;
its Lie algebra sp(n, C) is found to the set of N such that NT J + JN = 0, with

J =
(

0 Id
−Id 0

)
. The additive group Ga :=

{(
1 a
0 1

)
, a ∈ C

}
admits the Lie algebra

ga = SpanC

{(
0 1
0 0

)}
; the multiplicative group Gm =

{(
a 0
0 1

a

)
, a ∈ C∗

}
admits the

Lie algebra gm = SpanC

{(
1 0
0 −1

)}
.

The reduction technique exposed in this chapter aims at computing directly the
Galois-Lie algebra g before computing G itself. Although the theory is not obvious,
the resulting calculations are reasonably simple.

2.2 Ingredient #2 : Lie algebra Lie(A) associated to A

The Lie algebra Lie(A) associated to the matrix A is defined as follows. Let
a1, . . . , as ∈ k be a basis of the C-vector space generated by the coefficients of
A. We can then decompose A as A =

∑s
i=1 aiMi where the Mi are constant matrices.

Now, we consider the smallest Lie algebra containing all the Mi: this is the vector
space generated by the Mi and all their iterated Lie brackets ([M, N] := MN −N M);
then we take its algebraic envelope.

Definition 1 The Lie algebra Lie(A) associated to the matrix A is the smallest alge-
braic4 Lie algebra containing all the Mi .

The decomposition A =
∑s

i=1 aiMi is not unique but the vector space generated by
the Mi is unique. Thus, the associated Lie algebra Lie(A) does not depend on the
chosen decomposition.
This Lie algebra Lie(A) appears in works of Magnus [Mag54] or Feynman who

4 A Lie algebra is called algebraic when it is the Lie algebra of a linear algebraic group. When the
Mi are given, this can be computed, see [FdG07], Section 3, or [DW19], Section 6.
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use the Baker-Campbell-Hausdorff formula to write solutions of ∂Y = AY as (in-
finite) products of exponentials constructed with Lie brackets. Wei and Norman
give in [WN63, WN64] a finite formula to solve the system when Lie(A) is solv-
able. This formula is well-known in physics and control theory but not as well
among mathematicians. The terminology of Lie algebra associated to A appears5 in
[WN63, WN64] (in there, it is defined as the Lie algebra generated by all values of
A(z0) for z0 spanning all constants minus singularities and the algebraic envelope is
missing). In the sequel, we will study a 4-dimensional example and an 8-dimensional
example where our technique will have some relations to theWei-Norman approach;
namely, we will change A to obtain an associated Lie algebra Lie(A) of minimal
dimension so that solving formulas become optimal in some sense.

Example 1 (A 4-dimensional example) Let

A :=

©­­­­­­«

1 1
x

1
x−1 0

0 1 0 1
x−1

0 0 1 − 1
x

0 0 0 1

ª®®®®®®¬
.

Note that this system is upper triangular, contrary to (1). This will illustrate that our
method can be equivalently applied to upper and lower triangular systems.We obtain
a Wei-Norman decomposition A = M1 +

1
x M2 +

1
x−1 M3, where

M1 =

©­­­­­­«

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

ª®®®®®®¬
, M2 :=

©­­­­­­«

0 1 0 0

0 0 0 0

0 0 0 −1

0 0 0 0

ª®®®®®®¬
, M3 :=

©­­­­­­«

0 0 1 0

0 0 0 1

0 0 0 0

0 0 0 0

ª®®®®®®¬
.

We have

M4 := [M2, M3] =

©­­­­­­«

0 0 0 2

0 0 0 0

0 0 0 0

0 0 0 0

ª®®®®®®¬
.

All the other brackets in 〈M1, M2, M3, M4〉 are zero and we find that Lie(A) =
〈M1, M2, M3, M4〉. It is solvable of depth 2: the first derived algebra (the set of all
matrices in Lie(A) which can be written as a Lie bracket) is 〈M4〉 and the second
derived algebra is {0}. We will continue below with this example. �

5 For this reason, some authors, including ourselves, call the decomposition A =
∑s

i=1 aiMi a
Wei-Norman decomposition of A.
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2.3 Linear differential systems in reduced form

We now turn to the link between Lie(A) and differential Galois theory, based on two
important results of Kolchin and Kovacic. Proofs can be found in [PS03], Proposi-
tion 1.31 and Corollary 1.32; see also [BSMR10], Theorem 5.8, and [AMCW13],
§ 5.3 after Remark 31. Let A ∈ Mat(n, k); let G be the differential Galois group of
[A] and g its Lie algebra, the Galois-Lie algebra of the system [A]. The first result is

g ⊂ Lie(A).

So, the Lie algebra associated to A, an object which is very easy to compute, provides
an “upper bound” on g. When we perform a gauge transformation P ∈ GL(n, k) to
obtain a new systemP[A],G andg are invariantwhile Lie(P[A])mayvary. This shows
that g is a lower bound on all Lie(P[A]), for all gauge transformations P ∈ GL(n, k).
The second result of Kolchin and Kovacic is that this lower bound is reached. By
definition, Lie(A) is the Lie algebra of an algebraic connected group H. Then there
exists a gauge transformation6 P ∈ H(k) such that g = Lie(P[A]). Furthermore, if G
is connected and under the very mild additional condition that k is a C1-field7 then
we may choose P ∈ H(k) (no algebraic extension).

Definition 2 A system ∂Y = AY is in reduced form when the Lie algebra Lie(A)
associated to A is equal to the Lie algebra of the differential Galois group of ∂Y = AY .

The results of Kolchin and Kovacic show that a reduced form always exists. We
provide, in the sequel, constructive methods to obtain them when the systems are in
block-triangular form. They will be illustrated on our 4-dimensional example in the
next section.

Example 2 (4-dimensional example, continued) We will show, in the next section,
that [A] is in reduced form. This system is easily integrated step by step and we find
a fundamental solution matrix

U = ex

©­­­­­­«

1 ln (x) ln (x − 1) 2 dilog (x) + ln (x − 1) ln (x)

0 1 0 ln (x − 1)

0 0 1 − ln (x)

0 0 0 1

ª®®®®®®¬
where dilog is defined by dilog′(x) = ln(x)

1−x . Wemay take dilog(x) = Li2(1− x). When
computing U, the terms requiring one integration (ln(x) and ln(x − 1)) correspond

6 The notation H(k) denotes matrices whose entries are in k and satisfy all the equations defining
the algebraic group H .
7 A field k is a C1-field when every non-constant homogeneous polynomial P over k has a non-
trivial zero provided that the number of its variables is more than its degree. For example, C(x) is
a C1-field and any algebraic extension of a C1-field is a C1-field (Tsen’s theorem).
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to the terms in M2 and M3 in the Wei-Norman decomposition of A. The term dilog
comes from the existence of M4, the Lie bracket of M2 and M3 in Lie(A).

The corresponding Galois group is a semi-direct product of a 1-dimensional torus
(giving rise to the exp(x) in the solution) and of a vector group generated by M2, M3
(giving rise to the terms in ln) and M4 (giving rise to the dilog). Its Lie algebra is
Lie(A). �

The ideas behind this notion of reduced form have been used for inverse problems
in differential Galois theory: given an algebraic group G, construct a differential
system [A] having G as its differential Galois group. It is also a technique known in
differential geometry. Its use for direct problems in differential Galois theory is more
recent. A remark in [PS03] suggests that this would be a good idea. In the context
of Lie-Vessiot systems, Blazquez and Morales exploit this idea in [BSMR10]. It is
developed in [AMDW16, AMW12, AMW11] in order to study variational equations
in the context of integrability of Hamiltonian systems and the Morales-Ramis-Simó
theory (and later in [CW18] to study algebraic properties of Painlevé equations).
For irreducible systems (or systems in block diagonal form), a criterion for reduced
forms is established in [AMCW13] with a decision procedure. Another, much more
efficient approach is given in [BCWDV16, BCDVW20] together with generalizations
of the criterion of [AMCW13].
The approach described below allows, given the above results, to compute a reduced
form of a block triangular linear differential system (the last case remaining after
all the above contributions). It is based upon these works, notably [CW18], and is
constructed in [DW19].

3 How to Compute a Reduced Form of a Reducible System

Assume now that k = C(x), where C is algebraically closed of characteristic zero
where the derivation ∂ acts trivially. It is in particular a C1-field. We consider a block
triangular system over the differential field C(x) in the same form as (1), that is

[A] : ∂Y = AY, with A =
(

A1 0
S A2

)
∈ Mat(n, k).

Let Adiag :=
(

A1 0
0 A2

)
. In what follows, we will assume that the block diagonal part

Adiag is in reduced form and we will show how to find a gauge transformation P
such that P[A] is in reduced form. By [DW19], Lemma 2.7, the differential Galois
group is connected and the reduction matrix we are looking for has coefficients in
k. Instead of reproving all the theory (which, in this case, can be mostly found in
[DW19]), we will work out in details a simple example where most of the required
algorithmic elements appear. This may help convince the reader of how the method
works (the details in [DW19] may be technical, at least in a first reading).
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3.1 Shape of the gauge transformation

Let hsub be the the set of off-diagonal constant matrices of the form
(

0 0
S 0

)
(same

sizes as in relation (1)). We will extend the scalars to hsub(k) := hsub ⊗C k, the
off-diagonal matrices with coefficients in k. Our first step is that we may find a
reduction matrix in a very particular shape.

Lemma 1 ([AMDW16], Lemma 3.4) There exists a gauge transformation P ∈{
Id + B, B ∈ hsub(k)

}
such that ∂Y = P[A]Y is in reduced form.

The following is is based on an observation from [AMW12,AMW11]. Let P = Id+B,
B ∈ hsub(k). Suppose that, for all Q ∈ {Id + B, B ∈ hsub(k)}, we have Lie(P[A]) ⊆
Lie(Q[P[A]]); then, P[A] is in reduced form. In other terms, no rational gauge
transformation can turn it into a system with a smaller associated Lie algebra. In this
case, Lie(P[A]) will be the Lie algebra of the differential Galois group and this will
give us transcendence relations and algebraic relations on the solutions; this will be
seen on the main example of this section.

More generally, as we can see in [DW19], Section 5, if our method can reduce a
system with two diagonal blocks then we can iterate this method to obtain a reduced
form of a block-triangular systemwith an arbitrary number of blocks on the diagonal.
Let us illustrate this iteration on a system with three diagonal blocks of the form

©­«
A1 0 0
S2,1 A2 0
S3,1 S3,2 A3

ª®¬
where the block diagonal part is in reduced form (see [BCDVW20, BCWDV16] for
this). We will first reduce the south-east part (which is of the same form as (1)) into
a form (

A2 0
S A3

)
Let P1 be the reduction matrix. By [DW19], Lemma 5.1, the following system is
automatically in reduced form

Ad := ©­«
A1 0 0
0 A2 0
0 S A3

ª®¬ .
Now we perform the gauge transformation

(
Id 0
0 P1

)
to obtain a system of the form

©­«
A1 0 0
S̃2,1 A2 0
S̃3,1 S A3

ª®¬
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(the Si, j may have changed after the first reduction step). We now see that this system
in the same form as (1) with Ad as the block diagonal matrix. So a second reduction
of a two-blocks triangular system allows to reduce the initial three-blocks triangular
system.

This iteration is well seen in our 4-dimensional example below.

Example 3 (4-dimensional example, continued) Let

A :=

©­­­­­­«

1 0 1
x 0

1
x−1 1 0 − 1

x

0 0 1 0

0 0 1
x−1 1

ª®®®®®®¬
.

A simple application of a factorization algorithm shows that it is reducible. Indeed,
letting

P :=

©­­­­­­«

0 0 −1 0

−1 0 0 0

0 0 0 1

0 1 0 0

ª®®®®®®¬
,

we have

P[A] =
©­­­«

1 1
x

1
x−1 0

0 1 0 1
x−1

0 0 1 − 1
x

0 0 0 1

ª®®®¬ .
This example is, of course, particularly simple. We use it to show how to apply the
iteration procedure and Lemma 1 to simplify the system or prove that it cannot be
simplified further.

Since we consider an upper triangular system, we start with the “north-west”
corner. We let

B :=
(
1 1

x
0 1

)
.

The diagonal part is in reduced form (solutions are ex and cannot be simplified using
rational functions). The associated Lie algebra Lie(B) has dimension 2. Reduction
would imply to have dimension 1. By Lemma 1, a reduction matrix would have the
form

P :=
(
1 f (x)
0 1

)
.

The north-east coefficient of P[B] is 1
x − f ′(x). The coefficient 1

x − f ′(x) could
never be constant (the equation f ′(x) = 1

x has no rational solution, the simple pole
1
x cannot be canceled by the derivative of a rational function). For any choice of
f , Lie(P[B]) will have dimension 2. It follows that [B] is in reduced form. So we
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iterate.
We now pick a bigger matrix B:

B := ©­«
1 1

x
1

x−1
0 1 0
0 0 1

ª®¬ and Bdiag := ©­«
1 1

x 0
0 1 0
0 0 1

ª®¬ .
By [DW19], Lemma 5.1, and by the above calculation, we find that [Bdiag] is in
reduced form. Lemma 1 thus shows that a reduction matrix would have the simple
form

P := ©­«
1 0 f (x)
0 1 g(x)
0 0 1

ª®¬ .
Now Lie(Bdiag) has dimension 2 and Lie(B) has dimension 3. A reduction matrix
should therefore map B to a matrix with an associated Lie algebra of dimension 2.
We have P[B]2,3 = −g′(x) so there should exist constants g1, g2 and a rational
function g(x) such that −g′(x) = g1 + g2

1
x . A necessary condition is g2 = 0 and

g(x) = g0−g1x. Similarly, there should exist constants f1, f2 such that P[B]1,3 =
f1+ f2 1

x . We now plug our condition on g into this relation and find that there should
be a rational function f such that

f ′(x) = − f1 − g1 + (g0− f2)
1
x
+

1
x − 1

.

Now, because of the pole of order 1 at x = 1, this can never have a rational solution
(whatever the values of the unknown constants). It follows that, for any choice of f ,
Lie(P[B]) will have dimension 3. So P is in reduced form.
Note that our main ingredient here has been to look for a rational solution of an inho-
mogeneous linear differential equation whose right-hand side contains parameters.
There exist algorithms to compute conditions on the parameters (from the right-hand
side) so that such an equation has rational solutions, see subsection 3.2.2 below or
[Sin91], and this will be the key to what follows.
We continue iterating the reduction process. Now we will have

B :=

©­­­­­­«

1 1
x

1
x−1 0

0 1 0 1
x−1

0 0 1 − 1
x

0 0 0 1

ª®®®®®®¬
, Bdiag :=

©­­­­­­«

1 1
x

1
x−1 0

0 1 0 0

0 0 1 0

0 0 0 1

ª®®®®®®¬
and P :=

©­­­­­­«

1 0 0 f1 (x)

0 1 0 f2 (x)

0 0 1 f3 (x)

0 0 0 1

ª®®®®®®¬
.

Using again [DW19], Lemma 5.1, we see that Bdiag is in reduced form. Furthermore,
Lie(Bdiag) has dimension 3 and Lie(B) has dimension 4. We compute P[B].
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P[B] =

©­­­­­­«

1 1
x

1
x−1

f2(x)
x +

f3(x)
x−1 −

d
dx f1 (x)

0 1 0 1
x−1 −

d
dx f2 (x)

0 0 1 − 1
x −

d
dx f3 (x)

0 0 0 1

ª®®®®®®¬
.

The relation P[B]3,4 = c1,3 + c2,3
1
x + c3,3

1
x−1 gives conditions c3,3 = 0, c2,3 = −1 and

f3 (x) = −c1,3x + c0,3. The same study on P[B]2,4 gives us f2 (x) = −c1,2x + c0,2.
Without finishing with the last coefficient, we see that Lie(P[B]) contains matrices
of the following forms (respectively because of terms in 1

x and 1
x−1 ):

M2 :=

©­­­­­­«

0 1 0 ?

0 0 0 0

0 0 0 −1

0 0 0 0

ª®®®®®®¬
and M3 :=

©­­­­­­«

0 0 1 ?

0 0 0 1

0 0 0 0

0 0 0 0

ª®®®®®®¬
whose Lie bracket is

M4 := [M2, M3] =

©­­­­­­«

0 0 0 2

0 0 0 0

0 0 0 0

0 0 0 0

ª®®®®®®¬
.

So we see that, whatever our future choices may be, Lie(P[B]) will contain M4 and
hence have dimension 4. This shows that our system cannot be reduced so it is in
reduced form. Furthermore, this suggests that our reduction conditions might have
been stronger : requiring P[B]3,4 = c1,3 + c2,3

1
x + c3,3

1
x was not enough. We could

have imposed P[B]3,4 = 0 and P[B]2,4 = 0. Both these relations are easily seen to
be impossible to fulfill with rational functions so our system is again seen to be in
reduced form. �

To summarize what this example suggests: we need to “cancel” terms in the purely
triangular part; this reduces to finding rational solutions of linear differential equa-
tions with parametrized right-hand sides. And the order of the computations matters:
here, one needs to study the relations on f2 and f3 before studying relations on f1.
We will show, in the sequel, how to systematize these ideas, using an isotypical
decomposition and an adapted flag structure, and how to make them algorithmic so
that a computer algebra system may perform the calculations.

In this example, we had seen that a fundamental solution matrix could be written
using ex, ln(x), ln(x − 1) and dilog(x). As [B] is in reduced form, Lie(B) is the Lie
algebra of the Galois group and it has dimension 4. This shows that these four
functions are transcendent and algebraically independent. So our calculation above
(long but not hard) gave us a simple proof that dilog(x) is algebraically independent
of ex, ln(x), ln(x − 1).
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3.2 The adjoint action of the diagonal

We recall our notations so far. We have ni × ni matrices Ai with coefficients in k and

A =
(

A1 0
S A2

)
∈ Mat(n, k), Adiag :=

(
A1 0
0 A2

)
.

If we take two off-diagonal matrices B1 and B2 in hsub , we have B1.B2 = 0. This
allows two simple calculations. First, let P := Id +

∑
i fiBi , with fi ∈ k, Bi ∈ hsub .

Then
P[A] = A +

∑
i

fi[Adiag, Bi] −
∑
i

∂( fi)Bi . (3)

Furthermore, [Adiag, Bi] ∈ hsub(k). These two calculations show that reduction will
be governed by the adjoint action Ψ : X 7→ [Adiag, X] of the block diagonal part
Adiag on hsub(k). This adjoint action Ψ is a linear map. Its matrix, on the canonical
basis of hsub , is

Ψ = A2 ⊗ Idn1 − Idn2 ⊗ AT
1 .

When ∂Y = AdiagY has an abelian Lie algebra we may easily compute a Jordan
normal form of Ψ : X 7→ [Adiag, X]. Furthermore the eigenvalues of Ψ belong to
k. This is the idea behind [AMDW16]. In our case, we will need a more subtle
structure, an isotypical decomposition into Ψ-invariant subspaces of hsub .

Example 4 (An 8-dimensional example) We consider a matrix A given by

A :=

©­­­­­­­­­­­«

1 0 1
x 0 0 0 0 0

1
x−1 1 0 − 1

x 0 0 0 0
0 0 1 0 0 0 0 0
0 0 1

x−1 1 0 0 0 0
? ? ? ? 1 0 1

x 0
? ? ? ? 1

x−1 1 0 − 1
x

? ? ? ? 0 0 1 0
? ? ? ? 0 0 1

x−1 1

ª®®®®®®®®®®®¬
.

The block diagonal part is given by two copies of our 4-dimensional example A1
(here, A2 = A1) and we have shown that it was in reduced form. The off-diagonal
part is given by

©­­­­«
−3x+4

4x2
x−4
4x2 −

1
2(x−1) +

2x−2
x2 − 1

x
1

2(x−1) +
−2x+5
x2

x−4
4x2

2
x−1 +

4
x2

1
2(x−1) +

2x−2
x2

−1
4(x−1) 0 3x−4

4x2
x+4
4x2

− 1
2(x−1)

1
4(x−1)

1
2(x−1) +

2x−7
x2

−x+4
4x2

ª®®®®¬
.

As A2 = A1, the matrix of the adjoint action of the diagonal on hsub is a (sparse)
16 × 16 matrix given by Ψ = A1 ⊗ Id4 − Id4 ⊗ AT

1 . �
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3.2.1 Isotypical decomposition

Recall that hsub is the C-vector space of off-diagonal matrices. We now show how
the adjoint action Ψ of the diagonal will govern the reduction strategy on hsub .

Definition 3 A vector space W ⊂ hsub will be called a Ψ-space if Ψ(W) ⊂ W ⊗C k.

The importance of these Ψ-spaces is stated in the following lemma.

Lemma 2 ([DW19], Lemma 2.11) Let A :=
(

A1 0
S A2

)
and assume that ∂Y = AY is

in reduced form. Then, Lie(A) ∩ hsub is a Ψ-space.

So our reduction strategy will be to try to project onto the smallest possible Ψ-space
using rational gauge transformations. In [DW19], we provide references to algo-
rithms to decompose and factor into Ψ-spaces. This is obtained using an isotypical
decomposition (eigenring methods) and a flag structure.

Lemma 3 (Krull-Schmidt) The C-vector space hsub admits a unique isotypical
decomposition

hsub =

κ⊕
i=1

Wi

where

• each Wi is a Ψ-space;
• Wi ' νiVi , a direct sum of νi Ψ-spaces that are all isomorphic to an indecompos-

able Ψ-space Vi which admits a flag decomposition

Vi = V [µ]i ) V [µ−1]
i ) · · · ) V [1]i ) V [0]i = {0}

and V [j]i /V
[j−1]
i is a sum of isomorphic irreducible Ψ-spaces for 1 ≤ j ≤ µ;

• For i , j, the Ψ-spaces Vi ⊂ Wi and Vj ⊂ Wj are not isomorphic.

Once this decomposition and flag structure are computed, we perform, at each
stage, a projection on a minimal Ψ-subspace in V [j]i . For some vectors bi ∈ kN

and a matrix Ei, j with coefficients in k (obtained by linear algebra), this reduces to
computing all tuples (F, c1, . . . , cs), with F ∈ kN and ci constants, such that

F ′ = Ei, j · F +
∑
i

cibi .

The resulting system P[A] will be “minimal”: it will be in reduced form. The
proof of this result is technical and can be found in [DW19]. We will illustrate the
process on our main example.

Example 5 (8-dimensional example, continued) In this example, hsub decomposes
as a direct sum hsub = h1 ⊕ h5 ⊕ h10 of three indecomposable Ψ-spaces.
We first study the adjoint action Ψ = [Adiag, •] of Adiag on h5. We find (see [DW20])
an adapted basis given by off-diagonal matrices N2, . . . , N6 with south-west blocks
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
0 0 0 0

2 0 0 0

0 0 0 0

0 0 −2 0


,


0 0 −2 0

0 0 0 −2

0 0 0 0

0 0 0 0


,


1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 1


,


0 0 0 0

0 0 0 0

1 0 0 0

0 1 0 0


,


0 −1 0 0

0 0 0 0

0 0 0 1

0 0 0 0


.

The matrix of the adjoint action Ψ on this basis of h5 is

Ψ5 :=

©­­­­­«
0 0 1

x−1 0 0
0 0 1

x 0 0
0 0 0 1

x
1

x−1
0 0 0 0 0
0 0 0 0 0

ª®®®®®¬
.

The flag structure on h5 suggests the following reduction path. Try to remove elements
in 〈N5, N6〉 if possible; then in 〈N4〉; then in 〈N2, N3〉. How to do this will be made
clear in the next section; the flag structure guides the order in which computations
should be handled.

We turn to h10. We find (see [DW20]) a basis adapted to the flag structure given
by off-diagonal matrices N7, . . . , N16 whose south-west blocks are:


0 0 0 0

0 0 2 0

0 0 0 0

0 0 0 0


,


0 0 0 0

−1 0 0 0

0 0 0 0

0 0 −1 0


,


0 0 1 0

0 0 0 −1

0 0 0 0

0 0 0 0


,


0 0 0 0

0 0 0 0

0 0 0 0

1 0 0 0


,



1
2 0 0 0

0 − 1
2 0 0

0 0 1
2 0

0 0 0 − 1
2


,



1
2 0 0 0

0 1
2 0 0

0 0 − 1
2 0

0 0 0 − 1
2


,


0 0 0 −1

0 0 0 0

0 0 0 0

0 0 0 0


,



0 0 0 0

0 0 0 0

1
2 0 0 0

0 − 1
2 0 0


,


0 − 1

2 0 0

0 0 0 0

0 0 0 − 1
2

0 0 0 0


,


0 0 0 0

0 0 0 0

0 − 1
2 0 0

0 0 0 0


The matrix of the adjoint action Ψ on this adapted basis N7, . . . , N16 is:

Ψ10 :=

©­­­­­­­­­­­­­­­­«

0 1
x

1
x−1 0 0 0 0 0 0 0

0 0 0 1
x −

1
x−1 0 0 0 0 0

0 0 0 0 0 − 1
x

1
x−1 0 0 0

0 0 0 0 0 0 0 1
x−1 0 0

0 0 0 0 0 0 0 0 1
x−1 0

0 0 0 0 0 0 0 1
x 0 0

0 0 0 0 0 0 0 0 1
x 0

0 0 0 0 0 0 0 0 0 1
x−1

0 0 0 0 0 0 0 0 0 1
x

0 0 0 0 0 0 0 0 0 0

ª®®®®®®®®®®®®®®®®¬

.
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3.2.2 Intermezzo : Reduction and Rational Solutions

Before we continue, let us make a quick excursion into our main algorithmic toolbox.

we start with a simple case. We look for a condition on P := Id +
(

0 0
β 0

)
to have

A =
(

A1 0
S A2

)
−→ P[A] =

(
A1 0
0 A2

)
.

A simple calculation shows that β should be a rational solution of the matrix linear
differential system β′ = A2β−βA1+S. If we let vec denote the operator transforming
a matrix into a vector by stacking its rows, we find (see [DW19]) that vec(β)′ =
Ψ · vec(β) − vec(S), where Ψ is again the adjoint action of the diagonal defined
above. So reduction will be governed by computing rational solutions of linear
differential systems. When k = C(x), a computer algebra algorithm for this task has
been given by Barkatou in [Bar99], see [BCEBW12] for a generalization to linear
partial differential systems and a Maple implementation.

Now, our general tool (also found in the above references) will be an ap-
parently more complicated problem. Given a matrix Ψ and vectors b1, . . . , bs ,
we will look for tuples (F, c1, . . . , cs), with F ∈ kN and ci constant, such that
F ′ = Ψ · F +

∑
i cibi . Such tuples form a computable vector space and the algo-

rithms in [Bar99, BCEBW12] provide this when k = C(x). Results and algorithms
for general fields k can be found in [Sin91].

We now pick concrete coefficients to show how to perform the reduction on
our 8-dimensional example. A Maple worksheet8 with this example and the chosen
coefficients may be found at [DW20].

3.2.3 Reduction on h5 (8-dimensional example)

To remove all of h5, it would be enough to have a rational solution to the system

Y ′ = Ψ5.Y + b with b =

©­­­­­­­­­­«

3
x2 −

1
x

1
x2 −

1
x

1
x2 −

1
2 x

0
1
x2

ª®®®®®®®®®®¬
and Ψ5 is given in Example 5 (page 17). This gives us reduction equations

8 The reader may also find a pdf version at
http://www.unilim.fr/pages_perso/jacques-arthur.weil/
DreyfusWeilReductionExamples.pdf

http://www.unilim.fr/pages_perso/jacques-arthur.weil/DreyfusWeilReductionExamples.pdf
http://www.unilim.fr/pages_perso/jacques-arthur.weil/DreyfusWeilReductionExamples.pdf
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(W [3]) :
{

f ′3,1 (x) =
1
x2

f ′3,2 (x) = 0
(W [2]) :

{
f ′2,1 (x) =

1
x−1 f3,1 (x) + 1

x f3,2 (x) + 1
x2 −

1
2 x

(W [1]) :

{
f ′1,1 (x) =

1
x f2,1 (x) + 1

x2 −
1
x

f ′1,2 (x) =
1

x−1 f2,1 (x) + 3
x2 −

1
x

The first two equations correspond to the highest level W [3] of the flag. To remove
an element from W [3], there should be a rational solution to the equation y′ =

c1.
1
x2 + c2.0. The C-vector space of pairs (c1, c2) ∈ C

2 such that there exists f ∈ k
with f ′ = c1.

1
x2 + c2.0 is found to be 2-dimensional; for c = (1, 0), we have

f3,1 := − 1
x + c3,1; for c = (0, 1), we have f3,2 := c3,2, where the c3,i are arbitrary

constants (their importance will soon be visible). Our gauge transformation is P[3] =
Id + f3,1N6 + f3,2N5 and A[2] := P[3][A] does not contain any terms from W [3].

Now W [2] is 1-dimensional. The equation for the reduction on W [2]2 is now

y′ = 1
x−1 f3,1 (x) + 1

x f3,2 (x) + 1
x2 −

1
2 x

= 1
2

2 c3,2+1
x +

c3,1−1
x−1 +

1
x2 .

We have necessary and sufficient conditions on the parameters c3,i to have a rational
solution, namely c3,1 = 1, c3,2 = −

1
2 and then a general rational solution f2,1 := −1

x +

c2,1. Our new gauge transformation is P[2] = Id+(− 1
x +c2,1)N4 and A[1] := P[2][A[2]]

does not contain any term from W [2] any more.
Finally, we look for all (c1, c2) ∈ C

2 such that c1 f1,1 + c2 f2,2 is rational: we look
for non-zero pairs (c1, c2) ∈ C

2 such that there exists a rational solution f ∈ k of

y′ = c1

(
1
x

(
−

1
x
+ c2,1

)
+

1
x2 −

1
x

)
+ c2

(
1

x − 1

(
−

1
x
+ c2,1

)
+

3
x2 −

1
x

)
=

3 c2

x2 +
c1

(
c2,1 − 1

)
x

+
c2

(
c2,1 − 1

)
x − 1

.

This integral is rational if and only if both residues are zero. As the solution c1 =

c2 = 0 is not admissible, we see that a necessary and sufficient condition is c2,1 = 1.
The set of desired pairs (c1, c2) is of dimension 2. For c = (1, 0), we have f1,1 := c1,1,
for c = (0, 1), we have f1,2 := − 3

x + c1,2, where the c1,i are constants and can be
chosen arbitrarily. So our last gauge transformation matrix will be P[1] = Id − 3

x N2
and the reduction matrix on h5 is

P5 := P[3]P[2]P[1] = Id −
3
x

N2 +

(
1 −

1
x

)
N4 −

1
2

N5 +

(
1 −

1
x

)
N6.

The resulting matrix Ã := P5[A] contains no terms from h5.
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3.2.4 Reduction on h10 (8-dimensional example)

The matrix Ψ10 is given in Example 5 page 17. The reduction equations are now

(W [5]) :
{

f ′5,1 (x) = 0

(W [4]) :

{
f ′4,1(x) =

1
x f5,1(x) − 1

2x
f ′4,2(x) =

1
x−1 f5,1(x) − 1

2(x−1)

(W [3]) :


f ′3,1(x) =

1
x f4,1(x) + 1

x

f ′3,2(x) =
1
x f4,2(x) − 1

2 x

f ′3,3(x) =
1

x−1 f4,1(x)
f ′3,4(x) =

1
x−1 f4,2(x) − 1

2 (x−1)

(W [2]) :

{
f ′2,1(x) =

1
x−1 f3,1(x) − 1

x f3,2(x) − 1
2 (x−1)

f ′2,2(x) = −
1

x−1 f3,3(x) + 1
x f3,4(x) + 1

x2 −
1

2 (x−1)

(W [1]) :
{

f ′1,1(x) =
1

x−1 f2,1(x) + 1
x f2,2(x) + 2

x2 +
1
(x−1) .

We will let the reader solve this iteratively following the method from the previous
section. This will give the following successive reductions

where the green denotes parts that have been successfully removed. However, we
reach an obstruction when trying to remove N11 (once the equation for f3,1 has a
rational solution, the equation for f3,3(x) cannot have a rational solution).

The reduction matrix is

P10 := Id +
(
c1,1 −

1
x

)
N7 −

1
x

N8 − N9 −
1
2

N11 +
1
2

N13 +
1
2

N14 − N15 +
1
2

N16

and we obtain the reduced form Ared := P10[P5[A]]:
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Ared :=

©­­­­­­­­­­­­«

1 0 1
x 0 0 0 0 0

1
x−1 1 0 − 1

x 0 0 0 0
0 0 1 0 0 0 0 0
0 0 1

x−1 1 0 0 0 0
− 1

2 (x−1) 0 0 0 1 0 1
x 0

0 1
2 (x−1) 0 0 1

x−1 1 0 − 1
x

0 0 − 1
2 (x−1) 0 0 0 1 0

0 0 0 1
2 (x−1) 0 0 1

x−1 1

ª®®®®®®®®®®®®¬
.

The associated Lie algebra is spanned by

©­­­«
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

ª®®®¬ ,
©­­­­­«

0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
− 1

2 0 0 0 0 0 0 0
0 1

2 0 0 1 0 0 0
0 0 − 1

2 0 0 0 0 0
0 0 0 1

2 0 0 1 0

ª®®®®®¬
,
©­­­«

0 0 1 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

ª®®®¬,
©­­­«

0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

ª®®®¬ ,
©­­­«

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

ª®®®¬ .
This gives us the Lie algebra g = Lie(Ared) of the differential Galois group. Note
that, during the reduction process, we found the two incompatible equations f ′3,1(x) =
c4,1+1

x and f ′3,3(x) =
c4,1
x−1 , where c4,1 is a constant. There were two mutually exclusive

paths: either remove N11 or remove N13. We removed N13 here by setting c4,1 = −1;
the choice of removing N11 (by setting c4,1 = 0) gives a different reduced formwhose
associated Lie algebra is conjugated to the one we just found. We refer to [DW19]
for the computations in that other path. We also remark that two of the matrices that
could not be removed from hsub are “absorbed” as lower triangular parts of matrices
coming from Adiag. It is 5-dimensional, whereas the Lie algebra Lie(A) associated to
the original matrix A had dimension 14. This shows that the Picard-Vessiot extension
is obtained from the Picard-Vessiot extension Kdiag for [Adiag] by adding only one
integral and the system has indeed been transformed into a form where solving is
much simpler than before - and we also have proofs of transcendence properties for
the remaining objects.
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