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Abstract—We propose a Hardware Trojan (HT) attack for
analog circuits with its key characteristic being that it cannot be
prevented or detected in the analog domain. The HT attack works
in the context of Systems-on-Chip (SoCs) comprising both digital
and analog Intellectual Property (IP) blocks. The attacker could
be either the SoC integrator or the foundry. More specifically,
the HT trigger is placed inside a dense digital IP block where
it can be effectively hidden, whereas the HT payload is in
the form of a digital pattern transported via the test bus or
generated within the test bus, reaching the Design-for-Test (DfT)
or programmability interface of the victim analog IP with the test
bus. The HT payload unexpectedly activates the DfT and sets the
victim analog IP into some possibly partial and undocumented
test mode or changes the nominal programmability. The HT
payload can be designed to result in performance degradation
or complete malfunction, i.e., denial of service. We demonstrate
this HT attack scenario on two analog IPs, namely a low-dropout
(LDO) regulator using simulation and an RF receiver using
hardware measurements.

Index Terms—Hardware security and trust, hardware Trojans,
test access and control mechanisms, analog and mixed-signal
integrated circuits.

I. INTRODUCTION

The globalization of the Integrated Circuit (IC) design and
fabrication steps has introduced an horizontal IC design model
where the design of a single chip involves many different
parties, i.e., Computer-Aided Design (CAD) tool providers,
Intellectual Property (IP) block providers, System-on-Chip
(SoC) integrators, foundries, etc. As a result, the IC design
travels through many parties which introduces many points
where an attack may be staged. Attack scenarios include
cloning, counterfeiting, IC overbuilding, reverse engineering,
and Hardware Trojan (HT) insertion. This work deals with
HT attacks which are a major preoccupation for society,
industry, governments, and military, since they pose severe
risks with possibly disastrous outcomes. For this reason, HTs
have received major attention in the scientific community
throughout the last two decades [1], [2].
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A HT is a malicious modification of the design performed
by an attacker within the IC supply chain that is intent to stay
hidden and evade detection by the end-user who is the defender
in this case. The HT is an undocumented functionality for the
end-user and is designed in such a way that once activated it
is capable of performing an undesired effect for the end-user.
The motivation for inserting a HT includes leaking sensitive
information out of the chip, e.g., cipher keys, degrading the
performance of the chip, or leading to complete malfunction,
e.g., denial-of-service.

Any HT is in general composed of a trigger and a payload
mechanism. The HT may be always-on, in which case strictly
speaking there is no trigger mechanism, it may be uncontrol-
lably activated based on some rare conditions occurring, or it
may have a well-timed activation controlled by the attacker
leaving a time bomb into the design. The payload mechanism
refers to the HT effect on the chip’s functionality.

In addition to the HT activation mechanism and HT effect,
a commonly used taxonomy of HTs considers the insertion
phase, the abstraction level, and the HT location on the die.
A HT may be inserted by the CAD tool provider, i.e., by
compromising the synthesis or verification scripts, by an IP
design team, by a SoC integrator that can manipulate both
the third-party IP (3PIP) cores and the test infrastructure
comprising the test access and control mechanism and several
embedded test instruments, and by a foundry that receives the
GDSII file. A HT may be inserted at system-level, register-
transfer level (RTL), gate-level, or layout-level. The location
of the HT could be anywhere on the die, i.e., digital processor,
memory, power management unit, analog cores, etc.

There is a multitude of HT designs proposed in the literature
that range from simple to very complex attack modes. The
simplest HTs are combinational circuits that monitor a set of
nodes to generate a trigger on the simultaneous occurrence
of rare node conditions and, subsequently, once the trigger is
activated, the payload is simply flipping the value of another
node. Another category of simple HTs are the sequential
HTs which also have a condition-based activation, but they
are triggered with a sequence of conditions and not with a
specific state or condition like the combinational HTs. More
complex HTs include silicon wearout mechanisms [3], hidden
side-channels [4], changing dopant polarity in active areas of
transistors [5], siphoning charge from victim wires [6], etc.

From the attacker’s perspective, the goal is to achieve the
desired effect via the use of a stealthy and minimum footprint
HT such that it evades pre-silicon prevention and post-silicon
detection methods applied by the defender.

Pre-silicon prevention methods include: (a) functional veri-
fication of 3PIP cores [7]; (b) structural analysis of Hardware
Description Language (HDL) codes [7]; (c) targeted automatic
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test pattern generation algorithms [8] or simulating the circuit
using specific test benches, i.e., performing aging simulations
along with over-clocking [9] or short-term aging [10] to mag-
nify the effect of the HT without triggering it; (d) searching
for unused components during design-time verification and
removing them as potentially suspicious [11]; (e) filling in all
unused spaces on the layout, which are most likely insertion
areas for HTs, with functional filler cells and checking if those
have changed [12]; and (f) design obfuscation, for example
using locking [13], [14], camouflaging [15], [16], or split
manufacturing [17], aiming at obscuring the IC functionality
so as to make it difficult for the attacker to insert the HT.

Post-silicon detection methods include: (a) destructive
reverse-engineering, which involves de-packaging and de-
layering the chip, imaging the chip’s layers, and using software
to stitch together the prepared images, thereby recovering the
layout and netlist, which thereafter can be carefully examined
to detect the presence of HTs [18], [19]; (b) optical circuit
analysis aiming at measuring optical emissions of the IC
and comparing them with a trusted emission image of a
“golden” IC [20]; (c) functional testing aiming at exposing the
HT by applying test patterns [8]; (d) statistical side-channel
fingerprinting aiming at exposing the HT by its effect on
parametric measurements, i.e., delay, power, temperature, etc.
[21], [22]; and (e) using run-time monitors, i.e., current sensors
[23] and thermal sensors [24].

To date, the vast majority of HT attacks and defenses
have been demonstrated for digital ICs [25]. Few HT designs
have been demonstrated in the analog domain, including HTs
inserted into the RF front-end aiming at leaking sensitive
information via a covert side-channel [26]–[29] and HTs that
bring the analog IC into an undesired state or operation mode
[30]–[34]. The prior art on HT in the analog domain will be
reviewed in more detail in Section II.

In general, designing HTs for analog ICs is very challenging
since all criteria that make up an effective HT are difficult
to meet. First, it is difficult to design stealthy HT since
analog signal paths are typically very sensitive and a HT
circuitry tapping into them is likely to result in some non-
negligible performance degradation, thus it will be difficult for
the infected IC to pass testing. Second, it is difficult to design
small footprint HTs that will evade optical reverse engineering
since analog designs comprise few components or can be
clearly divided into sub-blocks or stages each comprising few
components. Third, on any analog IC we can extract several
information-rich measurements, such that it is unlikely not to
be able to find a measurement subspace wherein the statistical
fingerprints of HT-infected and HT-free instances are clearly
distinguished.

In this paper, we propose a HT attack for analog ICs
with its key characteristic being that it is invisible in the
analog domain [35]. This is achieved by exploiting the on-
chip test infrastructure that is common to digital and analog
cores within the SoC. In particular, the HT trigger mechanism
resides in a digital IP core and the payload mechanism resides
in the test bus that links all IP blocks in the SoC in a daisy
network. The HT is triggered in the dense digital section of
the SoC, thus posing challenge for HT prevention or detection.

The HT payload is transferred to the victim analog IP via
the test bus and the interface of the analog IP to the test
bus. The interface can include Design-for-Test (DfT) blocks,
i.e., sensors and actuators, and programmability fabric for the
purpose of calibration. The proposed HT is demonstrated on
two case studies. The first case study shown with simulation
is a low-dropout (LDO) regulator where the HT infects it via
its DfT interface. The second case study shown with hardware
measurements is an RF receiver front-end where the HT infects
it via its programmability fabric.

The rest of the paper is structured as follows. In Section II,
we review the prior art on HT attacks in the analog domain.
In Section III, we provide an overview of DfT techniques for
Analog and Mixed-Signal (A/M-S) and RF ICs. In Section
IV, we provide an overview of calibration schemes present in
A/M-S and RF ICs. In Section V, we review a modern test
infrastructure and its use for accessing and controlling DfT
structures and the programmability fabric. In Section VI, we
present the proposed HT attack scenarios. In Sections VII and
VIII, we demonstrate the HT attack on the two case studies.
Section IX concludes the paper.

II. PRIOR ART ON HT ATTACKS IN THE ANALOG DOMAIN

In [26]–[29], HT attacks are demonstrated for wireless ICs
aiming at leaking secret information within a legitimate signal
transmission. The attacker leverages the data transmission
capability of the HT-infected device to establish a covert
side-channel, without the need to gain physical access to
the device. For example, the HT could forward bit-by-bit
the content of the cipher key register of the crypto-core to
the analog transmitter. In [26], [27], [29], the idea is to
exploit the margins that exist between the operating point of
the transmitter and the boundaries defined by the transmitter
and communication standard specifications. In particular, the
HT performs minute modifications in the parameters of the
transmitted signal, such as amplitude and frequency, to leak
sensitive information from the tampered device. Two HT pay-
load mechanisms are shown in [29], one that uses a single pole
double throw switch and a pair of resistors to alter the input
termination impedance of the power amplifier, and another
one that reprograms the gain stages. In [28], it is proposed
to use spread spectrum techniques to hide an unauthorized
transmission signal within the legitimate signal below the
noise level. For all the aforementioned HT attacks, the IC
passes all conventional specification tests and the transmission
signal still obeys the transmission specifications and is within
the margins allowed because of process variations. Therefore,
the inconspicuous receiver cannot interpret the minute change
in the transmitted signal as malicious. However, the attacker
knowing the HT payload mechanism can listen to the channel
and recover the key. It has been demonstrated that this type of
HTs can be detected by statistical side-channel fingerprinting
[27], careful analysis of the transmitted signal spectrum [28],
or adaptive channel estimation [29], which leverages the slow-
fading characteristics of indoor communication channels to
distinguish between channel impairments and HT activity.

Another interesting direction for HT design is to exploit
the fact that an analog IC may have undesired states or
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operation modes. In this case, the HT attack consists of
bringing the analog IC into one of these states to cause
undesirable operation. This HT type has been demonstrated for
a multitude of basic analog circuits, such as current mirrors,
filters, oscillators, bandgap reference sources and operational
amplifiers [30]–[34].

III. DFT FOR A/M-S AND RF ICS

DfT consists in embedding test structures on-chip with the
aim to improve defect coverage and/or facilitate testing, i.e.,
reduce the test cost by speeding up test application time
and/or alleviating the dependence on complex Automatic Test
Equipment (ATE). Built-in Self-test (BIST) is a special form
of DfT where the test procedure takes place entirely on-chip
without needing to interface the chip to external ATE. In post-
manufacturing testing, BIST can offer significant test cost
savings at the expense of larger area overhead. For safety-
critical or mission-critical applications, it can be reused in
the field of operation to perform on-line test in idle times
or concurrent error detection.

In general, for A/M-S and RF ICs, the DfT circuitry can
comprise one or more of the following test structures: test
access points, digitally-controlled re-configuration schemes,
and test instruments, i.e., test stimulus generators, actuators,
sensors, checkers, and test response analyzers.

Examples of generic DfT techniques include oscillation-
based testing [36], topology modification [37], and symmetry-
based BIST [38]. In oscillation-based testing, the circuit is
re-configured in a positive feedback loop to force oscillation.
Then, the oscillation frequency and amplitude are measured
on-chip using as test response analyzer a counter and am-
plitude detector, respectively. Deviations from the nominal
expected oscillation frequency and amplitude point to defect
detection. In topology modification, 1-bit controlled Pull-
Down (PD) and Pull-Up (PU) transistors are used to tie a node
to Vdd or ground, respectively, with the aim of re-configuring
the circuit such that defects are better exposed. In symmetry-
based BIST, invariant properties, i.e., properties that hold true
in error-free operation but are violated in the presence of
defects, are built and monitored by checkers.

There exist also DfT techniques that are specific to the
circuit class, i.e., linear time-invariant circuits, Phase-Locked
Loops (PLLs), data converters, RF transceivers, etc., and
oftentimes specific to different architectures within a circuit
class.

For linear time-invariant circuits, concurrent error detection
is achieved by checkers that monitor checksums [39] or create
a pseudo-duplicated response that by default in error-free
operation converges to the circuit output [40].

For Analog-to-Digital Converters (ADCs), traditional BIST
schemes for static linearity testing, i.e., Differential Non-
Linearity (DNL) and Integral Non-Linearity (INL), use test
stimulus generation performed by ramp generators [41] and
a test response analyzer that computes the histogram [42],
which could be done also based on reduced-code collection
[43]. The requirement for a high-resolution test stimulus can
be relaxed by using non-linear stimulus generators combined

with advanced post-processing techniques of the converter’s
output [44]. Traditional BIST schemes for dynamic testing,
i.e., Signal-to-Noise Ratio (SNR), use test stimulus generation
performed by sinusoidal signal generators [45], [46] or Σ∆
bitsteams encoding sinusoidal signals [47], and test response
analyzers that perform spectral analysis [48] or sine-wave
fitting analysis [47].

For PLLs, BIST techniques have been proposed for measur-
ing on-chip the jitter [49], [50]. The PLL response is under-
sampled and the count of unstable bits at the clock rising
edges is correlated to the high-frequency jitter. Defect-oriented
BIST for PLLs has been proposed in [51], where a digital
Pseudo-Random Bit Sequence (PRBS) injected in the charge
pump perturbs the PLL, and the cross-correlation of the PRBS
pattern with the output of the phase/frequency detector is
considered for defect detection.

For RF transceivers, a common BIST technique consists in
creating a loop-back connection between the transmitter and
the receiver, in order to test the whole RF transceiver, e.g.,
measure the Error Vector Magnitude (EVM), using baseband
only signals [52], [53].

Sensor-based testing is another common DfT technique.
Current sensors [54] and amplitude detectors [55] can be used
to monitor current or voltage on internal nodes. There exist
also non-intrusive sensors that extract information without
being electrically connected to the circuit under test, e.g.,
temperature sensors [56] and process variation-aware sensors
[57].

IV. CALIBRATION OF A/M-S AND RF ICS

Calibration schemes are oftentimes utilized in A/M-S and
RF ICs with the aim of boosting yield, i.e., by compensating
against process variations and non-idealities, and to program
different operation modes, e.g., in the case of multi-standard
RF transceivers [58], [59]. Embedding calibration in A/M-S
and RF ICs becomes essential especially in advance tech-
nology nodes since such designs suffer from yield loss due
to model immaturity and variability caused by parasitics and
layout-dependent effects.

At a minimum, a calibration scheme utilizes digitally-
controlled tuning knobs that act on the circuit performances.
Tuning knobs may include bias voltages, current sources, or
single tunable components, such as resistors, capacitors, and
varactors.

The standard calibration algorithm consists in multiple
testing/tuning iterations where in each step the performances
are measured and the next best tuning knob setting is dictated
based on some optimization algorithm.

The calibration scheme may also utilize on-chip sensors for
performance measurement which can speed-up the test cycle
and alleviate the dependence on complex ATE. For example,
one-shot calibration schemes based on process-variation-aware
sensors and machine learning are proposed in [60], [61].

The most advance calibration schemes are fully imple-
mented on-chip rendering the circuit self-healing. These
schemes can also be used during the lifetime of the circuit to
compensate against aging. They comprise tuning knobs or ac-
tuators, sensors for extracting information-rich measurements
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Fig. 1: Scan access including analog IPs (adapted from [64]).

or directly the performances, and a digital processor engine
that maps the outputs of the sensors to tuning knob values
and aims at driving the optimization so as to identify a good
balance among multiple competing performance goals [62],
[63].

V. TEST ACCESS AND CONTROL MECHANISM IN SOCS

A modern SoC can embed numerous IP blocks and, in turn,
each IP block typically embeds a variety of DfT structures,
i.e., test access points and test instruments, and comes with a
calibration scheme that uses a programmability interface. The
total number of DfT structures and tuning knobs in a SoC
can easily be in the order of hundreds or even thousands, and
accessing them separately from primary pins is prohibitive.

To this end, an on-chip test infrastructure is used that
connects all the DfT structures and programming interfaces to
a common test bus, in order to gain access and control them,
manage the test and calibration process, and offload the test
response to the ATE for off-chip test response analysis, all-in-
all using a limited number of dedicated primary pins [65]. The
test bus is interfaced on the chip boundary with the test access
port (TAP). Typically, each IP block has its own test program,
i.e., IP-level test patterns, and once the SoC design is finalized
and the test infrastructure is added, the test programs are re-
targeted to the top-level design. The test programs can be
simply concatenated, but to achieve higher test time efficiency
they can be regrouped enabling concurrency.

The test infrastructure is standardized driven by the needs
for test portability and re-use [65]. Portability refers to reusing
a test program independently of the position of the target

IP block inside the SoC hierarchy, reusing a test program
at different steps, i.e., post-manufacturing test, debugging, in-
field test towards dependable designs, etc., and reusing a test
program independently of the ATE platform. Standardization
dissociates the IP block-level DfT structure and programming
interface design from test application and calibration oper-
ations at SoC-level, i.e., access, control, observe, program,
etc., and allows all actors, i.e., IP providers, SoC integrators,
test infrastructure providers, to speak the same language. It
also enables test automation using CAD tools and leads to
significant SoC-level test time reduction.

The latest standard for test infrastructure controllability and
observability is the IEEE Std. 1687 [66]. It deals with the great
number of DfT structures and connects them serially via pro-
grammable segment insertion bits (SIBs) to a reconfigurable
scan network (RSN) between the scan in (SI) and scan out
(SO) ports. When the SIB of a DfT structure is opened, its
test data register (TDR) becomes part of the RSN such that it
is accessed from the SI port and its output is streamed to the
SO port.

IEEE Std. 1687 was developed with digital ICs in mind. The
standard for analog test access is the IEEE Std. 1149.4 [67]
and dates from the 1990s. It proposes a test bus paradigm that
is still used today, but it requires a minimum of two additional
test pins which is too costly and often prohibitive as many
designs are pin-limited. To this end, nowadays there is an
IEEE working group extending IEEE Std. 1687 [68] to include
properties demanded by analog ICs, such as periodic sampling.
The envisioned test access standard will be compatible for
both analog and digital IPs in a SoC connecting them onto a
common test infrastructure.

The principle for connecting analog IPs to the common test
infrastructure is proposed in [64]. An example is shown in Fig.
1, depicting two analog IPs and several digital IPs connected to
a common scan path. For simplicity, the SIBs are not included.
To be able to connect analog IPs to the test infrastructure it
is required that analog test stimuli and analog test responses
are first digitized. This is achieved by using on-chip Digital-
to-Analog Converters (DACs) and ADCs, respectively, which
could be shared among several analog IPs if these are tested
sequentially and the voltage ranges are consistent. Four types
of connections to the scan path are shown in Fig. 1 for
analog IPs: (a) a DAC connecting an analog node inside
the IP or the DfT structure, e.g., for forcing an analog test
stimulus; (b) an ADC connecting an analog node inside the
IP or the DfT structure, e.g., for monitoring a test response
signal; (c) a direct connection to the DfT, e.g., for activating a
digitally-controlled re-configuration scheme or embedded test
instrument; and (d) a direct connection to the digital tuning
knobs used for calibration. Fig. 1 shows for simplicity 3-
bit data converters and 3-bit words controlling the tuning
knobs and DfT structures, but in fact any TDR size can be
accommodated into the scan path. It also shows a number
of intervening or appended TDRs that connect digital IPs to
the scan path, as well as the case where an analog signal
inside an analog IP is digitized via the ADC and driven into
a digital IP and the case where the output of a digital IP
is converted via the DAC to analog and drives an analog
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Fig. 2: HT scenario exploiting the SoC test infrastructure.

input of the analog IP. Finally, Fig. 1 shows the three main
control signals, namely shift, update, and capture. The shift
operation shifts the data serially through the scan path one bit
per clock cycle. The update operation latches the data to the
input of the ADC, to the input of the DfT structure, or to the
programming bits of the tuning knobs. The capture operation
offloads a digitized test response into the scan path to be
scanned out for subsequent off-chip analysis. For each ADC
and DAC, a counter and a packet size register are used that
set the periodicity of the TDR update and capture operations.
For a more detailed description of the test infrastructure, the
interested reader is referred to [64].

VI. PROPOSED HT ATTACK

A. Threat Model

We assume that the attacker has access to the SoC design
and can manipulate a digital IP and the test infrastructure. The
attacker also needs to have some minimum knowledge of the
victim analog IP so as to design the HT payload. Based on
this threat model, the attacker could be the SoC integrator or
the foundry.

B. Attack scenario

It is well-known that the test infrastructure can be a vehicle
for attacks. From a general point of view, such attacks can be
categorized into external threats and internal threats. External
threats consider an unauthorized user that gains control of the
chip via the TAP. They include launching several types of scan
attacks aiming at stealing secret keys [69], [70], performing
reverse-engineering and device cloning [71], performing mem-
ory dumping [72], and modifying memory values to attain
privilege escalation [73]. Internal threats consider that the
attack takes place entirely inside the chip. For example, a
third-party malicious IP connecting to the scan network can
aim at sniffing confidential data or can act as a tampering
IP corrupting the test data of another IP as they are being
transported across the scan network [74]. For a more detailed
description and a taxonomy of security threats in IEEE test
standards, the interested reader is referred to [75].

In this paper, we propose a novel HT attack scenario where
the test infrastructure is a vehicle for infecting an analog IP.

The HT attack, illustrated in Fig. 2, exploits the fact that analog
and digital IPs coexist in the SoC and are linked together
via the shared common scan network, as described in Section
V. The key characteristic of the proposed HT attack is that
the HT is not hidden inside the analog IP itself, thus neither
detection nor prevention are possible in the analog domain.
Instead, the HT is well hidden inside a digital IP and the
scan network. More specifically, the triggering mechanism is
hidden inside a digital IP. Upon activation, the payload is
generated and transported to the victim analog IP via the scan
network. All the IPs apart from the targeted analog IP can be
bypassed thanks to the programmability features of the RSN.
The payload has two parts, a bit that opens a SIB of a DfT
structure or the programmability interface of the analog IP, and
a digital word that is a malicious test pattern applied to the
input of the DfT structure or a malicious tuning knob setting.
Essentially, during mission mode, the payload switches the
analog IP in test mode or re-configures the analog IP in an
undesired operation mode. It can be smartly designed so as to
result either in performance degradation or denial-of-service
for the analog IP. In fact, numerous malicious test patterns and
tuning knob settings can serve this objective, and in practice
it will suffice to activate just a single DfT structure controlled
by few bits or change just one tuning knob value. In turn, if
the analog IP controls other digital IPs, then the operation of
the entire SoC can be jeopardized.

In Sections VII and VIII, we present two examples of how
this scenario might play out in a SoC. In the first example, the
HT infects an LDO via its DfT interface. Although the LDO is
the direct victim of the HT, given that the LDO supplies one or
more digital IPs inside the SoC, the HT infects implicitly other
digital IPs too. In the second example, the HT infects an RF
receiver via its programmability interface. In both examples,
we design HT payloads that lead to performance degradation
or denial-of-service.

C. HT design
The proposed HT attack scenario can make use of any

triggering mechanism, i.e., combinational, sequential, or more
complex triggering mechanisms, as discussed in the introduc-
tion. Several benchmark triggering mechanisms can be found
in Trust-Hub [25]. For this reason, herein we do not cover in
more detail this aspect of the HT design, and we will focus
only on the payload mechanism aspects, by proposing several
different examples.

The general payload mechanism consists in a malicious
digital pattern applied at the interface of the analog IP dur-
ing normal operation. In the case of infection via the DfT
interface, the malicious pattern corresponds to an incorrect
DfT pattern, either semi-activating or fully-activating the DfT
structure, thus forcing the analog IP into either an incorrect
test mode or the correct test mode. In the case of infection
via the programming interface, the malicious pattern forces
a malicious programming setting, either one that corresponds
to a different operation mode or one that is invalid, i.e., not
corresponding to any documented usage.

The result of unexpectedly activating the DfT or modify-
ing the programming during normal operation can be either
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Fig. 3: Payload mechanism based on transporting the malicious bit
pattern to the victim analog IP.

Fig. 4: Payload mechanism based on updating the TDR of the victim
analog IP.

performance degradation or denial-of-service. The malicious
pattern is generated according to the attacker’s objective. It can
be simply generated by flipping bits in the DfT pattern that
disables DfT or flipping bits of a given programming setting.
Since the operation of analog circuits is very sensitive, flipping
just one bit can lead to the desired effect for the attacker.

Fig. 3 shows a payload mechanism that generates the intent
malicious pattern inside the digital IP and then transports it
to the DfT or programming interface of the victim analog
IP via the test bus. The HT design is shown in red color.
Upon activation of the trigger, and only if the digital IP is not
in test mode, i.e., the scan enable signal is 0, the malicious
pattern is generated by a Finite State Machine (FSM), which
also controls its transporting via the test bus. The trigger is
suppressed during digital IP testing by using this AND gate
so as to disable HT detection during testing. This point will
be discussed in more detail in Section VI-D. The FSM sets
signal Stream HT to 1 to toggle the multiplexer and feed
the malicious pattern into the test bus. Signal Shift HT is
also set to 1 to shift the malicious pattern downwards via the
test bus for a number of clock cycles required to reach the
victim analog IP. Then, signals Stream HT and Shift HT
return to 0, and signal Update HT is set to 1 to update the
parallel data register of the TDR of the victim IP and force
the malicious bit pattern.

Fig. 4 shows a payload mechanism that refreshes the parallel
data register of the TDR of the victim IP while flipping
a select set of bits to generate the malicious pattern. Prior
to activation of the trigger, the parallel data register stores
either the pattern that disables the DfT of the analog IP or
a programming setting corresponding to a specific operation
mode of the analog IP. Upon activation of the trigger, the FSM
sets signals Update HT and Shift HT simultaneously to
1, which is not a valid condition during normal test mode.
This generates the desired malicious pattern from the pattern

Fig. 5: Payload mechanism based on requesting on-line testing or
re-configuration and subsequently corrupting the transported data.

stored in the parallel data register using inverters in appropriate
positions, writes this malicious pattern into the serial shift
register that is a segment of the scan chain, and updates the
parallel data register writing into it the malicious pattern. A
buffer is used in the update path to ensure that the write
operation of the malicious pattern into the scan chain will be
completed before the parallel data register is finally updated.
Note that the pattern existing in the scan chain prior to the
HT activation is a “don’t care” pattern since the test bus is
in idle mode during the payload application. Thus, altering
this pattern is not an issue as it would have been eventually
streamed off-chip and dumped.

Fig. 5 shows a third possibility where the payload mecha-
nism requests on-line testing or re-configuration of the victim
analog IP and corrupts the transported data as they pass by
the scan network segment of the malicious digital IP. In this
case, the attacker is aware of the geometry of the scan network
and knows exactly the number of clock cycles needed for the
data to reach the digital IP. At this point, the digital IP orders
corrupting a select subset of bits in the data as they are being
shifted to reach the victim analog IP.

A fourth scenario of payload mechanism could be the
corruption of a test pattern or a programming setting stored in
the memory. The memory re-write operation takes place upon
activation of the HT, but the payload is applied later when the
analog IP is subject to on-line testing or a re-configuration is
demanded by the application.

D. Discussion on countermeasures

1) Countermeasures in the analog domain: The HT resides
completely outside the analog IP and the payload is naturally
applied to the analog IP via its DfT or programming interface.
Thus, the HT is totally transparent to the analog IP and cannot
be prevented or detected in the analog domain. Only the HT
payload effect is shown in the analog domain after the HT is
triggered in the digital domain when it is probably too late.
Testing, statistical side-channel fingerprinting or destructive
methods using reverse-engineering of the analog IP cannot
reveal the presence of the HT. Thus, countermeasures against
the proposed HT attack can only be implemented in the digital
domain or via the test infrastructure itself.

2) Countermeasures in the digital domain: As already
mentioned in Section VI-C, any trigger mechanism inside
the “attacking” digital IP can be used in the context of the
proposed HT attack scenario. Therefore, the proposed HT
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attack can make use of any state-of-the-art stealthy and low
footprint trigger. For this reason, the proposed HT attack can
benefit from the most advanced trigger mechanisms at any
point in time. We can consider that the stealthiness of the
trigger against testing, statistical side-channel fingerprinting,
run-time monitors, etc., can be as strong as that of the best
trigger known.

Another important point is that no payload is seen by any of
the digital IPs inside the SoC, including the attacking digital
IP, since the payload is entirely directed to the victim analog
IP. This means that several defenses that aim at detecting HTs
by observing the digital IP outputs, i.e., testing by crafting
test patterns to exercise the HT and propagate its effect to the
output, are non-applicable.

On the other hand, analog and digital IPs are tested sepa-
rately, meaning that during digital IP testing the SIB of the DfT
or programming interface of the analog IP is closed. Therefore,
even if the HT is exercised when test processes run on the
digital IP, the payload will not be applied to the analog IP.

In the case where the HT is activated, however, the data in
the scan chain will be polluted with the payload data possibly
making this activity detectable once the data are streamed off-
chip for analysis. To circumvent this, the attacker can place
an AND gate after the trigger, controlled by the trigger and
the digital IP inverse scan enable signals and driving the input
of the FSM, as shown in Figs. 3-5. In this way, during digital
IP testing the payload application to the analog IP is blocked
and the streamed test data in the scan chain are not affected.
This AND gate is not conflicting with the attack for any of
the HT designs since it passes the trigger signal during normal
operation of the digital IP.

Section VI-C described several payload mechanisms. These
include a small FSM inside the attacking digital IP and few
extra gates and MUXes in the scan chain, shown in red color in
Figs. 3-5, so as to transport and generate the malicious pattern
at the interface of the victim analog IP. Thus, the payload
mechanism has a small footprint and can be effectively hidden
inside the dense digital IP and the long scan chain of the test
infrastructure.

Furthermore, all HT payload designs proposed in Section
VI-C are transparent in normal test mode. Only the HT
design in Fig. 4 can be detected with a test command that
simultaneously sets the update and shift signals to 1. However,
this test command can be easily suppressed by the attacker
by placing a simple circuit acting on the update and shift
signals in the segment of the scan chain corresponding to the
attacking digital IP. This circuit, shown in green color in Fig.
4, is composed of an AND gate and a MUX. The update and
shift signals are never simultaneously set to 1 during normal
test operation. If such a test command occurs, the output of the
AND gate is set to 1, thus setting the output of the MUX to 0
which flips the update signal from 1 to 0. In this way, when this
test command is applied it is detected and suppressed before
reaching the victim analog IP. As a result, neither the TDR
of the victim analog IP is updated nor the data in the scan
chain are corrupted. This is the expected behavior in HT-free
operation, thus the HT goes undetected.

3) Countermeasures via the test infrastructure: There have

been many recent works aiming at improving the trust in the
test infrastructure, defending against the external and internal
threats described in Section VI-B. A comprehensive overview
and classification of such countermeasures can be found in
[75]. Possible countermeasures include: (a) test infrastructure
access authentication, e.g., by inserting a password inside the
TAP controller [76] or implementing a challenge-response
protocol [77], [78]; (b) scan network access authentication,
e.g., by locking the SIB [79], implementing a challenge-
response protocol [80], or obfuscating the geometry of the
RSN structure [79], [81]; (c) privileged-based access restric-
tion [78], which extends the access authentication techniques
by assigning different privileges to the users according to
the trust level they have; (d) assure data confidentiality, e.g.,
by test data encryption [74], [81] or isolating any untrusted
instruments when confidential data are being shifted through
the scan network [78]; (e) bidirectional IP block authenti-
cation, e.g., implementing a challenge-response protocol at
the chip-level [74]; (f) assure data integrity [74], i.e., assure
that the test patterns have not been modified during their
transportation across the scan network; (g) on-line detection
aiming at detecting the execution of the attacks while they
are running, e.g., by setting rules to verify the test pattern
compliance to a legitimate behavior [81]. The proposed HT
attack is an internal threat and all the proposed HT designs
are essentially tampering mechanisms corrupting test or pro-
grammability patterns. Countermeasures (a)-(c) defend against
external threats only, thus the proposed HT attack can evade or
bypass them, given also its insertion phase. Countermeasures
(d)-(g) can defend against internal threats and the protection
they can offer against the proposed HT attack should be
evaluated. More specifically, data encryption cannot protect
against the proposed HT designs since decrypting at the analog
IP interface a randomly generated test or programmability
pattern, or corrupting an encrypted test or programmability
pattern by flipping many bits at random and subsequently
applying it to the analog IP, will still infect the analog IP.
The HT effect, however, will not be controllable by the
attacker, and probably the HT will cause dramatic performance
degradation or complete malfunction. Bidirectional IP block
authentication and assuring data integrity can defend against
the proposed HT attack, but they require significant extra on-
chip resources, thus the overhead the defender has to pay
is significant. On-line detection at the DfT or programming
interface of the analog IP can be bypassed at the phase where
the proposed HT is being inserted.

VII. CASE STUDY: LDO

A. LDO regulator design

The LDO is one of the most popular power management
systems to supply the sub-blocks of a SoC. It is a perfect
target of a HT as the infection will spread to other IPs inside
the SoC. We designed an LDO in the 65nm technology by
STMicroelectronics using the free open-source OCEANE tool
[82]. Its block-level schematic is shown in Fig. 6. It consists of
a sub-band gap reference voltage generator (SBGR), an error
amplifier implemented with an operational transconductance
amplifier (OTA), a power p-MOS transistor, and a feedback
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Fig. 6: Block-level schematic of the LDO.

Fig. 7: Schematic of the error amplifier within the LDO implemented
with an OTA.

resistor network. The error amplifier monitors a fraction Ve of
the LDO output voltage Vout through the resistor feedback
network and compares it with the output voltage Vref of
the SBGR. If Ve is higher (lower) than Vref , then the error
amplifier drives the gate of the power transistor to decrease
(increase) its output voltage so as to maintain a constant Vout.
Figs. 7 and 8 show the schematics of the OTA and SBGR.
Fig. 9 shows the schematic of the self-biased operational
transconductance amplifier (SOTA) inside the SBGR.

The green curves in Figs. 10-12 show the nominal LDO
performance in the HT-free scenario. Specifically, Fig. 10
shows the LDO output voltage Vout variation as a function
of power supply voltage variations at 27oC. Vout shows a
33.4mV variation when Vdd varies from 1.4V to 3V. Fig. 11
shows the LDO output dependence on temperature variations
for a Vdd equal to 1.5V. Vout shows a 10mV variation when
temperature varies from -55oC to 125oC. Fig. 12 shows the
transient response of the LDO for a variation of load current
from 50mA to 0mA and then from 0mA to 50mA, which
corresponds to removing the load and then adding it back.
The maximum overshoot is 44.9mV and settles after 875ns,
while the maximum undershoot is 53.2mV and settles after
800ns.

B. DfT

We use a generic defect-oriented DfT technique proposed
in [37]. The DfT principle is based on topology modification
(or re-configuration) enabled by the addition of PD and PU
transistors. A PD transistor connects a circuit node to ground,
while a PU transistor connects a circuit node to the power
supply. PD and PU transistors are activated by applying a
logic 1 and 0 at their gates, respectively. If N PD and PU
transistors are added, then the circuit can be configured into
2N topologies, including the original one where all PD and

Fig. 8: Schematic of SBGR generator.

Fig. 9: Schematic of SOTA.

Fig. 10: LDO output variation as a function of power supply variation.

PU transistors are deactivated. The underlying principle is that
by these re-configurations we are able to expose the presence
of additional defects that are undetectable in the original
topology.

A DC test is used for the LDO. In particular, the LDO
is self-activated and its output is used as the test output. In
the defect-free case, for each test configuration, a different
nominal test output value Vtest,j may be observed, where j
denotes the configuration number. To account for process vari-
ations and avoid yield loss, we consider a tolerance window
±k ∗Vtest,j, k > 0. For the purpose of our experiment, we set
k = 0.1.

The defect simulation is performed at transistor-level and
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Fig. 11: LDO output variation as a function of temperature variation.

Fig. 12: Transient response of the LDO for a variation of load current.

in an automated workflow using the Tessent®DefectSim tool
by Mentor®, A Siemens Business [83]. We cycle through all
configurations and for each configuration defects are injected
one by one. If Vtest,j is outside the tolerance window then the
defect is deemed detectable by the test configuration.

We use the default defect model of the tool [83]. In
particular, for MOS transistors we use only gate open and
drain-to-source short defects. Similarly, for bipolar transistors,
we consider base open and collector-emitter short defects. We
consider the default short resistance of 10 ohms. Regarding
opens, a weak pull-up or pull-down is assigned to each open
defect to account for the facts that an ideal open does not
exist and, besides, it cannot be handled by a SPICE simulator
[83]. For passive elements, i.e., resistors and capacitors, we
consider ±50% variations. In total, the defect model contains
60 defects. Furthermore, any of the N added PU or PD
transistors could also contain defects, which increases the
number of defects by 2N . We consider the absolute defect
coverage defined as the percentage of detected defects.

A defect coverage of 80% is reached using only the original
topology. We applied the DfT technique considering that in a

given re-configuration only one PU or PD transistor can be
enabled. The LDO has 14 nodes in total, thus the number of
possible re-configurations is 28. We performed an exhaustive
search and we identified several nodes where PD and PU
transistors can be added to result in a defect coverage of
100%. We kept a minimum set of 3 PD/PU transistors to
reduce the DfT overhead at a minimum while maintaining
the 100% defect coverage. The complete LDO schematic with
the embedded DfT infrastructure composed of the 3 PU/PD
transistors is shown in Fig. 13. One PD and one PU transistor,
labelled by B1 and B2, respectively, are used inside the error
amplifier, and one PD transistor, labeled by B3, is used inside
the SBGR. The HT exploits this DfT infrastructure to stage the
attack. The DfT is disabled with the pattern [B1,B2,B3]=010,
while the patterns for enabling the three test configurations are
[B1,B2,B3]=110, [B1,B2,B3]=000, and [B1,B2,B3]=011.

C. HT payload design
An interesting aspect of this DfT approach is that the DfT

interface inside the LDO, i.e., transistors B1, B2, and B3,
has a digital word input and can be connected directly to the
scan network without using a DAC. Another interesting aspect
specific to the LDO is that the LDO is self-driven without
needing to specify an analog test input.

The HT payload consists in applying a malicious DfT
pattern during normal operation. We identified two such DfT
patterns that result in degradation of the LDO performance
and to complete malfunction, respectively.

In particular, applying the DfT pattern [B1,B2,B3]=110
results in shifting the LDO output by about 15% and also
results in small variation of the LDO output for temperature
and Vdd variations, as shown by the orange curves in Figs.
10-12. In more detail, enabling B1 results in zero gate voltage
for transistors MP O1 and MP O2 which increases the current
flowing through them. However, the sum of the currents stays
fixed since it equals the current flowing through MN O3 which
is fixed. As the voltages of all terminals of MP O1 are fixed,
it turns out that the current through MP O2 reduces, which
is enabled by the increase of the drain voltage of MP O2.
This voltage drives the gate of the power p-MOS transistor
MPS and, thereby, the current that flows through MPS reduces,
which reduces the LDO output. In turn, this reduces the
voltage on the +Ve terminal which points to reduction of the
source voltage of MN O1 since the current flowing through
MP O1 is fixed. This feedback effect reduces the drain voltage
of MN O2 which is the gate voltage of MPS. In the end, as
it can be seen from Figs. 10-12, the LDO output settles at a
slightly lower value of around 1V.

Applying the DfT pattern [B1,B2,B3]=011 results in a
catastrophic effect in the operation of the LDO, as shown by
the red curves in Figs. 10-12. In more detail, setting B3=1
connects the +Ve in terminal of the SOTA to ground. The
result is that Vref follows Vdd instead of being stabilized at
0.7V. Since the output of the LDO follows Vref , it shows a
linear relationship with Vdd acting like a non-stabilized power
supply. In addition, once the load is removed the response
overshoots and never settles back unless the load is added
again.
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Fig. 13: LDO with DfT. The added PD and PU transistors to enable topology modifications are shown in red color.

Fig. 14: Highly-digitized RF receiver architecture.

VIII. CASE STUDY: RF RECEIVER

A. RF receiver programmable architecture

Our second case study is a programmable highly-digitized
multi-standard RF receiver whose high-level architecture is
illustrated in Fig. 14. A band-pass RF Σ∆ ADC is used
to directly convert the RF signal at the output of the low
noise amplifier (LNA) to the digital domain. The signal is
then down-converted by a digital mixer and filtered using a
digital decimation filter. The RF receiver is designed with pro-
grammable sub-blocks such that it can serve for establishing
communication using several standards within the frequency
range from 1.7 GHz to 2.8 GHz, including Bluetooth, ZigBee,
WiFi 802.11b, etc. The programming aims at meeting the
specifications of the target standard, i.e., sensitivity, center
frequency, bandwidth, and resolution, while at the same time
compensating for process variations and non-idealities so as to
improve the overall performance trade-off. The designer uses
a complex calibration algorithm to find appropriate program-
ming settings that are unique per standard and per chip. The
programmability is enabled by judiciously inserting digitally-
controlled tuning knobs into the different sub-blocks.

The calibration is performed following testing/tuning it-
erations towards optimising the performance trade-off. The
programming setting visited in each iteration is driven to the
programmability interface via the scan network. For a given
chip, once the calibration has been completed, the final matrix
of the programming setting per standard is stored in an on-
chip memory. During the application, when the programming
setting is to be updated, the new programming setting is called
from the associated memory address and driven to the RF
receiver via the scan network where it is latched into the
register of the programmability interface.

In our example, we infect the RF receiver via the modulator
of the Σ∆ ADC. We rely on a recent design in the 65nm
technology by STMicroelectronics [59] whose block-level
architecture is illustrated in Fig. 15. The functionality of the

modulator is adjusted using a 194-bit programming word.
Fig. 15 shows the number of bits of the programming word
controlling the operation of each sub-block.

Our experiment is conducted using hardware measurements
on the actual fabricated chip. Without loss of generality, we
consider that the RF receiver operates with center frequency
2.77GHz. The four main performances are plotted in Figs.
16, 17, 18, and 19. The green curves correspond to the
nominal HT-free operation. More specifically, Fig. 16 shows
the power spectral density (PSD) for an input power of -
14dBm. The modulator has a nominal signal-to-noise ratio
(SNR) of 60dB. Fig. 17 shows the SNR at different input
power values with a step of 1dBm defining the dynamic
range (DR) of the modulator. Fig. 18 shows the spurious-free
dynamic range (SFDR) measured by applying two tones at the
input with the same power and frequency difference of 2MHz.
The modulator has a nominal SFDR of 51.39dB. Finally,
Fig. 19 shows the output fundamental power and the third-
order intermodulation (IM) product versus the input power,
from which the input third-order intercept point (IP3) can be
determined. The modulator has a nominal IP3 of 8dB.

B. HT payload design

The HT payload consists in unexpectedly altering the pro-
gramming setting during normal operation. The issue here
is that the final programming settings per operation mode
and per chip are defined during testing time, while the HT
is planted at an earlier phase. In other words, the matrix
of final programming settings is unknown to the attacker
and, in any case, will change from one chip to another. The
attacker can still attain a controllable HT effect. The reason
is that the programming setting is divided into segments each
controlling a different sub-block, as shown in Fig. 15. Each
segment of the programming setting can have one of two
roles, namely either calibrating against process variations or
setting the desired operation mode. Thus, for the HT to cause
complete malfunction it suffices that it randomly flips bits
in segments of the programming setting that are used for
setting the operation mode. Accordingly, for the HT to cause
performance degradation, it suffices that it randomly flips
bits in segments of the programming setting that are used to
calibrate against process variations. In fact, as we demonstrate
below, in both scenarios it suffices that the HT flips just one
bit in the nominal programming setting, which facilitates the
HT payload design.
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Fig. 15: Architecture of Σ∆ modulator.

Fig. 16: PSD under HT-free and HT-infected operation.

Fig. 17: Dynamic range under HT-free and HT-infected operation.

Returning to our case study, a candidate block where the
HT can act to incite performance degradation is the negative
transconductance -Gm in LC tank 1. The programmability of
-Gm is responsible for improving the quality factor of the LC
filter. Flipping one single bit in the programmability of -Gm
will inevitably decrease the quality factor, thus untuning the
RF receiver performance and degrading the SNR. The orange
curves in Figs. 16-19 show the HT-infected performances in
this scenario. As it can be seen, all performances are degraded.

A candidate block where the HT can act to incite complete
malfunction is the tunable delay block in the feedback loop.
The tunable delay block is responsible for controlling the
center frequency of the noise shaping. It consists of delay

Fig. 18: SFDR under HT-free and HT-infected operation.

Fig. 19: IP3 under HT-free and HT-infected operation.

elements and the programming connects or disconnects them
so as to control the delay time. Flipping one bit in its
programmming will inevitably set the RF receiver in another
operation mode, most likely in an undocumented and invalid
operation mode, thus leading to complete malfunction. The
red curves in Figs. 16-19 show the HT-infected performances
in this scenario. As it can be seen, there is no noise shaping
and the signal now is buried under the noise floor.

IX. CONCLUSIONS

We proposed a novel HT attack scenario targeting infecting
analog IPs embedded in a SoC. The HT lies in the dense
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digital circuitry and transports its payload to the victim analog
IP via the test bus. The payload consists of a malicious DfT
pattern or programmability setting and is applied to the analog
IP via the DfT circuitry or programmability fabric that are
accessed via the test bus. We proposed different designs of
the HT payload mechanism, while any HT trigger mechanism
can be used in this context. The proposed HT attack was
demonstrated on two case studies, namely an LDO regulator
and an RF receiver. In the LDO case study, we considered an
effective DfT approach and we derived malicious DfT patterns
that can lead to performance degradation or denial-of-service.
In the RF receiver case study, we demonstrated with hardware
measurements that the infection can succeed by flipping only
a select bit in the programming of the ADC that digitizes the
received signal. The key characteristic of the proposed HT
attack is that it is totally invisible in the analog domain, while
it is stealthy and has a small footprint since the HT mechanism
is hidden in its entirety into the digital part of the SoC.
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