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## 1. Introduction

Human societies are grounded on a set of conventional and moral rules that promote largescale cooperation (Tomasello \& Vaish, 2013). Peaceful interactions are also maintained by legal systems which aim to constrain rule-breaking conducts and prevent their occurrence as much as possible. Oftentimes, the responsibility of judging the agent of a moral transgression is deferred to independent third-party judges to minimize partiality. A range of situational and individual factors are likely to influence the mental representation of the events and the agents, thereby contributing to judgment severity of third-parties. Understanding how individuals make moral judgments lies at the intersection between Law, Philosophy and Psychology and investigations over the past years have started to uncover the psychological mechanisms involved in third-party moral judgment.

### 1.1. A two-process model of third-party moral judgment

At the time of assessing a moral transgression, people mainly process two components to reach their judgment: Intention (whether or not the agent had the intent to hurt someone) and the outcome (whether or not the victim was hurt as a result of the action taken). Most studies to date have used sacrificial moral dilemmas in which participants are asked whether it is acceptable to harm someone to save several others. Responses to these dilemmas are said to be "utilitarian" when people are prone to endorse a harmful action to favor the "greater good" and "anti-utilitarian" or "deontological" when people don't find it acceptable to harm someone to benefit others. Research findings from such studies have contributed to a largely accepted theory that explains how people reach moral decisions. According to the dual-process model of moral judgment (Cushman, 2008; Greene et al., 2009), analyses of the intention to harm and the outcome for the victim are processed by distinct and complementary cognitive systems: the outcome-based and intent-based processes. The fast and automatic outcome-based process focuses on the consequences of a moral transgression for the victim. Conversely, the intent-
based process focuses on the examination of the agent's intentions (i.e., utilitarian motive for the killing, malevolent intention) and is slower and more costly.

Critically, the output of the two processes are sometimes opposed, triggering a cognitive conflict in the psychological processes at work (Greene et al., 2004). A typical case in which a conflict is present is during the judgment of accidental moral transgressions, when the agent unintentionally harms someone else, resulting in more or less severe consequences. In this case, the fast outcome-based process focuses on the harm inflicted to the victim and would increase the severity of the judgment, while the intent-based process focuses on the agent's innocent intentions and would decrease judgment severity. The presence of a cognitive conflict seems specific to accidental harm; this conflict is not triggered in the case of attempted harm, for which there is no salient negative outcome. Interestingly, individual differences are observed in the weight people attribute to the perpetrator's intent or the transgression's outcome and this might be associated with individual differences in solving this conflict. It may actually depend on a range of factors, such as susceptibility to implicit bias (Kang et al., 2012), political ideology (Clark \& Wink, 2012) or thinking dispositions (Gunnell \& Ceci, 2010; Patil et al., 2021). For example, individual political ideology predicts some differences in punishment severity, with conservatives allowing harsher fines (Clark \& Wink, 2012). As another example, people with a more intuitive thinking style are for instance more likely to render a guilty verdict when analyzing case files for which the defendants appear less attractive in photographs than people more analytic (Gunnell \& Ceci, 2010). Thinking style is also associated with individual differences in intent-based analysis following an accidental moral transgression (Patil et al., 2021).

Interestingly, individual differences in personality are also good candidates as moderators of the way people resolve such a cognitive conflict when judging the agent of accidental harm. To our knowledge, although the literature has shown some relationships between personality and moral judgment in the framework of moral utilitarianism, research has almost overlooked the effect of personality on third-party moral judgment.

### 1.2. Personality and third-party moral judgments

## Endorsement of moral foundations, such as authority, loyalty, sanctity, fairness and care has

 been related to individual differences in personality traits (Graham et al., 2009). More specifically, differences in moral foundations as a function of political ideology is thought to be associated with individual differences in openness to experience, with lower openness associated with more endorsement of relatively conservative moral foundations (Graham et al., 2009). The present study focuses on the moral foundation of harm/care. With this respect, previous studies have tried to bridge the gap between personality traits and verdict preferences for defendants who harmed others (Devine et al., 2001; Shaffer et al., 1986; Shaffer \& Case, 1982). Yet, these investigations are limited to legal decisions in court, and less is known about how personality traits predict the relative importance given to the specific components underlying the judgment of everyday moral transgressions, namely intention, and the severity of the outcome.Among the handful of studies on the issue, previous work has for instance suggested that people with dark personalities are less concerned with the victim's harm when they make third-party moral judgments (Djeriouat \& Trémolière, 2014; Trémolière \& Djeriouat, 2016), and people with a more deliberative thinking style are more likely to make judgments decisions whose consequences favor the greater good, that is, benefitting the many by intentionally harming the few (Behnke et al., 2020). Interestingly, recent work using moral dilemmas has found that emotionality predicted sensitivity to the consequence of an action, while honestyhumility predicted sensitivity to moral norms (Kroneisen \& Heck, 2020). However, the joint contribution of the personality variables to different types of moral transgressions is unknown.

In the present research we targeted three specific personality traits, namely, honestyhumility, emotionality and conscientiousness which appear good candidates for the modulation
of third-party moral judgment. We expect that these traits may weigh in the balance between the outcome-based and intent-based processes and thus generate variability in judgment severity.

### 1.3. Emotionality and the outcome-based process

Emotionality is a personality trait directly associated with aversion to harm (Cushman \& Young, 2009; Greene et al., 2009). Emotionality is related to the construct of kin altruism and comprises the notion of empathic concerns, emotional connection, harm-avoidance and help-seeking behaviors (Ashton \& Lee, 2007). People high in emotionality experience more anxiety in response to dangers and life's challenges, and need emotional support from others. People with low emotionality are not worried in challenging situations, including those involving physical harm, and feel emotionally detached from others.

Because emotionality is directly associated with aversion to inflicting harm, this personality trait may specifically impact the outcome-based process of moral judgment. Emotionality has recently been related to the sensitivity for consequences in moral dilemmas (Kroneisen \& Heck, 2020) and its role in the outcome-based process of moral judgment is further suggested by research highlighting the relationship between emotion processing and the judgment of moral dilemmas (Greene et al., 2001; Moll et al., 2003; Moll \& de Oliveira-Souza, 2007), in which the victim's harm is likely to trigger an emotional reaction (Cushman \& Young, 2009; Greene et al., 2001).

However, there has been limited research about how individual differences in emotionality shape responses to moral dilemmas. Evidence from subclinical populations suggests that emotional callousness is associated with less aversion to the perspective of the sacrificial option. For instance, higher utilitarianism has been reported in individuals with alexithymia (Patil \& Silani, 2014a), a subclinical condition defined by low emotional interoception and low empathy (Lane et al., 2015) and often found in psychopaths and individuals with autism spectrum disorder (Bird \& Cook, 2013). Consistent with this observation, subclinical
psychopathy seems to be related to higher acceptability of harm in moral dilemmas (Behnke et al., 2020; Karandikar et al., 2019).

Beyond the framework of moral dilemmas, recent investigations in populations low in emotionality also suggest a more complex interaction between emotionality and different types of harm. For example, subclinical psychopathy is associated with less severe punishment of an agent who harmed intentionally (Hart et al., 2020; Trémolière \& Djeriouat, 2016) or attempted to harm (Djeriouat \& Trémolière, 2014). Additionally, alexithymia was associated with higher acceptability of accidental harm in individuals with autism (Patil \& Silani, 2014b). Finally, patients with ventro-medial prefrontal cortex (vmPFC) lesions, a brain region involved in emotion regulation, judged harmful intents less severely (Young et al., 2010). To sum up, these studies suggest that emotional callousness is related to variability in moral judgment. Specifically, low emotionality may be associated with less concern for the victim's harm overall and less consideration of the agent's motives, while high emotionality may be associated with higher concern for the victim and harsher punishment of the agent who harmed intentionally. Building upon research suggesting that moral judgment may be the final output of two competing processes (Cushman, 2008), one intuitive and another deliberative, we now turn to a personality trait which has been associated in the literature with deliberative thinking, that is, conscientiousness.

### 1.4. Conscientiousness and the intent-based process

People high in conscientiousness tend to be organized, disciplined, favor accuracy in their tasks, and carefully deliberate before making decisions (Ashton \& Lee, 2009). Conversely, people low in conscientiousness tend to avoid difficult tasks and make decisions with little reflection. In the context of moral judgment, a high conscientiousness trait may be associated with careful examination of the victim's harm on the one hand, and of the agent's intention on the other hand, whereas low conscientiousness may be associated with fast and intuitive
decisions based on the victim's harm. This idea is suggested by behavioral and neuroimaging studies using moral dilemmas.

It has indeed been found that experimental manipulations that prevent deliberative thinking, such as time pressure (Suter \& Hertwig, 2011) or cognitive load (Green et al., 2008) affect utilitarian decisions in moral dilemmas. Conversely, facilitating deliberative thinking may favor utilitarianism (Nichols \& Mallon, 2006), and a more deliberative thinking style is accompanied by greater cost-benefit analysis when evaluating moral dilemmas (Bartels, 2008). Additionally, evidence from functional neuroimaging points to a greater involvement of cortical brain regions involved in working memory and cognitive control in participants who make more utilitarian responses to moral dilemmas (Greene et al., 2004). Taken together, these findings suggest the involvement of cognitive resources while making a moral judgment.

Because conscientiousness seems to play a role in mental shifting (Fleming et al., 2016) and is related to impulse control skills (Roberts et al., 2014), people scoring high on this trait may engage in a more thoughtful examination of intent before making a moral judgment. Additionally, studies on clinical and developmental populations also suggest that executive functioning has a great share in the ability to primarily examine intentional states of an agent and to disentangle mental state analysis from harm-related affect to produce moral judgements. For example, the development of executive functions in children accompanies the shift from outcome-based to intent-based moral judgment (Zelazo et al., 1996). Additionally, among individuals on the autism spectrum, who show mental shifting deficits and tend to be low in conscientiousness (Schriber et al., 2014), high-functioning autism was associated with the exoneration of agents who only attempted to harm, and with greater severity toward agents who accidentally harmed someone (Moran et al., 2011).

In light of the above evidence and the two-process model of moral judgment, high conscientiousness people may thus be able to shift more easily from the outcome-based to the
intent-based process and to examine the agent's mental state, especially when the intent and outcome go in opposite directions, as for accidental harm. But how conscientiousness influences punishment decisions and acceptability of different types of moral transgressions is still unknown.

### 1.5. Honesty/Humility and the interaction between intent and outcome

Because honesty-humility encompasses several facets of moral behavior, it is likely to play a role in third-party moral judgment. This trait subsumes various facets such as sincerity, modesty, fairness, and greed-avoidance (Ashton \& Lee, 2009). Honesty-humility predicts the active aspect of prosocial behavior (such as help and cooperation; (Hilbig et al., 2013)). It represents fairness, sincerity and honesty versus pretentiousness, conceitedness and narcissism (Lee \& Ashton, 2008). People who score low on honesty-humility feel entitled and motivated to attain profit by exploiting others (Exline \& Geyer, 2004; Perugini et al., 2003).

There is evidence that people high on this trait may be harsher toward an agent who broke -or attempted to break- moral rules. Indeed, prosocial behavior may be accompanied with an increased need for justice and demand of higher compensation for victims of moral transgressions (Fehr \& Gächter, 2002). Conversely, people with antagonistic personality traits, such as narcissism and Machiavellianism (who score low on honesty-humility), show atypical moral judgment for different types of transgressions. For example, people scoring high on the dark triad (Paulhus \& Williams, 2002), or dark tetrad of personality (Furnham et al., 2013) are less severe toward an agent who harmed intentionally (Hart et al., 2020; Trémolière \& Djeriouat, 2016) or who attempted to harm someone (Djeriouat \& Trémolière, 2014). Besides, people under the subclinical range of sadism were harsher toward the agent of accidental harm (Trémolière \& Djeriouat, 2016). In keeping with the idea that honesty-humility may play a role in aversion to harm (Djeriouat \& Trémolière, 2014), this personality trait may predict harsher judgment when the intent to harm is present.

### 1.6. The present study

In the present pre-registered study, we aimed to determine the association between personality traits and third-party moral judgment, with a specific focus on honesty-humility, emotionality, and conscientiousness. We expected emotionality to predict the processing of the outcome, while we expected conscientiousness and honesty-humility to predict the processing of the agent's intent. We predicted that these personality traits will be most important in explaining interindividual differences when the intent to harm and the outcome are opposed, especially for accidental harm. Specifically, we expected emotionality to positively correlate with severity of punishment and blame of the agent following accidental moral transgressions, and to negatively correlate with acceptability of the agent's behavior. Conversely, we expected conscientiousness to negatively correlate with severity of punishment and blame following accidental moral transgressions, and to positively correlate with acceptability of the agent's behavior. Finally, we expected honesty-humility to positively correlate with severity of punishment and blame following intentional and attempted moral transgressions, and to negatively correlate with acceptability of the agent's behavior.

## 1. Method

### 2.1. Research Strategy

Our research plan including the protocol and the hypotheses was pre-registered on the Open Science Framework platform prior to collecting the data. The data, scripts and pre-registration report are publicly available at the link appearing at the end of the manuscript.

### 2.2. Sample size rationale

We used the $\mathrm{G}^{*}$ power software to estimate the minimum sample size for this study. We ran an a-priori power analysis for GLM (fixed model, $\mathrm{R}^{2}$, deviation from 0 ) with 5 predictors, with alpha $=0.05$, Power $=0.95$, effect size $\mathrm{f}^{2}$ set to 0.05 (small effect size expected). The required sample size to observe such effect size under these assumptions was 402 participants.

### 2.3. Participants

Four hundred and five participants aged 18 or older living in the United Kingdom were invited to complete an online survey on the Prolific service and were paid $£ 7 /$ hour upon completion. Participants who failed attention checks and/ or who were flagged as fraudulent respondents were excluded from analysis. Based on these criteria, we excluded 8 participants. The final sample included 397 participants (mean age $=33.9+13.4$ years, 248 females).

### 2.4. Material

Moral judgment task. Eight short stories featuring moral transgressions borrowed from Young and colleagues (Young et al., 2010) were used. The stories framed an interaction between an agent and a victim in a daily-life context. The type of moral transgression was manipulated using a $2 \times 2$ within-subject design with intent (present/absent) and outcome (harm/no harm) as categorical factors. This led to 4 conditions: intentional harm (intent present, harmful outcome), attempted harm (intent present, no harm), accidental harm (no intent, harmful outcome) and neutral as a control condition (no intent, no harm). See Table 1 for an example of a framing that could lead to 4 possible items. (Full description of the scenarios and conditions of moral transgressions is displayed in Appendix A). For each scenario, participants were asked to judge the agent's behavior on three outcome measures, using a 7-point Visual analog scale: (1) how acceptable the agent's behavior is (from "not at all acceptable" to "very acceptable"), (2) how
much blame the agent deserves (from "not at all" to "very much"), and (3) how much punishment the agent deserves (from "not at all" to "very much").

| Background | Erica is driving home when she sees a runner by the side of the road. The runner is bent over and has one hand on his chest. There is an empty asthma inhaler on the ground. |  |
| :---: | :---: | :---: |
| Foreshadow | Negative <br> The runner is having a serious asthma attack and needs to get to a hospital immediately before he goes into shock. | Neutral <br> The runner is just short of breath and has stopped to rest for a moment before continuing his long jog. |
| Intent | Negative <br> Because Erica sees the inhaler and the gasping runner, she believes that the runner is having an asthma attack and must get to a hospital immediately. | Neutral <br> Because Erica doesn't see the inhaler, she believes that the runner has just stopped to catch his breath and will continue his jog shortly. |
| Outcome | Negative <br> Erica continues to drive, leaving the runner. The runner faints and collapses. | Neutral <br> Erica continues to drive, leaving the runner. The runner catches his breath and is fine. |

Table 1. Item versions in the moral judgment task. Notes: The same framing leads to 4 intent by outcome combinations. A negative (respectively, neutral) foreshadow always precedes a negative (respectively, neutral) outcome.

Personality traits. Personality traits were assessed using two self-report questionnaires: the HEXACO personality inventory and the sensation seeking scale 5 . The HEXACO-60 inventory (Ashton \& Lee, 2009) is a 60 -item questionnaire that assesses 6 major personality traits (each consisting of 10 items): Honesty/Humility (e.g., "I would not use flattery to get a rise or a
promotion at work, even if I thought it would succeed"), Emotionality (e.g., "I would feel afraid if I had to travel in bad weather conditions"), Extraversion (e.g., "I rarely express my opinion in group meetings"), Agreeableness (e.g., "People sometimes tell me that I am too critical of others"), Conscientiousness (e.g., "I plan ahead and organize things, to avoid scrambling at the last minute"), and Openness to experience (e.g "I would enjoy creating a work of art, such as a novel, a song or a painting"). Participants rated their agreement with each item using a 5 -point Likert scale, ranging from "Strongly disagree" to "Strongly agree". Means scores are determined for each of the 6 dimensions. All personality dimensions showed an internal consistency (Cronbach's alpha) above 0.77 .

### 2.5. Procedure

Participants were told they would be asked questions about the behavior of one of the story's characters. They were presented with the moral judgment task immediately before or after completing the self-report questionnaires. Task order was counterbalanced across participants and had no impact on the main results. Participants were presented with 8 moral transgression items (2 items / condition). The presentation of items was pseudo-randomized. First, the association between framing and type of moral transgression was counterbalanced across participants. Second, the order of items was fully randomized. After completion of the moral judgment task, participants responded to attention checks asking whether they responded to the best of their ability (Yes / no / maybe / I don't want to answer) and whether they answered without reading the story (Yes / no / maybe / I don't want to answer).

### 2.6. Data analysis

Responses to the moral judgment task (level of acceptability, blame, and punishment) were analyzed using a within-subject design with "intent" and "outcome" as within-subject factors. We
used continuous predictors (scores at the HEXACO) to determine how individual differences in moral judgment are explained by personality traits for the different intent by outcome combinations. One item from the moral judgment task ("seatbelt") was excluded from the analysis because the control condition did not show the expected response pattern (low acceptability overall for the neutral condition, while acceptability of the neutral condition was homogeneously high for all other items).

We implemented linear mixed models following the steps outlined by Zuur (Zuur et al., 2009). We first assessed the relevance of using mixed models by computing a general linear model with the factors described above. As the residual variance was large enough, we constructed a series of mixed models. We determined the optimal random effects structure and then the optimal fixed structure. Since models with random slopes failed to converge, we used only random intercepts. Moreover, based on the AIC criteria, the different types of moral transgressions were coded as one 4-level factor (instead of being defined as the "intent" and "outcome" factors). The final model included type of transgression, honesty-humility, emotionality and conscientiousness as fixed factors, with by-subject and by-item random intercepts. The neutral condition (=control) was coded as the reference level of the type of transgression factor. Interaction terms between type of transgression and each of the three personality traits were included in the final model. The final model reads:

```
moral evaluation ~ transgression + honesty + emotionality + conscientiousness
+ transgression * honesty + transgression * emotionality + transgression *
conscientiousness + (1|item) + (1|subject)
```

Statistical significance of fixed effects and their interaction was obtained using the Satterthwaite approximation implemented in the ImerTest R package (Kuznetsova et al., 2017). The Satterthwaite approximation is one of the methods recommended for studies including a limited number of items (Luke, 2017), as in our case. Post-hoc pairwise comparisons were performed using Tukey tests from the Ismeans package (Lenth, 2016). We also ran exploratory
analyses to examine moral evaluation as a function of all 6 personality traits from the HEXACO as well as sensation seeking questionnaires.

## 1. Results

### 3.1. Manipulation check

Participants' moral judgment for the different types of transgressions was in accordance with the literature on moral psychology. Across evaluations of acceptability, punishment and blame, intentional transgressions were as expected the most severely judged, followed by attempted, and then accidental transgressions, while the most lenient judgment was consistently made for the neutral condition (See Supplementary results and Supplementary Figure 1 for detailed information).

### 3.2. Individual personality traits and moral judgment

To better visualize how moral judgment is predicted by specific personality traits independently of one another, we first ran Pearson's correlations between moral judgment (acceptability, punishment and blame) associated with each type of transgression (accidental, attempted, intentional, neutral), and all personality measures. Results are presented in Appendix B.

Next, in keeping with our preregistration, we determined the association between 3 of these personality traits and moral judgment in our main analyses (emotionality, conscientiousness, and honesty-humility). We first implemented linear mixed models for each type of moral evaluation (acceptability, punishment and blame), with type of transgression as categorical factor, personality traits (honesty-humility, emotionality, and conscientiousness) as continuous predictors and by-item and by-subject random intercepts. We report the main effects and interaction terms of the full model. Secondly, we implemented linear mixed models for each
type of transgression separately, with personality traits as fixed factors and by-item and bysubject random intercepts. This step allowed us to assess more specifically how personality traits relate to moral judgment for each type of transgression.

First, emotionality predicted acceptability ratings overall ( $F=3.83, p=0.051$ ). More specifically, higher emotionality was associated with lower acceptability of attempted transgressions ( $b=-0.029, S E=0.010, p=0.0043$ ) (Figure 1, top panel). Moreover, although the main effect of emotionality did not reach significance for decisions of blame ( $F=2.09, p=$ 0.15 ) and punishment ( $F=1.28, p=0.26$ ), the interaction with the type of transgression was significant for blame ( $F=3.10, p=0.026$ ) and marginally significant for punishment $(F=2.18, p$ $=0.088)$. In the case of intentional transgressions, higher emotionality marginally predicted an increase in blame $(b=0.017, S E=0.009, p=0.074)$ and punishment $(b=0.019, S E=0.01, p=$ $0.053)$ (Figure 1, central and bottom panels).

Second, conscientiousness did not significantly predict overall ratings of acceptability ( $F$ $=0.35, p=0.56)$, punishment $(F=0.060, p=0.81)$ and blame $(F=0.039, p=0.84)$. However, higher conscientiousness was associated with lower acceptability of the agent's behavior following intentional transgressions specifically ( $b=-0.017, S E=0.0077, p=0.027$ ) (Figure 1, top panel).

Third, we found a main effect of honesty-humility on acceptability of the agent's behavior ( $F=15.67, p<0.001$ ). Honesty-humility negatively predicted acceptability of accidental ( $b=-$ $0.030, S E=0.012, p=0.017$ ), and neutral transgressions $(b=-0.022, S E=0.0091, p=0.016)$, and tended to do so for attempted transgressions ( $b=-0.017, S E=0.010, p=0.099$ ), but did not significantly predict acceptability of intentional transgressions $\left(b=-2.10^{-5}, S E=0.0068, p=\right.$ 0.99 ) (Figure 1, top panel). However, the main effect of honesty-humility was not significant on blame ( $F=2.02, p=0.15$ ) and punishment ( $F=1.21, p=0.27$ ), and this trait did relate to punishment and blame judgments for any transgression (Figure 1, central and bottom panel).


Figure 1. Prediction of moral judgments by Honesty-Humility, Emotionality and Conscientiousness. Horizontal bars represent the 95\% Confidence Interval of the mean estimate.

## 1. Exploratory analyses

In the pre-registered exploratory analyses, we added the remaining personality variables from the HEXACO (openness to experience, agreeableness, extraversion) in the mixed models
in order to account for a larger range of personality traits. After running a posteriori sensitivity analyses, we found that the results reported below were large enough to be detected with sufficient statistical power. Importantly, in addition to preserving the specific link between honesty-humility, emotionality and conscientiousness and judgments of acceptability (as reported previously), inclusion of the remaining personality traits revealed (1) the significant relationship between extraversion and judgments of blame ( $F=7.87, p=0.005$ ) and punishment $(F=4.01, p=0.046)$, (2) the interaction between openness to experience and type of transgression for acceptability ratings ( $F=3.53, p=0.014$ ), explained by a negative correlation between openness to experience and acceptability of the agent's behavior following attempted transgressions $(b=-0.024, S E=0.012, p=0.038)$, and (3) enhanced the association between emotionality and overall acceptability ( $F=4.95, p=0.027$ ) as well as decisions of blame $(b=0.020, S E=0.010, p=0.053)$ and punishment $(b=0.019, S E=0.011$, $p=0.072$ ) following intentional transgressions specifically (Figure 2). In exploratory analyses, we determined whether sensation seeking predicted moral judgment beyond the hexaco traits and found no evidence thereof (see Supplementary results). In unplanned exploratory analyses, we determined whether the influence of personality traits on moral judgment was dependent on gender. As gender differences have been reported in honesty-humility and emotionality (Weller et al., 2018), we controlled for this potential confound (supplementary results). The main effect of gender was not significant, but gender interacted with conscientiousness for judgments of acceptability $(F=4.34, p=0.038)$.


## Transgression

-- Neutral
-- Intentional
-- Attempted
-- Accidental

## p-level

- n.s.
- $\mathrm{p}<0.05$
( $\mathrm{p}<0.01$

Figure 2. Prediction of moral judgments by the HEXACO personality traits. Horizontal bars represent the 95\% Confidence Interval of the mean estimate.

## 4. Discussion

We investigated the relationship between personality traits and third-party moral judgment. Across different intent by harm combinations, we found that judgment severity for the different types of transgressions was selectively predicted by personality variables. While higher honesty-humility scores were associated with lower acceptability of moral transgressions overall, emotionality and openness to experience were negatively correlated with acceptability ratings when the agent attempted to harm, and conscientiousness was negatively correlated with acceptability of intentional harm. We also found that emotionality was moderately associated with increased punishment and blame of an agent who harmed intentionally.

### 4.1. Emotionality modulates the intent-based process of moral judgment

Our finding that emotionality predicts moral judgment is in line with the literature that used moral dilemmas in typical populations (Conway et al., 2018; Crockett et al., 2010; Greene et al., 2004; Suter \& Hertwig, 2011; Kroneisen \& Heck, 2020) as well as with evidence of atypical moral judgment in subclinical or clinical populations with emotional deficits (Djeriouat \& Trémolière, 2014; Karandikar et al., 2019; Patil \& Silani, 2014b; Young et al., 2010). Alexithymia has for instance been associated with less concern for the victim (Patil \& Silani, 2014a) and psychopathy has been associated with less concern over a victim's death (Behnke et al., 2020).

However, contrary to our hypothesis, we found that emotionality predicts acceptability of attempted harm, but not accidental harm. Moreover, after adding extraversion to the model in exploratory analyses, emotionality also tended to predict punishment decisions and blame of intentional harm. These results suggest that emotionality may sometimes modulate the intent-
based process as much as (or even more so than) the outcome-based process when deciding about moral wrongness. This is consistent with some recent revisions of the dual-process model of moral judgment (Cushman, 2013), which posit that affect may influence both processes. The present findings further converge with the recent observation that distinct emotions may be triggered by the intent to harm on the one hand, and the victim's harm on the other hand (Hechler \& Kessler, 2018). More specifically, anger at an agent who intends to harm is distinct from empathic concern for the victim (Hechler \& Kessler, 2018).

Why did emotionality fail to predict judgment of accidental transgressions in the current study? We see two potential explanations: the contact principle and the action/ omission distinction, which are critical to the judgment of moral transgressions (Cushman, 2013). First, the contact principle of moral judgment suggests that someone who inflicted harm directly (by physical force) is judged more severely than someone who harmed indirectly (Cushman, 2013; Greene et al., 2009). In short, not only the presence of harm induces an emotional response, but also how it has been done (i.e., giving someone poisonous food versus beating someone). The fact that harm is not inflicted directly in all our scenarios may explain why individual differences in emotionality don't explain the judgment severity of accidental harm. Second, when (accidental) harm results from an action, the transgression is judged more severely than when (accidental) harm results from an omission, an effect known as the "omission bias" (Baron \& Ritov, 2004; Spranca et al., 1991). In our study, the victim's harm resulted mostly from omissions. As a consequence, emotionality may have predicted moral condemnation to a lesser extent for harmful omissions than it would have for harmful actions.

### 4.2. Conscientiousness is associated with more severe judgment of moral wrongness following intentional harm

People high in conscientiousness favor deliberative thinking more than others when making a decision (Ashton \& Lee, 2009), and we expected this to also be the case for moral judgment. More specifically, we reasoned that the careful examination of intentionality may play a greater role in people with high conscientiousness. Accordingly, we expected conscientiousness to predict the judgment of accidental harm especially, because this is a situation in which the output of the intent-based and outcome-based processes are opposed and whereby deliberation is presumably needed to solve the conflict (Greene, 2007; Greene et al., 2004). However, conscientiousness did not relate to judgment of accidents in the present study. Rather, we found that conscientiousness was associated with less acceptability of the agent's behavior following intentional transgressions.

Previous studies on moral dilemmas have found that greater deliberation was associated with greater acceptability of inflicting harm for utilitarian motives (Bartels, 2008; Behnke et al., 2020), and accepting harm as a mean to preserve the greater good was cognitively demanding (Greene et al., 2008; Suter \& Hertwig, 2011; Trémolière et al., 2012). The present study complements this literature by suggesting that deliberative thinking may additionally modulate moral outrage following unfair or evitable harm, that is, when an agent harmed intentionally without utilitarian motives.

### 4.3. Honesty-Humility modulates moral outrage, but not punishment decisions

We expected honesty-humility to be more sensitive to the intent to harm, and thus to be associated with more severe judgment of intentional and attempted transgressions. On the contrary, honesty-humility was negatively correlated with acceptability of the agent's behavior following accidental transgressions.

This finding seems hardly reconcilable with previous evidence indicating that people are particularly sensitive to the unfairness component of harmful events. Moral outrage following
harm is, for instance, higher if harm serves unfair motives (Fehr \& Gächter, 2002), and prosocial attitude is associated with a greater need for justice in third parties in order to compensate for unfair harm (Pfattheicher et al., 2019). Honesty-humility also predicts desirability of revenge (Edwin Sheppard \& Boon, 2012). Despite this indirect evidence that honesty-humility may be associated with harsher judgment of intentional and attempted transgressions, individual variability in this trait failed to predict outrage and condemnation of a malevolent agent in the current study.

By contrast, this finding may support the idea that honesty-humility is related to aversion to actual harmful outcomes rather than aversion to harmful intents. Such aversion may thus predict greater moral outrage when an agent accidentally harms another. In people with dark personalities, who are less reluctant to inflict harm, honesty-humility indeed seems to reduce utilitarianism (Djeriouat \& Trémolière, 2014). However, since honesty-humility also negatively predicted acceptability in the neutral condition, this result should be interpreted with caution.

Interestingly, honesty-humility predicted judgments of acceptability, but not judgments of punishment and blame. This suggests that individual variability in this trait is more predictive of moral outrage than it is of punishment. Even though punishment decisions and moral outrage at third parties are correlated overall (Hechler \& Kessler, 2018), individuals with high honestyhumility may not necessarily punish an agent in proportion to the harm done or to the outrage triggered. Speculatively, because honesty-humility is associated with cooperation (Hilbig et al., 2013), concern for justice in individuals scoring high on this trait may be more oriented toward compensation for the victim and rehabilitation of the agent, and less so toward retributive punishment.

## 5. Conclusion

In sum, we found that personality may play a moderate, yet selective role in third-party moral judgment. Our study suggests that some personality traits may contribute both to the intentbased and outcome-based processes of moral judgment, while others may modulate one of these two processes. With this respect, it calls for further investigation of the sub-processes underlying the examination of intent and outcome. Future work should study the interaction between individual dispositions and contextual factors in third-party moral judgment. An interesting avenue is for instance how identification with the agent or the victim modulates judgment of different types of transgressions.
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