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ABSTRACT
Layout analysis and optical character recognition have be-
come traditional tasks for processing historical prints, but
are now insufficient. Additional information is found in ty-
pographic emphasis, such as bold and italic letters. They
carry semantic meaning (titles, emphasis. . . ) and also outline
the structure of the page (entries, sub-parts. . . ). Retrieving
such data is therefore crucial for information extraction and
automatic document structuring. In this paper, we introduce
the Bold-Italic-Regular (BIR) database, which contains 285
pages of scanned, list-like historical prints that have been an-
notated at word level with bold and italic emphasis. Baseline
results are provided for word detection and style classification
using state-of-the-art deep neural network models, highlight-
ing promising possibilities, such as near-human performance
for isolated word classification, but also demonstrating limi-
tations for the task at hand.

CCS CONCEPTS
• Applied computing → Arts and humanities; Optical char-
acter recognition.
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1 INTRODUCTION
Thanks to the recent improvements of Handrwritten Text
Recognition (HTR) engines [4, 24] and the creation of user-
friendly interfaces [10, 14], retrieving the text from an image
has become an increasingly easy task. But along with the text
itself, (old) prints offer additional graphic information that
convey a semantic meaning that is still too often forgotten.
It is the case of the layout (e.g. a paragraph starts with a
carriage return and, potentially, an indentation), but also
of typographic emphasis (e.g. a title is in italic, such as
a loan word). Identifying the latter is therefore crucial for
digitisation tasks, may it be for traditional mining purposes
(e.g. retrieving all the titles of works mentioned), but also
automatic structuring of the text (e.g. encoding the logical
structure thanks to physical and graphical hints found on
the page).

The BIR database1 introduced in this paper provides the
research community with a benchmark dataset for developing
and comparing methods for identifying bold and italic em-
phasis on scanned page images of list-like historical prints. In
an experimental evaluation, we evaluate and compare state-
of-the-art deep neural network models, including YOLOv5 [8]
for word detection and MobileNetV2 [17] and Xception [1] for
style classification. The obtained baseline results are promis-
ing but also demonstrate the difficulty of the task and the
current limitations of the state of the art.

2 RELATED WORK
To be precise, “style” (e.g. italic, oblique. . . ) or “weight” (e.g.
bold, thin. . . ) are attributes of possible “fonts” (e.g. Gara-
mond, Arial. . . ). When combined together we talk about a
“typeface” (e.g. Garamond in bold vs Garamond in italic).
These fonts are associated to “scripts” (e.g. latin for French
or English, cyrillic for Russian or Serbian. . . ). Very few re-
searchers have addressed directly the question of typographic
emphasis, but many have tackled the problem while deal-
ing with a larger one – usually the identification of fonts or

1The BIR database is available via https://github.com/asciusb/BIR-
database.
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scripts, which are necessarily embodied in a typeface that
can be in bold or italic.

The oldest approach to address typographic emphasis is
the one of optical font recognition (OFR). Researchers have
first tried to solve it using a font model base of several
hundred known fonts and a multivariate Bayesian classifier
[26]. Further studies have associated typographic emphasis
with a texture. On the one hand, a simple weighted Euclidian
distance has been used to classify fonts of synthetic data, after
extracting features such as spatial frequency and orientation
with multi-channel Gabor filters [25]. On the other hand, local
binary patterns have been used with a synthetically generated
database of arabic text images [12]. Most recent approaches
obviously use neural networks, may they be LSTM [20] or
CNN [19].

In the past few years, in parallel to OFR, script recognition
has benefited from numerous studies [22], some of which may
well be useful for the identification of typographic emphasis.
It is particularly the case of experiments using the neural
network implementation of OCR engines to identify multiple
scripts at text-line level [23], a strategy used successfully for
recognizing semantico-typographic classes (dictionary entry,
antiqua, fraktur, author’s name and letter-spacing) in a real
historical use case: Daniel Sander’s Wörterbuch der Deutschen
Sprache [15].

3 THE BIR DATABASE
In the following, we comment on the general context of list-
like historical prints, describe the specific document collection
that constitutes the Bold-Italic-Regular (BIR) database, and
provide details on how the scanned pages were annotated.

3.1 List-Like Historical Prints
During the past decade, list-like documents have drawn con-
siderable attention from digital humanists, may they be art
historians [9], historians [3], linguists [16], philologists [7]. . .
Such documents have the particularity to use typographic
emphasis to organise a rather dense information. Italic is
used to identify professions in phone directories (cf. fig. 1),
examples in dictionaries (cf. fig. 2) or title of works in manu-
script catalogues (cf. fig. 3). Bold tends to have a more unified
usage, and delimits the subject of the entry. Additional styles,
such as small capitals, can also be found, as shown in the
first example of the Annuaire-Almanach.

Figure 1: Annuaire-almanach du commerce, de l’industrie,
de la magistrature et de l’administration, 1894, p. 1272,
ark:/12148/bpt6k9732740w/f1498.

On top of additional mining options, typographic empha-
sis can be used to structure documents that we would like
to encode. Bold is not only the topic of an entry, but the

Figure 2: Dictionnaire de l’Académie française - sixième
édition, Paris: Firmin Didot, 1835, vol. 1 (A-K.), p. 450,
ark:/12148/bpt6k12804289/f490.

Figure 3: Catalogues de lettres autographes, manuscrits, doc-
uments historiques, etc., Paris: Auguste Laverdet, N°1, avril
1856, p. 5, ark:/12148/bpt6k9687751c/f17.

most efficient way to locate its beginning, and italic the only
solution to locate specific passages. Without the information
that some characters are in bold font, it is impossible to
differentiate the first line (24. La Rochefoucauld) from the
third (2 gr. . . ) in the fig. 3. Similarly, it is impossible to
distinguish the definition from the examples in the fig. 2, or
the biographical sub-part (in green) from the philological one
(in blue) in the fig. 4, and reconstitute with precision the
entry in XML for further exploration [7] .

Figure 4: Librairie autographe Ancienne et autographe Paris:
Jacques Charavay, N°156, avril-mai 1867, p. 6

Figure 5: TEI modelling of fig. 4.

3.2 Document Collection
The BIR database contains a subset of 285 pages come from
exhibition [21] and sale catalogues [5], for which we have
strong evidences that using bold and italic information in-
crease the precision of the extraction and the structuring
[6]. Carefully selected excerpts have been taken in the doc-
umentation of the Artl@s and the Katabase projects, i.e.
mainly 19th French catalogues, which remains our primary
target. Other types of documents (e.g. a 19th Latin lexicon)
or in other languages than French (e.g. the São Art Paulo
Biennale) have been added to diversify the data, as well as

https://gallica.bnf.fr/ark:/12148/bpt6k9732740w/f1498
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more recent catalogues (20th and 21th c.). Tab. 1 lists the
number of pages considered for the BIR database, according
to different categories.

19th prints 220 Exhibition catalogues 143
20th prints 67 Manuscript catalogues 111

French documents 258 Other documents 33
Foreign documents 29

Table 1: Number of pages according to different categories

3.3 Ground Truth Annotation
The words of the original database were segmented and
classified according their style with the ABBYY FineReader
software [18]. The word segmentation was excellent but the
style classification was far less successful. Each sentence was
manually annotated with HTML tags to identify bold and
italic words and the transcription was improved.

To conduct our experiments it was necessary to align
the style information contained in the sentences with the
locations of each word. Due to the manual correction of
the transcription at the sentence level, the number of words
contained in the sentence regularly differed from the number
of words in the ABBYY FineReader output.

To solve this problem, a string edit distance algorithm was
used to find the closest matching words, in order to correctly
transfer the typographic emphasis. Finally, the ground truth
file was manually inspected and corrected by adding, merging,
and splitting word bounding boxes, and correcting the style
information. Pages containing no text and those requiring
too much manual editing were excluded. Table 2 lists some
basic statistics of the resulting BIR database.

Documents 35
Pages 285
Words 88,019
- bold 2,106
- italic 5,745
- regular 80,168

Table 2: BIR database.

4 BASELINE RESULTS
Several experiments have been conducted on the BIR data-
base to establish baseline results with methods from the
current state of the art. Two tasks are considered, word
detection and style classification.

4.1 Word Detection
Word detection aims at localizing words on a scanned page.
We perform this task with a fully-convolutional object de-
tection network, which takes a whole page image as input
and provides bounding boxes around the detected words as
output.

The YOLO [13] (You Only Look Once) model is considered,
which has been a pioneering architecture for one-stage ob-
ject detection and remained competitive over the years both
in terms of speed and accuracy. The architecture consists
of a convolutional backbone, followed by a feature pyramid
neck that combines the extracted features at different scales,
which are then processed by the head that computes two
loss functions, one for bounding box regression and one for
bounding box classification. In our case, three style classes
are considered: bold, italic, and regular. Experiments are
performed with the PyTorch-based YOLOv5 [8] version us-
ing the medium-sized YOLOv5m model with 21.4 million
parameters pre-trained on the COCO [11] database.

Image preprocessing includes downscaling to a height of
1024 pixels, keeping the same aspect ratio, in order to fit the
input images into the GPU memory. Furthermore, random
scaling, translation, and rotation operations are applied dur-
ing training to augment the number of training samples and
improve the generalizability of the model.

4.2 Style Classification
Style classification aims at determining the style of an indi-
vidual word image that has already been localized on the
scanned page. The BIR database distinguishes bold, italic,
and regular words.

Two fully-convolutional network architectures are used for
establishing baseline results, namely MobileNetV2 [17] and
Xception [1]. They were chosen with respect to their excellent
classification performance on ImageNet [2] and to include
both a smaller (MobileNetV2: 3.5 million parameters) and
a larger (Xception: 22.9 million parameters) architecture.
Experiments are performed with a Keras-based implementa-
tion and ImageNet pre-trained parameters. We drop the top
layer, perform global average pooling to reduce the spatial
dimensions, add a dense layer with 100 neurons, dropout,
and rectified linear unit (ReLu) activation, and finish with a
softmax classification layer. The architectures are illustrated
in Figure 6.

Figure 6: Network architecture for style classification using
MobileNetV2 and Xception, respectively.

Image preprocessing includes resizing to (160, 160) pixels
and normalizing the RGB inputs to (-1,1) to match the
pre-training condition.
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As shown in Table 2, there is a significant class imbalance
among the three classes, with regular being the majority class
and bold and italic being the minority classes. We consider
two strategies to alleviate this class imbalance:

∙ Balancing via over-sampling and under-sampling. We
define a fixed amount of 𝑛 training samples for each
class, under-sample the majority class, randomly select-
ing 𝑛 samples, and over-sample the minority classes,
repeating the samples until 𝑛 is reached.

∙ Using class weights for the loss function. We weight the
loss of the minority classes with factor 𝑚

𝑚′ where 𝑚 is
the number of majority samples and 𝑚′ is the number
of minority samples, in order to give more emphasis to
the minority samples during training.

4.3 Experimental Setup
Two datasets splits are defined for experimental evaluation.

∙ TVT. In this standard setup, the 285 pages are ran-
domly distributed into three distinct sets for train-
ing the neural networks (50%), validation of meta-
parameters (25%), and testing of the final system per-
formance (25%).

∙ CV5. In this cross-validation setup, the 35 documents
are split into five distinct parts, each containing 7
documents. Five cross-validations are performed using
three parts for training, one part for validation, and one
part for testing, thus allowing to test the generalization
capability of a trained network to an unseen document.

For word detection, the TVT setup is considered, training
the YOLOv5m network with its default fine-tuning hyper-
parameters 100 epochs on the training set until convergence.
This base model is then further fine-tuned on an augmented
dataset, randomly scaling, translating, and rotating each page
hundred times. The augmented model is trained 20 epochs
until convergence, which takes about 1 hour on two Titan
RTX cards.

The detection performance is evaluated with respect to
precision (#correct detections / #detections), recall (#cor-
rect detections / #words), and F1-score (harmonic mean of
precision and recall), considering a detection as correct if its
intersection over union (IoU) with the ground truth box is
larger than 50%.

For style classification, an initial experiment is conducted
with the MobileNetV2 for the TVT setup. Afterwards, more
detailed experiments are conducted for the CV5 setup, com-
paring MobileNetV2 with the larger Xception architecture
and the two strategies for coping with class imbalance, class
balancing and class weights respectively. The networks are
trained with categorical cross-entropy loss and an adaptive
Adam learning rate 50 epochs until convergence, which takes
about 50 minutes on a Titan RTX card.

The best model is selected with respect to its accuracy
on the validation set and then evaluated on the test set.
Precision, recall, and F1-score are calculated for each style

Table 3: Word detection results on the TVT test set.

Precision Recall F1-Score

YOLOv5m 0.93 0.90 0.91

individually (bold, italic, regular), as well as their macro-
average, i.e. the average of the evaluation measures without
weighting with the number of samples from each class.

4.4 Results
Table 3 presents the detection performance achieved with the
YOLO model on the TVT test set and Figure 7 illustrates
some exemplary detection results. The object detection net-
work is able to retrieve words with recall and precision over
90%, which demonstrates the feasibility of the approach but
clearly leaves room for improvements. Typical errors include
missing words (document in the middle) and errors due to
ink bleed-through (document on the right).

Figure 7: Word detection using YOLOv5m. Ground truth is
marked in blue, detected words in green, missing words in
red, and insertion errors in magenta.

Table 4 shows the style classification results with the Mo-
bileNetV2 model on the TVT test set. Overall, the achieved
macro-average of 90% F1-Score is a promising result, espe-
cially when compared with ABBYY FineReader, which fails
almost completely for style classification. While the retrieval
of regular text is nearly perfect, only three out of four bold
words are retrieved and the recall of italic words is also below
90%, illustrating the difficulty of the task even when training
samples of the same document collection are available. Ta-
ble 5 provides more details on the misclassifications. There
is no confusion between bold and italic but both means of
typographic emphasis are frequently confused with regular
text.

Finally, the transfer of style classification to unseen doc-
ument collections is assessed in the CV5 cross-validation
setup. Table 6 shows the macro-average of the F1-score for
MobileNetV2 and Xception, as well as for the class balancing
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Table 4: Style classification results with MobileNetV2 on the
TVT test set.

Precision Recall F1-Score

Regular 0.98 0.99 0.99
Bold 0.93 0.76 0.84
Italic 0.92 0.85 0.89

Macro-Average 0.95 0.87 0.90

Table 5: Style confusion matrix for MobileNetV2 on the TVT
test set.

Regular Bold Italic

Regular 19,435 35 75
Bold 143 459 0
Italic 160 0 909

Table 6: Style classification results on the CV5 test sets in
terms of macro-average of the F1-score. The best result is
highlighted in bold font for each cross-validation.

CV1 CV2 CV3 CV4 CV5

MobileNetV2 0.80 0.77 0.76 0.71 0.60
Xception 0.93 0.70 0.74 0.70 0.59

Class Balance 0.76 0.64 0.69 0.67 0.54
Class Weights 0.71 0.59 0.74 0.69 0.57

and class weight strategies when applied to MobileNetV2.
In this scenario, the overall performance drops significantly,
demonstrating how difficult it is to transfer knowledge on
typewritten emphasis from one printed document collection
to another. In four out of five cases the MobileNetV2 archi-
tecture achieves the best result. The basic strategies to cope
with class imbalance are not able to improve the results.

It is also interesting to notice the relatively large variance of
the results among the five cross-validations, highlighting the
fact that each document collection has its specific properties
and challenges.

4.5 Comparison with Human Performance
In a final experiment, we have investigated how the per-
formance of the automatic system compares with human
performance if the human is only presented with individual,
cropped out word images without their context. For this pur-
pose, we have randomly selected 1,000 words from the test set
of the TVT setup, according to a non-uniform distribution:
325 regular words, 425 bold words, and 250 italic words. A
human expert, who has created ground truth at page level,
was asked to classify the individual word images by putting
them into three distinct folders. The human was made aware
of the fact that the word distribution is not uniform, without

Table 7: Style classification results on the 1,000 words test set
in terms of F1-score.

Regular Bold Italic

MobileNetV2 0.82 0.86 0.92
Human expert 0.85 0.87 0.95

Table 8: Style confusion matrix for MobileNetV2 on the 1,000
words test set.

Regular Bold Italic

Regular 323 0 2
Bold 103 322 0
Italic 35 0 215

Table 9: Style confusion matrix for the human expert on the
1,000 words test set (excluding 27 non-annotated samples).

Regular Bold Italic

Regular 303 9 4
Bold 93 331 0
Italic 17 0 216

providing any hints about their real distribution, to avoid a
bias when distributing the words into the different folders.

To our surprise, the human expert refused to classify 27
images because they were near-empty or of low quality. These
samples have been excluded from the evaluation of the human
performance.

Tables 7-9 demonstrate that the automatic system reaches
near-human performance for isolated word classification. While
it is possible that neural networks may outperform humans
for this task in the future, it also highlights that taking contex-
tual information from the whole document page into account
is expected to be a key element to improve the performance
in the future.

5 CONCLUSION
The BIR database and its baseline results for word detec-
tion and style classification demonstrate the difficulty of
identifying typewritten emphasis in historical prints. Given
the importance of style emphasis for document analysis and
understanding, we hope that our research database can con-
tribute to the development of novel methods in this field. A
promising line of research is related to building combined
word localization, recognition, and style classification models.
Furthermore, data augmentation, synthesis, and balancing
strategies are expected to play a central role when developing
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more robust systems that generalize well to unseen docu-
ment collections. Going beyond isolated word classification
by including more contextual information is expected to be
of fundamental importance for improving the performance.
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