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ABSTRACT
Purpose: Biological and/or physical assays for retrospective dosimetry are valuable tools to 
recover the exposure situation and to aid medical decision making. To further validate and 
improve such biological and physical assays, in 2019, EURADOS Working Group 10 and RENEB per- 
formed a field exercise in Lund, Sweden, to simulate various real-life exposure scenarios.
Materials and methods: For the dicentric chromosome assay (DCA), blood tubes were located at 
anthropomorphic phantoms positioned in different geometries and were irradiated with a 1.36 
TBq 192Ir-source. For each exposure condition, dose estimates were provided by at least one 
laboratory and for four conditions by 17 participating RENEB laboratories. Three radio-photolumi
nescence glass dosimeters were placed at each tube to assess reference doses.
Results: The DCA results were homogeneous between participants and matched well with the ref
erence doses (>95% of estimates within ±0.5 Gy of the reference). For samples close to the source 
systematic underestimation could be corrected by accounting for exposure time. Heterogeneity 
within and between tubes was detected for reference doses as well as for DCA doses estimates. 
Conclusions: The participants were able to successfully estimate the doses and to provide import
ant information on the exposure scenarios under conditions closely resembling a real-life situation.
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Introduction

Due to very high safety standards, accidentai exposures to 
ionizing radiation are nowadays, fortunately, rare events. 
Nevertheiess, there is a smaii risk for radioiogicai or nuciear 
terrorist attacks threatening a large number of individuals. 
Furthermore, although mostly at relatively low doses, small-

scale accidents or suspected accidental exposures to ionizing 
radiation occur sometimes in medical or industrial applica
tions (Beinke et al. 2015; Wernli et al. 2015; Elmiger et al. 
2018; Tawn et al. 2018; Güçlü 2021). In the case of small or 
large scale radiological accidents, it is crucial to provide reli- 
able dose estimates or dose categories for potentially
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exposed individuals to aid the decision making on legal con
séquences, on the necessity of clinical treatments or to 
reassure ‘worried well’ individuals (Kulka and Wojcik 2017; 
Barquinero et al. 2021). Methods for retrospective physical 
and biological dosimetry are very valuable tools to provide 
dose estimates after an unclear exposure to ionizing radi
ation occurred (IAEA 2011; Trompier, Burbidge, et al. 2016; 
Wojcik et al. 2017; ICRU 2019). For biological dosimetry, 
the dicentric chromosome assay (DCA) is considered the 
gold standard for recent radiation exposure (Blakely et al. 
2009; Hall et al. 2017) and enables high-quality assessments 
of the blood dose. However, the DCA needs a relatively 
large amount of work to produce dose estimates 
(Oestreicher et al. 2018), requiring new strategies to speed 
up analysis and/or share the workload (Jaworska et al. 
2015). One approach to tackle this problem is based on net
working among national and/or international laboratories. 
In recent years, several international networks for biological 
dosimetry were established in Europe, Asia, Latin American, 
Canada, and the United States (Kulka et al. 2018).

High-quality standards for the experimental work and the 
statistical methods for dose and uncertainty estimation are 
crucial for reliable dose estimates. In recent years, much 
effort has been undertaken to standardize methods for retro- 
spective physical and biological dosimetry as well as the 
associated statistical routines (ISO21243 2008; IAEA 2011; 
ISO17099 2014; ISO19238 2014; Gregoire et al. 2017; 
ISO20046 2019; ISO13304 2020a, 2020b). In general, net
working between laboratories improved quality standards 
and increased harmonization of dose estimates between 
member laboratories (Di Giorgio et al. 2011; Jaworska et al. 
2015; Wojcik et al. 2017). In the European RENEB 
(Running the European Network of Biological and retro- 
spective Physical dosimetry), the central aims are to ensure 
availability, quality, and efficiency in the assessment of indi- 
vidual radiation doses after exposure by facilitating mutual 
assistance of international partner laboratories and to iden- 
tify needs for training and harmonization in the field of 
retrospective physical and biological dosimetry. Similarly, 
within EURADOS (European Radiation Dosimetry Group) 
WG10 (Working Group 10; retrospective dosimetry), a 
multi-parameter approach for retrospective dose assessment 
has been established based on physical and biological meth- 
ods and newly developed approaches are constantly eval- 
uated (Ruhm et al. 2018). RENEB and EURADOS WG10 
closely collaborate to provide and validate multiple methods 
for retrospective dosimetry that can be applied in emergency 
cases (Kulka et al. 2017; Ainsbury et al. 2017). Scientific 
exercises and international inter-laboratory comparisons 
(ILCs) are central tools to ensure high-quality standards and 
to identify potential needs for future improvements. In the 
frame of RENEB or EURADOS WG10, several exercises 
have been performed in recent years to evaluate methods for 
biological or physical retrospective dosimetry (Brzozowska 
et al. 2017; Barnard et al. 2015; Abend et al. 2016; Manning 
et al. 2017; Depuydt et al. 2017; Moquet et al. 2017; 
Oestreicher et al. 2017; Terzoudi et al. 2017; Gregoire et al. 
2021; Wieser et al. 2005; Wieser et al. 2006; Hoshi et al.

2007; Ivannikov et al. 2007; Fattibene et al. 2011; Bassinet 
et al. 2014; Fattibene et al. 2014; Trompier, Burbidge, et al. 
2016; Ainsbury et al. 2017). Furthermore, in the frame of 
the research project CATO (CBRN crisis management, 
architectures, technologies and operational procedures), a 
field test where a radioactive source was placed in the bag- 
gage compartment of a bus was performed to test physical 
and biological methods for retrospective dosimetry in a 
simulated potential real-life scenario (Rojas Palma 
et al. 2020).

The current exercise was planned and performed in 
cooperation by EURADOS WG10 and RENEB in Lund, 
Sweden in October 2019, to resemble a small scale exposure 
scenario of a few individuals, exposed in different geome- 
tries, to test the ability of the different assays alone or in 
combination to resolve the exposure types as well as the 
relevant doses (Waldner et al. 2021). In comparison to 
standard ILCs performed under controlled laboratory condi
tions, this exercise was a field test, to more closely resemble 
a real-life scenario, where exposure conditions and logistical 
aspects are much more difficult to control than in the 
laboratory. In total four anthropomorphic phantoms were 
equipped with several materials that were used for retro- 
spective physical and biological dosimetry (Waldner et al. 
2021). Biological dosimetry for a variety of exposure scen- 
arios was performed based on the DCA by the participants 
and the resulting dose estimates were compared to reference 
dose estimates from radio-photoluminescence (RPL) glass 
dosimeters (GD). The aim of the exercise was to validate 
different dosimetric methods in parallel as well as the per
formance of laboratories for a given tool. In the current 
paper, the resulting dose estimates from the DCA are shown 
and discussed in detail, clearly demonstrating that RENEB 
partner laboratories are able to provide reliable dose esti- 
mates based on the DCA, also under field conditions with 
many parameters contributing to uncertainties. Separate 
publications are in preparation to present the results of the 
other methods involved in the field exercise.

Materials and methods 

Irradiation scénarios

In the frame of the exercise, two irradiation setups were 
arranged with a total of four phantoms (Figure 1). The 
irradiation was performed with a 1.36 TBq 192Ir- source 
(Tech-Ops 880 Sentinal) intended for radiography. All phan- 
toms (P1-P4) were positioned on chairs at a height of 
45 cm. Details about the source, dose rates, phantoms and 
irradiation conditions can be found in Waldner et al. 
(2021). For biological dosimetry purposes, each phantom 
was equipped with 2 thermos flasks (Primus Trailbreak, 
550 ml) filled with water at approximately 37 °C. Tubes, 
each containing 7 ml blood, were placed in the thermos 
flask. The number of tubes per thermos flask varied accord- 
ing to the partners involved in the analysis. Three RPL GD 
were placed outside each blood tube in sealed vinyl bags at 
the surface facing the source along the vertical axis, at the 
bottom, middle and top. In addition, RPL GDs were placed
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around the outside of the thermos flasks (Figure 1(E,F)). 
The participating partners from the RENEB network ana- 
lyzed samples from flasks P1-A, P1-B, P3-A and P4-A. In 
the frame of EURADOS, additional samples from flasks P2- 
A, P2-B, P3-B and P4-B were analyzed only by single labo- 
ratories (BfS, Germany; PHE, UK; IRSN, France).

For the first irradiation (Figure 1(A,C,E)), the source was 
placed at a height of 59.5 cm from the ground, phantom P1 
was placed close (28 cm), in an anterior-posterior geometry to 
the source and flasks P1-A and P1-B were placed at the left

hip and left shoulder. Three tubes from each, P1-A and P1-B, 
were used for simulating a homogeneous exposure scenario 
and blood from one tube from each was mixed in a 50:50 pro
portion to simulate a heterogeneous exposure with two differ
ent doses (sample P1-MIX). Phantom P2 was placed angular 
(45° relative to P1) behind P1, at a distance of approximately 
70 cm to the source, to simulate a partially shielded exposure 
and was equipped with flasks P2-A and P2-B at the left and 
right hip, respectively. Each of the thermos flasks contained 
one tube with 7 ml blood. The water temperature was between

Figure 1. Irradiation setups and positions of samples for biological dosimetry. (A, C) setup of the first irradiation (phantoms P1 and P2), with samples P1-A (left hip) 
and P1-B (left shoulder) in red thermos flasks, samples P2-A (left hip) and P2-B (right hip) in black thermos flasks. (B, D) setup of the second irradiation (phantoms 
P3 and P4), with samples P3-A (left hip) and P3-B (left shoulder) in black, samples P4-A (left hip) and P4-B (right hip) in red thermos flasks. (E, F) RPL glass dosimeter 

reference doses measured outside the flasks. Red (hip) or yellow (shoulder) circles indicate the positions of flasks on the phantoms. Small blue circles indicate the 
position of the RPL reference glass dosimeters on the outside of the flasks. Missing doses are indicated by 'NA'.
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37 and 37.7 ° C before the irradiation and between 32.0 and 
32.5 °C after 1 h of irradiation.

For the second irradiation (Figure 1(B,D,F)), phantom P4 
was placed at a distance of 53 cm at an angle of 45° to the 
source to simulate a lateral exposure, flasks P4-A (3 tubes) 
and P4-B (1 tube) were located at the left and right hip, 
respectively. Phantom P3 was placed distant (114 cm) in an 
anterior-posterior geometry to the source and was equipped 
with flasks P3-A (3 tubes) and P3-B (1 tube), at the left hip 
and shoulder, respectively. The water temperature was 
between 38.2 and 39.3 °C before the irradiation and between 
27.7 and 33.1 °C after 2.5 h of irradiation. For each phantom, 
blood from the two thermos flasks (A&B) was mixed in 50:50 
proportions to simulate heterogeneous exposures with two 
different doses (P1-MIX, P2-MIX, P3-MIX, P4-MIX).

RPL GD reference dosimetry

A detailed description of the RPL glass dosimeters used for 
this field test can be found in (Waldner et al. 2021). For the 
purpose of biological dosimetry, RPL glass dosimeters were 
placed in a sealed vinyl bag for the measurements performed 
inside thermos flasks filled with warm water and on the 
external surface of the thermos flasks. Inside the thermos 
flasks, three dosimeters were placed on each blood tube at 
the surface facing the source along the vertical axis, namely 
at the top, center and bottom of the tube. The blood height 
in each tube was approximately 6 cm. The dosimeters were 
placed in this way to evaluate a possible dose gradient on 
the vertical axis and also to estimate the doses received by 
the samples. To evaluate a possible problem of the position- 
ing of the water container, for samples analyzed by the 
RENEB participants, additional dosimeters were placed in 
the horizontal plane around the outside of the flask at half 
height. Dose estimates from 1-4 dosimeters (blue circles in 
Figure 1(E,F)) were available for the analysis. This also aims 
to evaluate any possible perturbation caused by the phantom 
on which the containers were attached.

For the calibration of the RPL signal, RPL dosimeters of 
the same batch as used for the field exercise were irradiated 
at a known dose in a controlled facility. Two types of irradi
ations were performed to calibrate RPL in terms of absorbed 
dose in water and air kerma. Calibration in terms of 
absorbed dose in water was used to convert the RPL signal 
from GD placed in the thermos flasks and air kerma calibra
tion for GD placed around the outside of the thermos flasks. 
The calibration of the RPL GDs in terms of absorbed dose 
in water was performed with 4MV X-rays from LINAC 
(Elekta) at IRSN, France. RPL GDs irradiated at the LINAC 
facility were placed in a water tank, with water at 20 °C, 
according to the specification of IAEA TRS-398 protocol 
(IAEA 2001). Reference dosimetry was performed with a 
PTW 31010 ionization chamber calibrated in terms of 
absorbed dose in the water against 60Co gamma-rays. 
Dosimeters were also sealed in a vinyl bag. The delivered 
absorbed doses in water (Dw) ranged from 0.1 Gy to 3 Gy in 
order to provide a calibration curve. Uncertainty on the 
delivered Dw was estimated at 5% (k = 2). For calibration of

kerma in air, irradiations were performed with gamma-rays 
of a 137Cs radioactive source at the IRSN reference facility. 
Dosimeters were irradiated in the air behind a 2 mm PMMA 
plate as specified in the new version of the ISO standard 
(ISO4037-3 2019) with doses ranging from 10 mGy to 3 Gy. 
Uncertainty on-air kerma values was estimated at 2.5% 
(k = 2). For these irradiations, two dosimeters were irradi
ated per dose and configuration.

As the temperature of the water filling the containers was 
37 °C for the field exercise and 20 °C for the Dw calibration, 
the absence of an effect of temperature during the irradi
ation on the RPL signal intensity was verified. Two sets of 
six dosimeters were irradiated with 4 MV X-rays in the 
water tank at a dose of 5 Gy, one in water at 20 °C and the 
second one at 37 °C.

One RPL GD dose measured inside flask P1-A has to be 
considered as a very probable outlier (GD-1, P1-AIII, 
Table 1) and was excluded from the downstream analysis. 
This dose is above the doses measured at the front surface 
outside of flask P1-A (Figure 1(E)). This is a discrepancy to 
the expectation that the doses on the front, outside the flask, 
should be higher than the ones inside and is most likely due 
to a mixed-up dosimeter code.

Sample processing and shipment

Blood samples were shipped by express service within 18 h 
to IRSN (France), PHE (UK) and BfS (Germany). The pack
ages included one tube from each of the flasks P1-A, P1-B, 
P3-A and P4-A. Only single blood tubes from flasks P2-A 
and P2-B were shipped to PHE and from flasks P3-B and 
P4-B to IRSN (Table 1). The distribution of blood samples 
for preparation to three different laboratories was chosen to 
share the workload between these laboratories. The culturing 
and preparation were performed according to standard pro
cedures (IAEA 2011; ISO19238 2014). To achieve cell cycle 
control, Colcemid was added to the cultures after 24 h, at a 
final concentration of 0.04 mg/ml. Blood samples were cul- 
tured in total for 48 h (BfS, PHE) or 50 h (IRSN). The hypo- 
tonic treatment of cells was carried out with 75 mM KCl. 
Cells were then fixed in methanol: acetic acid (3:1) and the 
suspension was stored in the freezer (—18° C) before it was 
distributed to the participants. For the simulation of hetero
geneous exposure scenarios equal amounts of blood from 
two blood tubes exposed to different doses were mixed and 
processed as described above. The cell suspension for the 
50:50 mixture of sample P1-MIX was prepared at BfS and 
was due to the limited amount of blood available only ana- 
lyzed by 11 participants. From flasks P1-A and P1-B cell 
suspensions were provided to 7, 6 and 6 laboratories by BfS, 
IRSN and PHE, respectively. Cell suspensions from flasks 
P3-A and P4-A were provided to 7, 3 and 9 laboratories by 
BfS, IRSN and PHE, respectively. For logistical reasons, the 
cell suspensions were distributed to partners located close to 
the processing laboratories. In total 19 laboratories agreed to 
participate in the exercise, 16 laboratories provided the com- 
plete results with dose estimates in time. One laboratory did 
not provide any results, one laboratory only provided
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Table 1. RPL GD reference doses for tubes inside the thermos flasks.

RPL GDs inside thermos flasks (Dw, Gy)
--------------------------------------------------------------------------------------------------------------------------- Dose

Phantom Code Partner GD-1 (Bottom) GD-2 (Middle) GD-3 (Top) Median RPL dose rate (Gy/h)

Close to source
1 P1-AI PHE 2.22 1.79 2.02 2.02 2.02
1 P1-AII IRSN * 2.06 2.28 2.17 2.17
1 P1-AIII BfS 3.11 1.52 1.57 1.54 1.54
1 P1-A(MIX) BfS 2.13 1.91 1.46 1.91 1.91
1 P1-BI PHE 0.09 0.09 0.15 0.09 0.09
1 P1-BII IRSN 0.17 0.12 0.08 0.12 0.12
1 P1-BIII BfS 0.17 0.14 0.10 0.14 0.14
1 P1-B(MIX) BfS 0.20 0.17 0.18 0.18 0.18

Partly shielded
2 P2-A PHE 0.38 0.37 0.41 0.38 0.38
2 P2-B PHE 0.10 0.10 0.10 0.10 0.10

Distant
3 P3-AI PHE 0.33 0.31 0.32 0.32 0.13
3 P3-AII IRSN 0.26 0.22 0.31 0.26 0.10
3 P3-AIII BfS 0.30 0.33 0.33 0.33 0.13
3 P3-B IRSN 0.19 0.18 0.17 0.18 0.07

Lateral
4 P4-AI PHE 1.36 1.38 1.83 1.38 0.55
4 P4-AII IRSN * 1.68 1.77 1.73 0.69
4 P4-AIII BfS 1.31 1.20 * 1.25 0.50
4 P4-B IRSN 0.06 * 0.04 0.05 0.02

Three tubes with 7 ml blood for each sample P1-A, P1-B, P3-A, P4-A and one tube for each sample P2-A, P2-B, P3-B and P4-B were equipped with three RPL GD 
reference dosimeters, each. One additional tube with 7 ml blood from P1-A and P1-B was mixed in a 50:50 ratio to simulate a heterogeneous exposure with 
two doses. The column 'Partner' indicates the laboratory that prepared the cell suspension. The cell suspension for sample P3-B was prepared by IRSN and 
sent to BfS for analysis. *Stands for missing dosimeter and dose in bold for outlier dose.

dicentric counts without dose estimâtes and one laboratory 
sent the results late due to administrative problems with the 
courier services between the sending and the receiving insti
tutions, leading to a delay of approximately two months 
between the initiation and the final shipment of the samples.

Dicentric chromosome analysis

Conventional manual scoring and/or semi-automatic scoring 
were applied by the participants of the exercise. Most partners 
(n = 11) performed the manual scoring mode. In this conven- 
tional scoring mode, only metaphase spreads with 46 centro- 
meres were considered. The analysis procedure and detection 
of dicentric chromosomes were performed by well-trained 
and experienced human scorers at 63x or 100x magnification 
in the microscope and/or on the screen of a PC.

Some partners (n = 6) provided results for semi-automated 
scoring of dicentric chromosomes using the automatic scoring 
system Metafer 4 by MetaSystems (Altlussheim, Germany) 
including the software modules for metaphase finding 
(MSearch) to detect the metaphase spreads. In a second step, 
additional software tools were applied for auto-capturing of 
high-resolution images at 63 x magnification (with oil) 
(AutoCapt) and automatic detection of dicentric candidates 
(DCScore). In a third step, a human scorer evaluated the 
automatically detected dicentric candidates on the screen of 
the PC, thus resulting not in a full but in a semi-automated 
scoring approach (Romm et al. 2013).

Statistical analysis

Dicentric counts should be obtained for 500 cells if scored 
in manual mode or at least 1500 cells in semi-automatic 
mode. Each participating laboratory was sent an Excel

template to provide information on (a) the calibration curve 
used for dose estimation, (b) dicentric distributions with U 
values and dispersion indices (d) and (c) dose estimates 
based on the assumption of acute exposures with 95% confi
dence intervals (CI) for each of the blind samples. 
Furthermore, the participating laboratories were asked to 
use a newly developed statistical software for biological dos- 
imetry (Biodose Tools version 2019.10.15-beta) (Hernandez 
et al. 2019) with default settings. The estimated doses were 
sent to BfS where the evaluation of the results 
was performed.

After the resulting dose estimates were collected, the data 
were checked to ensure that the distribution of dicentrics 
corresponded to the number of dicentrics given in the excel 
sheets provided by the participating laboratories. Several 
typos were detected during this step and laboratories were 
contacted to double-check the values and provide corrected 
results. In the next step, doses were re-calculated with the 
statistic software R to check whether the provided doses 
could be reproduced with the calibration curve coefficients 
and dicentric counts provided by the participants. If incon- 
sistencies were observed the laboratories were contacted and 
asked to double-check their results and provide corrected 
results. Due to administrative problems with the shipment 
of samples, the results of Lab17 were provided after the RPL 
GD reference doses were revealed to the participating labo- 
ratories and are displayed in graphs and tables but not con- 
sidered for comparisons with the RPL GD doses within the 
text of this report. After the correction of typos in filling in 
the excel template, the provided doses corresponded to the 
re-calculated doses.

As routines for the estimation of a mixture of two doses 
were developed relatively recently (Pujol et al. 2016) and are 
currently not commonly used in the biological dosimetry



6 D. ENDESFELDER ET AL.

community, most laboratories did not provide estimâtes for 
a heterogeneous exposure with two different doses for sam- 
ple P1-MIX. To test whether the single mixture doses can 
be reproduced based on the dicentric distribution provided 
by the participating laboratories, the estimation of the het
erogeneous doses for sample P1-MIX was performed at BfS 
after the results were provided by the participants. Biodose 
Tools version 2019.10.15-beta (Hernandez et al. 2019) was 
used for the estimation of heterogeneous doses, using a sur- 
vival coefficient D37 = 2.7, that is, the dose where it is 
expected that 37% of the cells are killed (Lloyd et al. 1973). 
Similarly, dose estimates assuming a protracted exposure 
were performed at BfS based on the dicentric counts and 
calibration curves provided by each of the participants using 
the G-function approach (Lea and Catcheside 1942; IAEA 
2011), assuming a mean lifetime of breaks t0 = 2h (Lloyd 
et al. 1984; Bauchinger et al. 1979; IAEA 2011), which is 
defined as the average time until a lesion of the DNA 
is repaired.

Results

RPL GD reference doses

RPL GD reference dosimeters were placed inside, at the sur
face of the blood tubes, and outside the thermos flasks. As 
expected, the RPL GD reference doses placed outside the 
thermos flasks showed the highest or lowest doses at the 
side facing or not facing the phantom, respectively (Figure 
1(E,F)). For comparisons to the DCA dose estimates only 
RPL GD reference doses measured inside the thermos flasks, 
directly at the surface of the blood tubes, were considered 
(Table 1). Surprisingly, especially for the flask exposed clos- 
est to the source (P1-A), the RPL GD doses placed on the 
blood tubes, showed considerable variation between tubes 
and also for a given tube the three positions along with its 
height (Table 1). Even at 30 cm from the source, such verti
cal dose gradients on tubes were not expected. With a 6 cm 
difference between the upper and lower dosimeter on a tube 
at 30 cm distance, in the worst case, a dose difference of 
about 4% would be expected between the top and the bot- 
tom using the inverse square distance law, whereas here 
relative differences between maximal and minimal doses 
(divided by the mean dose of the tube) on each tube reach 
21% (P1-AI), 10% (P1-AII), 3% (P1-AIII) and 37% (P1- 
MIX). Due to spatial limitations in the thermos flasks, some 
tubes overlapped and partial shielding can therefore be 
expected. For the same reason, some tubes probably had a 
higher distance (1.5-2 cm) from the source than other 
tubes. The median RPL GD doses inside the thermos flasks 
(Table 1) ranged between 0.09 and 0.18 Gy (P1-B), 0.26 and 
0.33 Gy (P3-A), 1.25 and 1.73 Gy (P4-A), or 1.54 and 
2.17 Gy (P1-A). For thermos flasks equipped with single 
tubes, the median RPL GD doses were 0.38 Gy (P2-A), 
0.10 Gy (P2-B), 0.18 Gy (P3-B) and 0.05 Gy (P4-B). The cor- 
responding dose rates can be found in Table 1. The lowest 
RPL GD dose corresponded to the shielded samples on P4, 
located lateral to the source (P4-B) and the highest dose to 
the closest sample (P1-A). Due to the heterogeneity of the

RPL GD doses between tubes within one sample, the bio- 
logical dose estimates from each tube were compared to the 
median RPL GD doses corresponding to a particular tube. 
The median RPL GD reference dose was used instead of the 
mean because it is more robust against single outliers.

General information on results provided by participants

In total 19 laboratories agreed to participate in this exercise. 
One laboratory did not send any results and one laboratory 
sent only dicentric counts without dose estimates. Thus, 
results on dose estimates were available for 17 laboratories 
and 16 laboratories provided the results before the partici
pants were told the blinded RPL GD reference doses. From 
the 17 laboratories providing full dose estimates, 11 labora- 
tories (65%) provided only manually scored results, 4 labo- 
ratories (23%) provided manually and semi-automatically 
scored results and 2 laboratories (12%) provided only semi- 
automatically scored results. Almost all participants scored 
at least the requested 500 manually or 1500 semi-automatic- 
ally scored cells. Only some laboratories manually scored 
less than 500 cells for some of the samples: Lab2 (P1-A: 472 
cells), Lab9 (P3-A: 306 cells; P4-A: 113 cells; P1-MIX: 143 
cells) and Lab11 (P3-A: 249 cells; P4-A: 428 cells). Similarly, 
some laboratories semi-automatically scored less than 1500 
cells for some samples: Lab1 (P3-B: 1194 cells; P2-MIX: 726 
cells), Lab7 (P1-A: 1283 cells; P1-B: 1496 cells; P3-A: 1176 
cells; P1-MIX: 855 cells), Lab10 (P1-A: 1161 cells), Lab15 
(P1-A: 1363 cells; P1-B: 1318 cells; P3-A: 1482 cells; P4-A: 
1323 cells; P1-MIX: 1172 cells). 14/17 (82%) laboratories 
used their own calibration curve for dose estimation, 3/17 
(18%) did not use their own calibration curve and used the 
curve provided in the IAEA manual (Barquinero et al. 1995; 
IAEA 2011), one laboratory used the curve described in 
(Vaurijoux et al. 2009) for dose estimation based on semi- 
automatically scored data. A new software tool was intro- 
duced for this exercise and participants were asked to per- 
form the dose estimation with the new software. 7/17 
laboratories used only the new Biodose Tools software 
(Hernandez et al. 2019), 4/17 laboratories used CABAS 
(Deperas et al. 2007) and Biodose Tools, 3/17 used Dose 
Estimate (Ainsbury and Lloyd 2010) and Biodose Tools, 2/ 
17 laboratories used only Dose Estimate and 1/17 laborato- 
ries used only CABAS for dose estimation. The calibration 
curves of the participants showed considerable variation 
(Figure 2). As expected, the calibration curves based on 
semi-automatic scoring were generally much lower than the 
manually scored curves. One laboratory (Lab8) used the 
FISH (telomere/centromere) staining method for the analysis 
of dicentric chromosomes. The curve provided by Lab17 for 
manual scoring was much lower compared to all other 
curves. The exact reasons remain unknown, as the curve is 
relatively old and was prepared by another group.

Homogeneous exposure scenarios

In total, blood samples from eight thermos flasks simulated 
various situations of a supposedly homogeneous exposure
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with different doses. One part of the samples (ILC samples) 
was evaluated by all participants (P1-A, P1-B, P3-A, P4-A) 
and another part of the samples only by single laboratories 
(P2-A, P2-B, P3-B, P4-B) (Table 2). This design was chosen 
to limit the workload for the participants while providing at 
least one DCA dose estimate for each sample for later com- 
parisons with estimates from other materials. While the 
coefficient of variation (CV) of the RPL GD estimates was 
lower compared to the biological dose estimates for the low 
dose points P1-B (0.30 vs 0.98) and P3-A (0.12 vs 0.38), the 
CV was similar for the biological and RPL GD estimates for 
the high dose points P1-A (0.16 vs 0.16) and P4-A (0.17 vs 
0.14). All the provided DCA dose estimates identified P1-A 
as the sample with the highest and P4-A as the sample with 
the second-highest dose (Table 2 and Figure 3(A)). The 
remaining samples were always identified as low-dose sam- 
ples (<0.6Gy by all laboratories). For ILC samples with ref- 
erence doses <1Gy, 95% (P1-B) and 90% (P3-A) or 95% 
(P1-B) and 100% (P3-A) of the dose estimates for manual & 
semi auto-scoring were within ±0.25 Gy or ±0.5 Gy of the 
median RPL GD reference dose, respectively (Table 3 and 
Figure 3(A)). For ILC samples with reference doses >1Gy, 
40% (P1-A) and 65% (P4-A) or 95% (P1-A) and 100% (P4- 
A) of the whole body dose estimates were within ±0.25 Gy 
or ±0.5 Gy of the median RPL GD reference dose, respect- 
ively (Table 3 and Figure 3(A)). The median RPL GD refer
ence dose was included in 90% (P1-B), 75% (P3-A), 50% 
(P1-A) and 55% (P4-A) of the CI’s estimated based on the 
DCA (Table 3). For the samples evaluated by single labora- 
tories, almost all (4/5) provided biological dose estimates 
included the median RPL GD reference dose in the esti- 
mated 95% CI’s and were within ±0.25 Gy (Table 2 and 
Figure 3(A)). All dose estimates were within ±0.5 Gy of the 
median RPL GD reference dose.

Figure 2. Calibration curves used by the participating laboratories. For dose 
estimation based on manual scoring, laboratories 6, 9, 14 and 16 used curves 
from (Barquinero et al. 1995). For dose estimation based on semi-automatic 
scoring, laboratory 16 used the curve described in (Vaurijoux et al. 2009). 
Curves based on manually or semi-automatically counted data are shown by 
solid or dashed lines, respectively.

For samples P3-A (5%), P1-A (0%) and P4-A (0%), most 
of the estimated 95% CI’s did not include 0 Gy and a signifi- 
cant exposure could therefore be detected (Table 3). 
However, as expected from the detection limit of the DCA, 
for sample P1-B with median RPL GD reference doses 
between 0.09 and 0.18 Gy, 70% of the estimated 95% CIs 
included 0 Gy, for semi-automatic as well as for manual 
scoring. Similarly, the manually scored estimate from P2-B 
and the semi-automatically scored estimate from P3-B 
included 0 Gy in the estimated 95% CI and could therefore 
not significantly be distinguished from the background 
(Table 2). This result strongly suggested that the scored cell 
numbers (500-755 for manual and 1318-4318 for semi- 
automatic scoring) were not sufficient to significantly distin- 
guish such low doses, close to the detection limit of the 
DCA, from the background level.

Estimates accounting for exposure time

For samples P1-A and P4-A, the biological dose estimates 
based on the assumption of an acute exposure were system- 
atically lower than the RPL GD dose estimates (Figure 
3(A)). The median deviation from the RPL GD reference 
dose was —0.26 (P1-A) and —0.22 Gy (P4-A). In total, 85% 
(P1-A) and 90% (P4-A) of the biological dose estimates 
were lower than the median RPL GD reference doses. 
Interestingly, this effect seemed to be more pronounced for 
some blood tubes. For instance, for tube P1-AI the 95% CI’s 
included the median RPL GD reference dose for only 29% 
of the biological dose estimates and the median deviation 
was —0.35 Gy. In contrast, for tube P1-AIII 67% of the bio
logical dose estimates included the median RPL GD refer- 
ence dose in the 95% CI and the median deviation was 
—0.10 Gy. One possible explanation for the systematic 
‘underestimation’ might be the protracted exposure of the 
samples (1 h for setup 1 and 2.5 h for setup 2). The partici- 
pating laboratories were only asked to provide dose esti- 
mates based on an acute exposure scenario and were not 
informed about the exposure times. However, low dose rates 
resulting in prolonged exposure times have the effect of a 
decreased frequency of dicentric chromosomes at higher 
doses. By Re-estimating the DCA doses with considering 
exposure time, the ‘underestimation’ was partly corrected 
(Figure 3(B)) and the percentage of dose estimates within 
±0.25 Gy increased to 70% (P1-A) and 85% (P4-A). In add
ition, the median deviation from the RPL GD reference 
doses improved for P1-A (—0.15 Gy) and P4-A (—0.01 Gy).

Dose heterogeneities within thermos flasks

The RPL GD doses inside the thermos flasks (Figure 3 and 
Table 1) showed relatively high inter-tube heterogeneity for 
samples with reference doses >1Gy (P1-A and P4-A). In 
line with this result, the biological dose estimates from tube 
P1-AIII were significantly (p < .05) lower than the estimates 
from tubes P1-AI and P1-AII (Supplementary Figure 1). A 
similar trend for inter-tube differences with the same pattern 
for RPL GD and DCA doses was observed for sample P4-A

https://doi.org/10.1080/09553002.2021.1941380
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Table 2. DCA dose estimâtes from all participating laboratories (rows) for blood samples (columns) from all thermos flasks.

Lab P1-A P1-B P2-A P2-B P3-A P3-B P4-A P4-B

1 m 1.4111 0.2111 0.5m 0.2 1.2111
(1.3; 1.6) (0.0; 0.3) (0.3; 0.6) (0.1; 0.4) (1.0; 1.3)

1a 1.3m 0.2111 0.3111 0.1 1.1iii
(1.1; 1.5) (0.0; 0.3) (0.1; 0.5) (0.0; 0.3) (0.9; 1.3)

2m 1.7111 0.3111 0.2111 1.4111
(1.5; 2.0) (0.1; 0.4) O O Lo (1.2; 1.6)

2a 1.1m 0.1111 0.2III 1.0III
(0.9; 1.4) (0.0; 0.3) (0.0; 0.3) (0.8; 1.2)

3m 1.3m 0.2111 0.3111 1.2111
(1.1; 1.5) (0.0; 0.4) (0.1; 0.5) (1.0; 1.4)

4m 1.6111 0.0111 0.5111 1.2111
(1.3; 1.9) (0.0; 0.3) (0.2; 0.7) (0.9; 1.4)

5m 1.5111 0.3111 0.3111 1.0III
(1.3; 1.7) (0.1; 0.5) (0.1; 0.5) (0.8; 1.2)

6m 1.5111 0.0111 0.4111 1.3111
(1.2; 1.8) (0.0; 0.2) (0.2; 0.6) (1.0; 1.5)

7a 1.4111 0.1111 0.2111 1.0III 0.4
(1.2; 1.6) (0.0; 0.3)

©0

(0.8; 1.2) (0.2; 0.6)
8m 1.911 0.1" 0.3" 1.4"

(1.6; 2.2) (0.0; 0.2) (0.2; 0.6) (1.1; 1.7)
9m 1.6" 0.0" 0.211 1.2"

(1.4; 1.8) (0.0; 0.2) (0.0; 0.5) (0.9; 1.6)
10a 1.8" 0.1" 0.3II 1.611

(1.5; 2.1) (0.0; 0.3) (0.1; 0.6) (1.4; 1.9)
11m 2.3" 0.3" 0.31 0.9I

(2.1; 2.5) (0.1; 0.5) (0.1; 0.7) (0.7; 1.1)
12m 1.7I 0.6" 0.6I 1.31

(1.5; 1.9) (0.4; 0.8) (0.5; 0.8) (1.2; 1.5)
13m 1.6I 0.2" 0.6I 1.21

(1.4; 1.9) (0.0; 0.4) (0.4; 0.8) (0.9; 1.4)
14m 1.6I 0.0" 0.2I 1.2I

(1.3; 1.8) (0.0; 0.2) (0.0; 0.4) (1.0; 1.5)
15m 1.7I 0.1" 0.4 0.1 0.1I 1.1I

(1.5; 1.8) (0.0; 0.3) (0.3; 0.6) (0.0; 0.2) (0.0; 0.3) (1.0; 1.3)
15a 1.7I 0.3" 0.31 1.1I

(1.3; 2.0) (0.0; 0.6) (0.1; 0.6) (0.8; 1.3)
16m 1.81 0.1" 0.31 1.1I

(1.6; 2.1) (0.0; 0.3) (0.2; 0.6) (0.9; 1.4)
16a 1.81 0.0" 0.4I 1.1I

(1.5; 2.1) (0.0; 0.3) (0.2; 0.6) (0.9; 1.4)
(17m) 2.7I 0.0" 0.11 1.51

(2.3; 3.1) (0.0; 0.2) (0.0; 0.3) (1.2; 1.9)

Doses are shown in Gy with corresponding 95% CIs in brackets. Dose estimates where the 95% CI included the median RPL GD reference dose are displayed in 
bold. The DCA results of Lab17 were provided after the blind doses were distributed to the participants and are not considered in the evaluations. 

aSemi automatic scoring; mmanual scoring; " ^ IIITube I, II or III.

(Supplementary Figure 1). In summary, the similarity of the 
inter-tube heterogeneity observed for the reference doses 
and the biological dose estimates strongly suggest that tubes 
from these samples were not all exposed to the same doses, 
very likely due to partial shielding and/or differences in the 
positioning of the tubes inside the thermos flasks. Moreover, 
for sample P1-A a relatively high intra-tube heterogeneity of 
RPL GD reference dose estimates was observed between the 
dosimeters placed at each tube (Table 1). For dicentric 
counts, overdispersion (variance > mean) is commonly con- 
sidered as a strong indicator of an inhomogeneous exposure 
(IAEA 2011). Therefore, dispersion analysis was performed 
on the ILC samples to evaluate whether intra-tube heteroge- 
neities can also be detected for the DCA. This analysis indi- 
cated a heterogeneous exposure for 30% (P1-A), 5% (P1-B), 
15% (P3-A), and 5% (P4-A) of the results (Figure 4). 
Especially for sample P1-A, most estimates (80% with dis
persion index d > 1) indicated a strong tendency for overdis
persion (Figure 4(A)) and d showed a significant location 
shift from 1 (Wilcoxon test, p = .005). In concordance with 
the results from the RPL GDs, this is a strong indication of

an inhomogeneous exposure within tubes of sample P1-A. 
The median of d was comparable between tubes of sample 
P1-A and the tubes did not show a significant difference in 
dispersion levels (Kruskal-Wallis test p = .39), indicating 
that this effect is independent of the blood tube.

If partial body dose estimates were used for dicentric 
counts showing a significant indication (U > 1.96) for an 
inhomogeneous exposure, the doses would generally be over- 
estimated for these false-positive samples (Supplementary 
Figure 2). For low dose points, P1-B and P3-A the over-esti- 
mation of the dose is quite pronounced. Interestingly, for the 
low dose samples P1-B and P3-A, 3/4 of the false-positive 
results were semi-automatically scored. For P1-B, P3-A and 
P4-A all laboratories observing U > 1.96 provided partial as 
well as whole-body dose estimates. For P1-A two of the labo- 
ratories observing U > 1.96 estimated only partial body doses, 
one laboratory only whole-body doses and the remaining lab- 
oratories partial as well as whole-body doses. If partial body 
dose estimates were used for all samples with U > 1.96, for 
the low dose points 90% (P1-B) and 80% (P3-A) or 90% (P1- 
B) and 85% (P3-A) would be within ±0.25 Gy or ±0.5 Gy,

https://doi.org/10.1080/09553002.2021.1941380
https://doi.org/10.1080/09553002.2021.1941380
https://doi.org/10.1080/09553002.2021.1941380
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Figure 3. RPL GD reference vs DCA dose estimâtes. (A) DCA dose estimâtes based on the assumption of an acute exposure. (B) DCA dose estimâtes based on the 
assumption of a protracted exposure considering the exposure times of each sample. Boxplots show the median and quartiles of the DCA dose estimates for each 
blood tube. Red dots indicate semi-automatically and blue dots manually scored DCA results. The DCA results of Lab17 (gray dots) were provided after the blind 
doses were distributed to the participants and are not considered in the evaluations. The RPL GD reference doses of each blood tube (2-3 replicates per tube) and 
the corresponding median values are shown by orange crosses and orange horizontal lines, respectively. Green rectangles show an interval of ±0.25 Gy around the 
median RPL GD reference dose of each tube.

Table 3. Percentage of DCA dose estimates (manual and semi-automatic scor- 
ing) for the ILC samples evaluated by the RENEB participants, including the 
median RPL GD reference dose in the 95% CI, within an interval of ±0.25 Gy 
or ±0.5 Gy or including 0Gy in the estimated 95% CI.

95% CI ±0.25 Gy ±0.5 Gy 0 Gy in 95% CI

P1-A
Manual & semi-auto 50% 40% 95% 0%
Manual 57% 50% 93% 0%
Semi-auto 33% 17% 100% 0%

P1-B
Manual & semi-auto 90% 95% 95% 70%
Manual 86% 93% 93% 71%
Semi-auto 100% 100% 100% 67%

P3-A
Manual & semi-auto 75% 90% 100% 5%
Manual 71% 86% 100% 7%
Semi-auto 83% 100% 100% 0%

P4-A
Manual & semi-auto 55% 65% 100% 0%
Manual 57% 64% 100% 0%
Semi-auto 50% 67% 100% 0%

respectively. For the higher dose points, 45% (P1-A) and 60% 
(P4-A) or 80% (P1-A) and 95% (P4-A) would be within 
±0.25 Gy or ±0.5 Gy, respectively.

Heterogeneous exposure scénarios

Samples P1-MIX, P2-MIX, P3-MIX and P4-MIX simulated 
heterogeneous exposures with two different doses by mixing

blood from samples located at the different positions of each 
particular phantom in a 50:50 ratio. While sample P1-MIX 
was evaluated by 11 participating laboratories, the remaining 
mixture samples were only evaluated by single laboratories. 
For sample P1-MIX, the participants were not informed that 
blood was mixed for this sample. The median RPL GD 
reference doses of the single samples used for the 50:50 
mixtures were 1.91 vs 0.18 Gy (P1-MIX), 0.38 vs 0.1 Gy (P2- 
MIX), 0.26 vs 0.18 Gy (P3-MIX) and 1.73 vs 0.05 Gy (P4- 
MIX). For samples analyzed by single laboratories, signifi- 
cant evidence for a heterogeneous exposure could only be 
detected for P4-MIX. The sample was evaluated by Lab10 by 
applying a statistical method assuming a partial body expos
ure, that is, one part of the body was irradiated while the 
other part was not irradiated, suggesting that 25% of the 
cells were irradiated with a dose of 2.06 Gy (Table 4). Re- 
estimating the doses with an algorithm (Pujol et al. 2016) 
based on the assumption that the body was exposed to a 
mixture of two different doses led to a relatively strong 
underestimation of dose D1 (0.54 Gy), overestimation of 
dose D2 (0.40 Gy) and biased estimation of the fraction irra- 
diated by dose D1 (99%). The algorithm showed convergence 
problems for sample P4-MIX, indicating that the differences 
between the two doses and/or the number of analyzed cells 
were too low. For samples P2-MIX and P3-MIX, the doses 
used for the mixtures were too low (<0.5Gy) to detect a
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Figure 4. Dispersion analysis for all samples analyzed by RENEB members. (A) Dispersion index for all samples. Dispersion index of 1 (horizontal orange line) indi- 
cates that the counts approximately follow a Poisson distribution. (B) U test statistic for all samples. For results with U > 1.96 the null hypothesis of equi-dispersion 
(Poisson assumption) can be rejected at the two-sided 5% significance level, indicating a heterogeneous exposure. Red dots indicate semi-automatically and blue 
dots manually scored results. The results of Lab17 (gray dots) were provided after the blind doses were distributed to the participants and are not considered in the 
evaluations. (C) Number of provided results with significant (p < .05, gray bar) or non-significant (black bar) U test.

Table 4. Dose estimates based on the DCA for 50:50 mixture samples simulating a heterogeneous exposure.

P1-MIX P2-MIX P3-MIX P4-MIX

D1 D2 D1 D2 D1 D2 D1 D2

Ref. 1.91 0.18 0.38 0.10 0.26 0.18 1.73 0.05
1 m 1.1 (100) 0.2 (100)
1a 1.1 (100) 0.1 (100)
2m 1.7 (66) 0.2 (34)
2a 0.8 (100)
3m 1.6 (34) 0 (66)
4m 1.8 (63) 0 (37)
5m 2.6 0
6m 1.0 (100)
7a 2.4 (41) 0.3 (59)
9m 1.2 (100)
10a 2.1 (41) 0 (59) 2.1 (25) 0 (75)
14m 2.1 (67) 0 (33)
15m 1.2 (100) 0.3 (100)
15a 1.3 (100)

The row 'Ref'. indicates the median RPL GD reference doses, the DCA dose estimates of the participating laboratories are displayed in the remaining rows. The 
columns D1 and D2 indicate the doses used for the 50:50 mixtures of a particular sample. The numbers indicate the estimated doses in Gy with the estimated 
percentage of cellls irradiated (in brackets) with dose D1 or D2. 

aSemi automatic scoring; mmanual scoring.

heterogeneous exposure. However, the averaged RPL GD ref
erence doses of the samples (P2-A and P2-B or P3-A and P3- 
B) used for P2-MIX or P3-MIX were within the 95% CI of 
the biological whole-body dose estimate.

For sample P1-MIX, dicentric counts indicated overdis- 
persion (d > 1, Figure 4(A)) for all of the provided estimates. 
However, significant overdispersion (U > 1.96) was only 
detected for 7/14 (50%) of the provided estimates
(Figure 4(B,C)), indicating too low statistical power due to 
insufficient sample size. As expected, laboratories that calcu- 
lated only whole-body doses generally underestimated the 
higher dose D1 (RPL reference 1.91 Gy) and estimated doses 
between 0.8 and 1.1 Gy (Table 4). All laboratories observing 
U > 1.96 provided partial body dose estimates and two labo- 
ratories provided estimates for a heterogeneous exposure 
with two different doses (Table 4). Partial body/heteroge- 
neous doses were provided with confidence intervals by 4 
laboratories. One laboratory did not provide confidence 
intervals and an estimate of the fraction of irradiated cells. 
Based on estimates provided by each of the laboratories 
(Figure 5(A,C) and Table 4), the median deviation from the

higher RPL GD reference dose (D1) was —0.48 with an IQR 
(Interquartile-range) of 0.85. For 57% of the estimated 
doses, the absolute difference to the reference dose of D1 
was more than 0.5 Gy, 50% showed underestimation and 
were more than 0.5 Gy lower and 7% showed overestimation 
and were more than 0.5 Gy higher than the RPL GD refer- 
ence dose. Regardless of the U test statistic, dose estimates 
assuming a heterogeneous exposure with two different doses 
were re-calculated afterward at BfS for sample P1-MIX 
(results can be found in Figure 5(B,D)), to assess whether 
the doses could theoretically be successfully estimated based 
on the method described in (Pujol et al. 2016) and to valid- 
ate the new implementation of an algorithm for this type of 
estimation within the Biodose Tools software (Hernandez 
et al. 2019). The median deviation from the reference dose 
of D1 was 0.018 with an IQR of 0.64, indicating an 
improvement in dose assessments. For 21% of the results, 
D1 was overestimated by more than 0.5 Gy and no labora- 
tory underestimated D1 by more than 0.5 Gy. The lower 
dose D2 was slightly over-estimated in the case of estimation 
of the heterogeneous exposure with two doses (Figure 5(B)).
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Figure 5. Dose estimâtes for the heterogeneous exposure simulated by sample P1-MIX. (A) Dose estimâtes provided by each laboratory. (B) Heterogeneous dose 
estimâtes re-calculated with the Biodose Tools software. (C) The estimated fraction of the body irradiated for the two doses as estimated by each laboratory. (D) 
The estimated fraction of the body irradiated for the two doses re-calculated with the Biodose Tools software. (E) Dose estimates for heterogeneous exposures with 
95% confidence intervals estimated with the Biodose Tools software. In all sub-panels red color indicates semi-automatically and blue color manually scored results.

The estimated fractions of the body irradiated were relatively 
variable between the laboratories, ranging from 7% to 79% 
with a median of 53% and an IQR of 26% for dose D1 
(Figure 5(D)). The 95% confidence intervals provided for 
the heterogeneous dose estimates were very wide (Figure 
5(E)), indicating that the sample size was too low to resolve 
this exposure scenario.

Discussion

Typically, in the community of biological dosimetry, ILCs 
are performed under controlled laboratory conditions and 
the sources for uncertainties are relatively well known. In a 
real-life scenario, the situation is often much more compli- 
cated and additional uncertainties are introduced due to
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environmental conditions, exposure geometries, shielding, 
unknown dose rates, or heterogeneous exposures. Therefore, 
in addition to ILCs under controlled laboratory conditions, 
field exercises that more closely resemble a real-life exposure 
are required to test the validity of different methods for 
retrospective dosimetry, to identify logistic problems, and to 
test the ability of network members to provide valid results. 
The EURADOS/RENEB field exercise performed in Lund, 
Sweden in October 2019 simulated a small-scale exposure 
scenario by irradiating four phantoms placed in different 
geometries to a 1.36 TBq 192Ir-source (Waldner et al. 2021). 
The phantoms were equipped with a variety of materials to 
perform biological and physical retrospective dosimetry, 
including blood samples used for the assessment of doses 
based on the DCA. Dose estimates were provided by 17 
RENEB partner laboratories, including results from the 
manual as well as from semi-automated scoring. In general, 
good reproducibility of results between RENEB partner lab- 
oratories was observed, for manual as well as for semi-auto- 
matic scoring (Table 3), suggesting a high degree of 
harmonization between the participants. This is in line with 
results from other exercises performed in the frame of 
RENEB suggesting that increasing standardization of labora- 
tory practices and training of partner laboratories signifi- 
cantly improved the harmonization between laboratories 
(Gregoire et al. 2017; Oestreicher et al. 2017; Romm et al. 
2017; Gregoire et al. 2021). In particular, for the samples 
exposed to doses < 1 Gy (distant, partly shielded) the dose 
estimates provided by the participants were in very good 
agreement with the RPL GD reference doses, that is, for all 
ILC samples at least 95% of the estimates were within 
±0.5 Gy of the reference dose and after accounting for 
exposure time at least 70% were within ±0.25 Gy. For the 
very low dose samples (<0.2Gy), the cell numbers were pre- 
sumably too low to significantly distinguish the dose from 
the background level in all cases; especially for sample P1-B, 
70% of the estimated 95% CI’s included 0Gy. Assuming a 
background rate of 0.001 dicentrics/cell and a true dose of 
0.1 Gy, a false negative rate (i.e. estimates that could not sig- 
nificantly be distinguished from background) of ^70% or 
^50% would be expected for 500 manually or 1500 semi- 
automatically scored cells, respectively. Thus, the results for 
P1-B are in the expected range given the low dose and the 
number of cells scored. Despite the dose estimates for sam- 
ples exposed to doses > 1 Gy (close to the source) were rela- 
tively homogeneous between laboratories, that is, the 
coefficient of variation was relatively low, the biological esti- 
mates were systematically lower than the RPL GD reference 
doses. One possible explanation for this systematic bias 
might be, that the exposure was protracted over 1 and 2.5 h. 
The participating laboratories were only asked to provide 
dose estimates based on an acute exposure scenario and 
were not informed about the exposure times. However, low 
dose rates resulting in prolonged exposure times have the 
effect that a first DNA lesion produced by one track can be 
repaired before a second lesion produced by a second track 
can occur. As two lesions on two different chromosomes 
close together are required for the formation of dicentric

chromosomes, increased exposure times can lead to a lower 
number of dicentric chromosomes. The latter mainly influ
ences the dicentric rates at higher doses, where the probabil- 
ity of lesions formed by two separate tracks increases. To 
consider exposure time for dose estimates based on the 
DCA, the linear-quadratic coefficient of the calibration curve 
was modified by the G-function approach (Lea and 
Catcheside 1942; Lloyd et al. 1984; Bauchinger et al. 1979; 
IAEA 2011). Assuming a mean lifetime of breaks of 2 h, the 
quadratic coefficient would theoretically be reduced to 85% 
and 68% for a 1 h and 2.5 h exposure time, respectively. This 
would theoretically result in an expected underestimation of 
approximately 0.09-0.15 Gy for sample P1-A and 
0.14-0.26 Gy for sample P4-A for the dose rates used in this 
study. Compared to the RPL GD reference doses, the ini- 
tially provided biological dose estimates without considering 
protraction deviated in the median by —0.26 Gy and 
—0.22 Gy for samples P1-A and P4-A, respectively. After 
considering protraction, the deviation from the reference 
doses (P1-A: —0.15 Gy; P4-A: —0.01 Gy) improved consider- 
ably, but a certain degree of underestimation was still 
observed for sample P1-A. Thus, considering exposure time 
could partly correct the observed underestimation and 
informing the participants about exposure times a priori 
would have considerably improved the provided dose esti- 
mates. It should be noted that other factors, for example, 
related to the reference doses or sample preparation might 
also contribute to the observed bias, especially as the RPL 
GD reference doses were quite variable.

Due to spatial limitations within the thermos flasks, there 
were probably effects related to the positioning of the tubes 
(e.g. partial shielding, different distances between tubes, vari
ation in the orientation of RPL GD dosimeters) that lead to 
the observed heterogeneities of RPL GD doses within one 
tube and between tubes, especially for doses >1 Gy. 
Unfortunately, the exact positioning of the tubes in the ther
mos flasks was not recorded and it is, therefore, difficult to 
determine the exact reasons for the observed variability. The 
heterogeneities of RPL GD doses observed for most tubes of 
the closest sample (P1-A) were very consistent with the fact 
that the dicentric results from several laboratories indicated 
a trend for a heterogeneous exposure. Theoretically, at a 
greater distance, these effects have a lesser impact on the 
distribution of the dose in the tube, as can be seen from the 
measured doses. In fact, the smallest variation is observed 
for the longest distance. A study using the Monte Carlo par- 
ticle transport code is intended to explore the origin of just 
such a discrepancy. The possibility of dosimeter coding 
errors cannot fully be excluded, especially as some unreason- 
able outlier doses were observed, while the measured doses 
cannot reasonably be questioned. Interestingly, for sample 
P1-A, the underestimation was more pronounced for results 
from two blood tubes showing RPL GD doses of approxi- 
mately 2 Gy compared to results from one blood tube with 
approximately 1.5 Gy. The reason for this observation 
remains unknown. In general, a relatively high heterogeneity 
has been observed for the RPL GD doses and was confirmed 
by the DCA results for samples irradiated with doses > 1Gy
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and irradiated closest to the source. Taken together, these 
results indicate an inhomogeneous exposure of the tubes 
from sample P1-A, very probably related to the positioning 
of tubes in the flask, this effect becoming significant close to 
the source.

In addition to simulating homogeneous exposures, sam- 
ples from this exercise were used to simulate an exposure 
with two different doses by mixing blood in a 50:50 propor
tion. Methods for the estimation of two doses from a het- 
erogeneous exposure were only recently developed (Pujol 
et al. 2016). Therefore, the most commonly used software 
tools for biological dosimetry (Deperas et al. 2007; Ainsbury 
and Lloyd 2010) do not provide methods to obtain estimates 
for this exposure scenario. However, during this exercise, a 
recently developed software tool (Hernandez et al. 2019) was 
used, which enables the estimation for a heterogeneous 
exposure with two different doses. Sample P1-MIX was a 
50:50 mixture of blood irradiated with ^2 Gy and ^0.2 Gy. 
Although the results from all laboratories indicated a trend 
for overdispersion, significant evidence for a heterogeneous 
exposure was only detected by 50% (manual scoring: 56%; 
semi-automatic scoring: 40%) of the provided results, 
strongly suggesting that 500 manually scored cells or the 
900-2700 automatically scored cells are not sufficient to 
detect a non-homogeneous exposure with sufficient sensitiv- 
ity. Assuming that the first dose was between 0.17 and 
0.20 Gy and the second dose between 1.5 and 2.1 Gy, it can 
be expected from computational simulations that for 500 
manually scored cells between 8% and 55% and for 1500 
semi-automatically scored cells between 60% and 80% of the 
tests would have a false negative result, that is, the tests 
would falsely suggest a homogeneous exposure. Hence, the 
observed numbers of false-negative results are in the 
expected range for the number of cells scored for this exer
cise. Most of the laboratories that detected the heteroge- 
neous exposure did not provide estimates for a mixture of 
two different doses but provided partial body dose estimates, 
assuming that only a part of the body is irradiated, which 
results in underestimation of the lower dose and overesti- 
mation of the higher dose. In a real-life scenario, it will gen- 
erally be very difficult to distinguish between a partial body 
exposure and an exposure of two or more different doses. To 
test whether the two heterogeneous doses could theoretically 
be successfully estimated for the given exposure scenario, the 
Biodose Tools software (Hernandez et al. 2019) was used to 
perform the estimation based on the results provided by the 
participants. The results suggested that the point estimates for 
most laboratories were close to the reference doses. However, 
the estimated 95% CIs were very wide, and the convergence 
of the estimation algorithm was often poor. In comparison to 
Pujol et al. 2016, the separate doses used for the mixtures 
during this exercise were very low, thus, revealing some of 
the limits of the algorithm. More research will be required to 
validate methods for the estimation of confidence intervals 
and to determine the minimum requirements (e.g. cell num- 
ber, fraction irradiated and doses) to obtain meaningful esti- 
mates for this exposure scenario.

Uncertainty estimation is a central part of dose estimation 
and laboratories use several different software tools for uncer- 
tainty estimation. Some of these tools only consider parts of 
factors required for uncertainty estimation and support or the 
possibility for updates is no longer possible. Therefore, within 
RENEB, a new open-source software, the Biodose Tool 
(Hernandez et al. 2019), was developed on the basis of the 
statistical programming language R, to harmonize the dose 
and uncertainty estimation, to enable the usage and imple- 
mentation of the most up-to-date methods, to provide a well- 
documented software and to provide the programming code 
to the community. This software was successfully tested dur- 
ing this exercise and will be provided to the international 
community of biological dosimetry in the future.

Based on the current recommendation for biological dos- 
imetry, each laboratory should use its own calibration curve 
to avoid uncertainties introduced due to différences in SOPs 
and scoring criteria (Wilkins et al. 2008; IAEA 2011). While 
most laboratories used their own calibration curves, some 
laboratories used calibration curves published by other 
groups (Barquinero et al. 1995; Vaurijoux et al. 2009). In 
line with (Wilkins et al. 2008; Oestreicher et al. 2017; 
Gregoire et al. 2021) a considerable degree of heterogeneity 
was observed between calibration curves of the participants. 
This might be due to different experimental setups (e.g. telo- 
mere/centromere staining), irradiation conditions (e.g. air 
kerma vs water, temperature, radiation quality, dose rate) 
(Trompier, Baumann, et al. 2016), technical equipment or 
scoring criteria used for the establishment of the calibration 
curves. As already described in (Romm et al. 2013), semi- 
automatically scored calibration curves showed lower num- 
bers of dicentrics/cell than manually scored curves. The com- 
parison of calibration curves revealed that the curve from 
Lab17 showed much lower dicentric counts than all other lab
oratories, leading to strongly overestimated doses for samples 
irradiated with doses > 1 Gy. After correspondence with 
Lab17 it turned out, that the calibration curve was relatively 
old and prepared by another group. If the publicly available 
calibration curve from (Barquinero et al. 1995; IAEA 2011) 
had been used, the resulting dose estimates would have been 
in the range of the estimates from the other participants. This 
clearly demonstrated that intercomparisons between laborato- 
ries can reveal problems and help to find solutions. In gen
eral, the heterogeneity in the provided calibration curves 
suggested that each laboratory should still use its own calibra
tion curves for dose estimations. However, this approach will 
only be valid, if the scoring in each laboratory is performed 
according to that used to construct the calibration curve. To 
ensure this, in addition to ILCs, each laboratory should also 
carry out regular intra-laboratory comparisons, especially, in 
the case of changes in technical equipment or staff members 
(ISO19238 2014).

Due to the fact that this exercise was performed in the 
open air, under realistic field conditions with limited infra
structure and lab equipment, several additional sources for 
uncertainties were introduced. For instance, the weather was 
relatively cold and windy, and it was therefore not possible 
to keep the blood samples at a constant temperature of
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37 °C in the thermos flasks. In particular, for the second 
irradiation setup with an exposure time of 2.5 h, the water 
temperature dropped by 5.8-11.6 °C during the time of 
exposure. However, for most of the exposure time, the tem
perature was above 30 ° C and always above 25 °C and the 
expected effect on the number of dicentric chromosomes is 
therefore probably negligible (Gumrich et al. 1985). 
Moreover, an exact fixing of the tubes in the thermos flasks 
was not possible, complicating the analysis of factors leading 
to heterogeneities in the reference doses. The setup of the 
irradiation scenarios (e.g. closeness to the source, placement 
of the tubes in thermos flasks) might lead to additional het- 
erogeneities in the absorbed doses. Due to differences in the 
absorbed doses between blood tubes within one sample and 
the generally high heterogeneities and uncertainties of the 
reference doses within and between tubes of one sample, the 
results were not classified into ‘satisfactory’ and
‘unsatisfactory’ based on Z scores as recommended in 
(ISO5725 1998; ISO13528 2015) and applied in many ILCs 
in the past (Di Giorgio et al. 2011; Wilkins et al. 2015; 
Oestreicher et al. 2017). For the same reasons, a direct com- 
parison of the results from the participants was only partly 
possible. Furthermore, fixed cell suspension from the differ
ent blood tubes from one thermos flask was prepared and 
then sent to the participants by three different laboratories 
and it is therefore not possible to analyze whether differen- 
ces between blood tubes of a sample originate from differen- 
ces in the absorbed dose or from differences in sample 
preparation between BfS, PHE and IRSN. For logistic rea- 
sons, the participants only received fixed cell suspension. 
Thus, the step of the preparation of the blood samples by 
every single laboratory is not part of the comparisons from 
this exercise. Prior to the exercise, the exact doses for each 
sample were not exactly known and it was, therefore, diffi- 
cult to exactly evaluate the number of cells that would be 
required to estimate the heterogeneous exposure or the 
lower doses with sufficiently high sensitivity. Despite all 
these limitations, the data suggested that the DCA also per- 
forms well, under these difficult conditions. One of the 
main benefits of an exercise with many participating labora- 
tories is that it enables observations that would not be pos
sible based on data from a single laboratory. For instance, 
the heterogeneities observed for sample P1-A, the systematic 
underestimation for samples with doses > 1 Gy or the prob- 
lems regarding the calibration curve initially applied by 
Lab17 would probably not have been revealed based on the 
results from one single laboratory.

The members of RENEB and EURADOS WG10 together 
provide a source of strong expertise in various methods of 
biological and physical retrospective dosimetry. This enabled 
a field exercise where numerous different methods for retro- 
spective dosimetry could be applied in parallel, tested and 
compared. One of the major future aims of this exercise is 
the integration of data from different assays to assess the 
validity of the estimates and to understand the exposure 
scenario based on the combination of multiple data sources. 
The results from the RPL GD doses for the blood tubes and 
the corresponding DCA results already raise very interesting

research questions regarding the exposures. For instance, 
what are the reasons for the observed dose heterogeneities 
or for the underestimation of doses from sample P1-A if 
protraction can only partly explain the observation? One 
could speculate that the RPL GD doses reported might not 
be sufficient to correctly estimate the average dose in a 
blood tube, especially when the missing dosimeters and 
identified outliers are taken into account. The combination 
of the results from the different methods for dose estimation 
and the close collaboration of biologists and physicists can 
possibly shed light on these questions. This exercise also 
showed that further research is required regarding the limits 
(i.e. cell numbers, doses, fraction irradiated) and the meth- 
ods for uncertainty estimation in the case of a heteroge- 
neous exposure with two different doses. To keep and to 
further improve the high level of harmonization between 
RENEB laboratories, regular ILCs will still be performed in 
the future. The heterogeneity of calibration curves between 
RENEB laboratories raises the question if all laboratories use 
appropriate calibration curves and if laboratories actually 
score in concordance to the applied calibration curve. The 
answer to this central question is beyond the scope of this 
exercise and it might be the focus of a future ILC within the 
frame of RENEB to validate the setup used for establishing 
calibration curves under controlled laboratory conditions.

In summary, this exercise showed that most participating 
laboratories are able to provide valid dose estimates based 
on the DCA, under difficult conditions closely resembling a 
real-life exposure scenario. For the DCA as a very robust 
method for dose estimation, this exercise had elements of an 
ILC, that is, comparing the performance of laboratories for 
a given assay, and also of a scientific exercise, that is, to val- 
idate an assay for a given research question. The data seems 
to reveal unexpected heterogeneities for samples simulating 
a homogeneous exposure, especially for the samples very 
close to the source. More research will be required to shed 
light on the reasons for the observed heterogeneities. The 
present exercise also showed some limits of the DCA 
regarding the sensitivity of estimates from single laboratories 
for doses <0.2 Gy or for the estimation in the case of expos
ure with two different doses. On the whole, biological dose 
estimates are a very valuable component in understanding 
the exposure conditions and the absorbed doses. Due to the 
close collaboration of RENEB and EURADOS WG10, this 
exercise enables a direct comparison of biological and phys- 
ical methods for retrospective dosimetry for the same expos- 
ure scenario. The integration of the data from several 
different physical and biological dosimeters will provide new 
exciting approaches to obtain a detailed picture of complex 
exposure situations. These aspects will be further investi- 
gated in separate publications in the frame of the RENEB/ 
EURADOS field exercise.
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