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Belief AHP method: AHP method with the belief

function framework

Amel Ennaceur, Zied Elouedi, Eric Lefevre

Abstract

In this paper, the Analytic Hierarchy Process (AHP) method is
extended to an uncertain environment where the uncertainty is rep-
resented by belief functions as interpreted in the Transferable Belief
Model (TBM). Our proposed approach, called belief AHP, is developed
to help the decision maker to determine what the best alternatives
are, considering multiple conflicting criteria where both alternatives
and criteria may be soiled with imperfection. The Belief AHP method
aims at comparing subsets of criteria and groups of alternatives in
order to reduce the pair-wise comparisons number. Furthermore, to
handle uncertainty that may appear in the comparison procedure, we
use basic belief assignments instead of exact ratios to elicitate expert
preferences. Finally, to illustrate the feasibility of our approach and to
judge its performances, we have applied our proposed method on a real
application problem: we have considered the PVC life cycle assessment
especially the end of life phase.

Keywords— Multi-criteria decision making; AHP; Belief function theory;
Belief pair-wise comparison; Uncertain preferences.

1 Introduction

In real life decision making situation, the decision maker faces with many
cases in which he has to make a decision among different alternatives. How-
ever, the most preferable one is not always easily selected. So, the expert
often needs to make judgments on alternatives that are evaluated on the
basis of different criteria.[7] [9] Within this framework, many methods have
been proposed and each one has its own characteristics. In the following,
we will focus on the Analytic Hierarchy Process (AHP),[1] [10] [11] since it
is amongst one of the most well known methods.[30] The strength of this
approach is that it is easier to understand and it can effectively handle both

1



qualitative and quantitative data.[34] [35] However, the AHP method is of-
ten criticized [2] [3] [31] due to the exponentially increase of the number
of pair-wise comparisons. In reality, the elicitation of preferences may be
rather difficult when the number of alternatives and criteria is large. If
the number of alternatives (criteria) in the hierarchy increases then, more
comparisons are needed to be made. Another weakness of the AHP is its
inability to handle the inherent uncertainty of the pair-wise comparison pro-
cess. Typically, the scale is bounded and it is a verbal description of the
intensity of preference and the Saaty scale is used, although any other scale
could be used in this method.[27] In some cases, expert would not be able
to efficiently express any kind of preference degree between the available
alternatives and criteria. This problem of judgment inconsistency has also
be handled by some existing works. [42] [43]

In order to overcome these difficulties and to extend the AHP on a
more realistic elicitation procedure, several AHP methods are combined
within uncertain theories. One of these extensions is the Fuzzy AHP,[13]
which utilized triangular fuzzy numbers to model the pair-wise compar-
isons. Since then, several fuzzy AHP developments have been proposed.[14]
Besides, probabilistic AHP methods are introduced in,[15] handling pair-
wise comparison matrices based on probability theory, where each element
of which is the prior probability. There are also other ways to solve AHP
problems.[16] [32] [36] [37]

In particular in the belief function framework, Beynon et al. have pro-
posed a method called the DS/AHP method [17] [18] comparing not only
single alternatives, but also groups of alternatives. Besides, several works
have been proposed by Utkin.[26] [29] The main feature of his approach is
that it allows the expert to deal with comparisons of arbitrary subsets of al-
ternatives and criteria.[33] Additionally, Smarandache et al. [19] have devel-
oped the DSmT/AHP which is based on the Dezert-Smarandache theory.[20]
This method aimed at performing a similar purpose as DS/AHP that is to
compare groups of alternatives. All these extensions are very useful and im-
portant. However, it requires introducing additional assumptions concerning
the corresponding membership functions. Moreover, most elicitation proce-
dures in this case are based on standard pair-wise comparisons which have
some limits. Therefore, our proposed solution avoids the standard pair-wise
comparisons and proposes a new elicitation technique based on the belief
function framework. The expert has then the ability to express his assess-
ment freely, because in some cases, he is unable to model his preferences
due to absence of knowledge, lack experience, etc. The objective is then to
extend the approach presented in [6] under a new comparison technique. In
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[6], we construct groups of alternatives and criteria, but we use the Saaty
scale to compare each element of the hierarchy.

In this paper, we present what we call a belief AHP approach, a multi-
criteria decision making (MCDM) method adapted to imprecise and incom-
plete preferences, where the uncertainty is represented by belief functions
as defined in the Transferable Belief Model (TBM). The choice of the TBM
seems appropriate as it provides a convenient framework for dealing with
incomplete and uncertain information, notably those given by experts. This
theory is chosen because it has a powerful evidence combination rule, and
it represents properly partial and total ignorance; it assigns beliefs to in-
dividual elements of the hypothesis set as well as their subsets. Our aim
through this work is to propose an uncertain AHP approach. On one hand,
our suggested solution offers a formalism for reducing the number of pair-
wise comparisons. It will be able to compare groups of alternatives instead
of comparing only single alternatives between each other. To judge the im-
portance of criteria, our approach offers tools allowing the expert to express
his ranking even over subgroups of criteria.[6] Our method is then able to
compare groups of criteria at the criterion level and groups of alternatives
at the alternative level. Moreover, we are interested in treating the uncer-
tainty that may appear in the comparison procedure. Hence, our solution
moves from a scaled level of preference to response based on “yes” or “no”.
Then, the expert responses are described by a distributed assessment using a
belief structure. The main objective of introducing uncertainty in the com-
parison scale is to model both precise data and subjective judgments with
uncertainty can be consistently modeled under this framework. Rather than
forcing the expert to provide exact representations of imprecise perceptions,
we suggest using an imprecise representation instead. Also, using the belief
function framework, we have the possibility to express our total ignorance,
which was impossible under standard AHP.

Finally, to illustrate the feasibility of our approach, we have applied
our proposed method on a real application problem: we have considered
the PVC life cycle especially the end of life phase (the disposal problem).
The challenge facing an expert here is the choice of the country where the
environmental impact is the least important for the destruction of a kilogram
of PVC.

In what follows, we first present an overview of the basic concepts of
respectively the AHP and the belief function theory. Then, in the main
body of the paper, we present our new approach: the belief AHP which is
based on the belief function theory. Finally, our method will be illustrated
by a real application problem in order to understand its real unfolding and
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to show the applicability of the developed approach.

2 Basic concepts

In this section, we briefly introduce a number of the key concepts in order
to better understand our contribution.

2.1 Analytic Hierarchy Process

The AHP approach is a decision-making technique developed by Saaty [10]
[11] to solve complex problems of choice and prioritization. The problem
is structured hierarchically at different levels. The purpose of constructing
this hierarchy is to evaluate the influence of the criteria on the alternatives
to attain objectives. So, an AHP hierarchy has at least three levels: The
highest level consists of a unique element that is the overall objective. Then,
each level of the hierarchy contains criteria or sub-criteria that influence the
decision. Alternative elements are put at the lowest level.

Once the hierarchy is built, the decision maker starts the prioritization
procedure to determine the relative importance of the elements on each
level of the hierarchy. Elements of each level are paired (with respect to
their upper level decision elements) and then compared. This method elicits
preferences through pair-wise comparisons based on a nine-point scale,[10]
which translates the preferences of a decision maker into crisp numbers (see
Table 1).

Table 1: The Saaty rating scale
Saaty’s scale Definition

1 Equal importance
3 Somewhat more important
5 Much more important
7 Very much more important
9 Absolutely more important

2,4,6,8 Intermediate values

After filling all the pair-wise comparison matrices, the local priority
weights are determined by using the eigenvalue method. The objective is
then to find the weight of each criterion, or the score of each alternative
by calculating the eigenvalue vector. With these values, the AHP method
permits to compute a consistency ratio to check if the matrix is consistent
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or not. The last step aggregates all local priorities from the decision table
by a simple weighted sum. The global priorities thus obtained are used for
final ranking of the alternatives and the selection of the best one.

2.2 Belief function theory

In this subsection, we briefly review the main concepts underlying the belief
function theory as interpreted by the TBM. Details can be found in [21] [22].

2.2.1 Basic concepts

Let Θ be the frame of discernment representing a finite set of elementary
hypotheses related to a problem domain. We denote by 2Θ the set of all the
subsets of Θ.

The impact of a piece of evidence on the different subsets of the frame of
discernment Θ is represented by the so-called basic belief assignment (bba),
called initially basic probability assignment.[4] It quantifies the impact of a
piece of evidence on the different subsets of the frame of discernment.[22]
A bba is a function denoted by m that assigns a value in [0, 1] to every
subset A of Θ such that: ∑

A⊆Θ

m(A) = 1 (1)

A basic belief mass (bbm) m(A) quantifies the portion of belief that
supports A without supporting any strict subset of A, and that could be
transferred to subsets of A if further information justifies it.

2.2.2 Combination

The belief function theory offers interesting tools for combining beliefs in-
duced by distinct pieces of evidence. Let m1 and m2 be two bba’s defined
on the same frame of discernment and are issued from distinct sources. One
of the combination rules is the conjunctive rule: [21]

(m1 ∩©m2)(A) =
∑

B,C⊆Θ,B∩C=A

m1(B)m2(C) (2)

2.2.3 Discounting

The technique of discounting allows us to take in consideration the reliability
of the information source that generates the bba m. Let β = 1 − α be the
degree of reliability (α ∈ [0, 1]) assigned to a particular belief function. If
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the source is not fully reliable, the bba it generates is “discounted” into a
new less informative bba denoted mα: [24]

mα(A) = (1− α)m(A), ∀A ⊂ Θ (3)

mα(Θ) = α+ (1− α)m(Θ) (4)

2.2.4 Coarsening and refinement

Sometimes, beliefs are induced by information sources with different but
compatible frames of discernment. The coarsening and refinement opera-
tions allow us to establish relationships between these different frames in
order to express beliefs on anyone of them. Let Ω and Θ be two finite sets,
the idea behind the refinement consists in obtaining one frame of discern-
ment Ω from the set Θ by splitting some or all of its events. [4] Conversely,
the coarsening consists in forming a frame Θ by grouping together the events
of the frame of discernment Ω (see Fig. 1).

Figure 1: Illustration of a coarsening Θ of Ω associated with a refining ρ of
Θ.

Let us define a mapping ρ: 2Θ → 2Ω such that: [4]

ρ({θ}) 6= ∅ ∀θ ∈ Θ (5)

ρ({θ}) ∩ ρ({θ′}) = ∅ if θ 6= θ
′

(6)⋃
θ∈Θ

ρ({θ}) = Ω (7)

So, given a disjoint partition ρ({θ}) one may set: [4]

ρ(A) =
⋃
θ∈A

ρ({θ}) (8)
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With this notion of refining, we can define the vacuous extension. This
operation allows one to convey a mass function mΘ, expressing a state of
belief on Θ, to a finer frame Ω , a refinement of Θ. Stemming from the least
committed principle, this operation is denoted with an arrow pointing up,
and is defined by:

mΘ↑Ω(ρ(A)) = mΘ(A) ∀A ⊆ Θ (9)

2.2.5 Decision making

The TBM considers that holding beliefs and making decision are two distinct
processes. Hence, it proposes a two level model:

• The credal level where beliefs are entertained and represented by belief
functions.

• The pignistic level where beliefs are used to make decisions and rep-
resented by probability functions called the pignistic probabilities, de-
noted BetP : [5]

BetP (A) =
∑
B⊆Θ

|A ∩B|
|B|

m(B)

(1−m(∅))
, ∀A ∈ Θ (10)

3 Belief AHP approach

This section is dedicated to the presentation of the basic steps needed to
ensure the ranking of alternatives in an uncertain environment. In this
context, we introduce our belief AHP approach which is a combination of
AHP method and the belief function theory.

3.1 Identification of the candidate criteria

Our set of criteria is given by Ω = {c1, ..., cm} where Ω is the frame of
discernment involving all the possible criteria related to the MCDM problem.
Denote the set of all subsets of criteria by 2Ω, and let Ck be a subset of Ω. To
identify the candidate criteria, our main idea is to allow the expert to express
his opinions on groups of criteria instead of single one. The decision maker
chooses these subsets by assuming that criteria having the same degree of
preference are grouped together. If an expert identifies a group of criteria,
then we could suppose that all of its elements have the same importance. So,
by comparing two subsets of criteria Ck and Cj , an expert makes a choice
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between Ck and Cj . Since we are not performing pair-wise comparisons
of criteria but relating to groups of criteria, these sets of criteria should
not consider a criterion in common, because if one criterion is included in
two groups, then each group will give a different level of favorability. By
generalization, these subsets can be defined as:

Ck is preferred to Cj ,∀ k, j|Ck, Cj ∈ 2Ω, Ck ∩ Cj = ∅ (11)

3.2 Identification of the candidate alternatives

In many complex problems, experts are able to compare only subsets of
alternatives and cannot evaluate separate ones. To solve this problem, that
means to reduce the number of alternatives which consequently decreases
the number of comparisons, our method suggests not necessarily to consider
all of them but just to choose groups of those alternatives. One of the
possible solutions of this task is to use the DS/AHP method.[17] [18]

Like the criterion level, we assume that there is a set of all the possible
alternatives Θ = {a1, ..., an} consisting of n elements. Denote the set of
all subsets of Θ by 2Θ, and let Ak be a subset. At this level, we apply the
same hypotheses assumed in DS/AHP to identify the subsets of alternatives.
Besides, the decision maker expresses his preferences by comparing groups
of alternatives (except the set Θ which represents the total ignorance on
alternatives). For example, Ak is preferred to Aj , that means that Ak is more
preferable than Aj . The main aim behind this hypothesis was explained in.
[17] [18]

3.3 Computing the weight of considered criteria

After identifying the candidate sets of criteria, what is left is “how to cal-
culate the weight of these criteria?”. At this point, pair-wise comparisons
process is extended to an uncertain environment. We consider the same ba-
sic assumptions of AHP method, that all the elements in the same hierarchy
are totally independent. In fact, preferences expressed on one criterion do
not influence the ones expressed on another criterion.

Under this approach, our proposed scale may be different from the tra-
ditional one. In this study, we assume a new set of choices. Thus to express
his preferences, the decision maker responses to the following question: “Is
the subset of criteria Cj important?”. Besides, he only selects the related
linguistic variable. He indicated whether a criterion was more or less impor-
tant to its partner by “yes” or “no”. In other terms:

ΩCj = {yes, no} (12)
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where ΩCj is the set of possible choices.
After identifying the frame of discernment ΩCj corresponding to each

subset of criteria, Cj , our approach suggests to use a belief pair-wise com-
parison matrix. In order to express his opinions, we accept that the expert
may define uncertain or even unknown assessments. Indeed, we assume that
each subset of criteria is described by a basic belief assignment (m

ΩCj ) de-
fined on the possible responses. In other words, to quantify the subjective
judgments with uncertainty, a preference degree may be assigned to each
decision maker’s response. For instance, in a problem of purchasing a car,
the following type of uncertain subjective judgments was frequently used:
“the comfort criterion is evaluated to be more important than style with a
confidence degree of 0.8”. In fact, the decision maker responses to the ques-
tion “is comfort criterion important regarding the style criterion?”. Thus,
the answer was: comfort criterion is more preferable than style criterion and
0.8 is referred to the degree of belief. Finally, the same process is repeated
for each pair of subsets.

In some cases, the expert is not able to give any information about
alternatives and/or criteria. Thus, the obtained bba will be a vacuous basic

belief assignment, and we will get a single subset m
ΩCi
j (ΩCi) = 1. This case

is referred to as total ignorance. Therefore, the decision maker can express
his preferences more freely and all the elicitated data can be modeled.

To model the pair-wise comparison matrix, some priorities must be re-
spected. We consider X, the pair-wise comparison matrix, is an k×k matrix
in which k is the number of groups of criteria being compared. It has the
following characteristics:

1. The first step is to model the pair-wise comparison matrix. Let dij
is the entry from the ith column of pair-wise comparison matrix (dij
represents the different bbm’s of the identified bba).

m
ΩCj

i (a) = m
ΩCi
j (a) = dij , ∀a ⊂ ΩCi (13)

where m
ΩCi
j represents the importance of Ci with respect to the subset

of criteria Cj (for simplicity we denote the subset of criteria by j

instead of Cj), i 6= j, and m
ΩCj

i is the negation of m
ΩCi
j .

As regarding the previous example, if we have “the comfort criterion
(C) is evaluated to be more important than style criterion (S) with a
confidence degree of 0.8”, that is mΩC

S ({yes}) = 0.8, then we can say
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that “the style criterion is evaluated to be less important than comfort
criterion with a confidence degree of 0.8”: mΩS

C ({no}) = 0.8.

2. Like the traditional AHP method, where the principal diagonal con-
tains entries of 1, we set:

m
ΩCi
i (ΩCi) = 1 (14)

Once the pair-wise comparison matrix is complete, our objective is then
to obtain the priority of each subset of criteria. In fact, within the belief
comparison matrix, our problem is “what is the appropriate function to use
in order to obtain a single representation value of these different bbas to
get the priority vector”. The idea is to combine the obtained bba using the
conjunctive rule of combination. Indeed, this function is chosen since we
can regard each subset of criteria as a distinct source of information which
provides distinct pieces of evidence.

To better understand, we consider X, as defined above, the pair-wise
comparison matrix. For each row of the matrix, we apply the conjunctive
rule. That means, for each subset of criteria (i = {1, . . . , k}), we will get
the following bba:

mΩCi = ∩©k
j=1m

ΩCi
j (15)

Finally, these obtained bba mΩCi is transformed into pignistic probabil-
ities, denoted by BetPΩCi using Equation 10.

The proposed solution addresses the problem of inconsistency. In fact, if
the preferences are inconsistent, then we obtain m(∅) = 1. Thus, the expert
may be guided to reformulate his preferences. Otherwise, any belief function
will be found.

3.4 Computing the alternatives priorities

Following the same reasoning, belief pair-wise comparison matrices are also
constructed, and evaluate each group of alternatives regarding each criterion.
By applying Equation 15 for each obtained pair-wise comparison matrix, we
get a bba which quantifies the degree of belief assigned by the expert to each
subset of alternatives. However, our purpose is to combine these obtained
bba’s to get a single belief function, but the problem here is that each
subset of alternatives has its own frame of discernment. For instance, if we
say that alternative A is preferred to B, and alternative C is preferred to
B, this does not means that alternative A is indifferent to C. Consequently,
each obtained bba is defined on a different frame of discernment.
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The idea to use is then to standardize all the frames of discernment.
Obviously, we propose to use the concept of refinement operations,[4] which
allows us to establish relationships between different frames of discernment
in order to express beliefs on anyone of them. The objective is then consists
in obtaining one frame of discernment Θ from the set ΘAk

by splitting some
or all of its events. As mentioned above, each bba mΘAk represents the
belief over all possible answers (yes or no). However, at this stage, we want
to know which alternative is the best (Θ = {A,B,C}). As a result, ΘAk

is considered as a coarsening of Θ (see subsection 2.2.4), and we get the
following relation:

mΘAk
↑Θ(ρk(ω)) = mΘAk (ω) ∀ω ⊆ ΘAk

(16)

where the mapping ρk from ΘAk
to Θ is a refinement, and ρk({yes}) =

{Ak} and ρk({no}) = {Ak}.
Once we have standardized our frame of discernment Θ, we can now

combine the resulting bba using the conjunctive rule in order to obtain a
belief function reflecting the importance of alternatives to a given criterion:

mck = ∩©l
j=1m

ΘAi
↑Θ (17)

where l is the number of subsets of alternatives.
Finally, we obtain mck representing the opinions-beliefs of the expert

about his preferences regarding the set of alternatives.

3.5 Updating the alternatives priorities

To update the alternatives priorities with respect to the criterion weight,
we have to define a rule for combining them. On the one hand, we have
priorities concerning criteria and groups of criteria instead of single ones.
On the other hand, the sets of alternatives are compared pair-wise with
respect to a specific single criterion.

In order to overcome this difficulty, our approach proposes to regard each
pignistic probability distribution of a specific set of criteria as a measure of
reliability. This factor is used to measure most heavily the bba evaluated ac-
cording to the most important criteria and conversely for the less important
ones. If we have Ck a subset of criteria, then we get βk its corresponding
measure of reliability:

βk = BetPΩCk ({yes}) (18)

As a result, two cases will be presented: First, if the reliability factor
represents a single criterion ck, then the corresponding bba will be directly
discounted:
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mαk
ck

(Aj) = βk.mck(Aj), ∀Aj ⊂ Θ (19)

mαk
ck

(Θ) = (1− βk) + βk.mck(Θ) (20)

where mck(Aj) the relative bbm for the subset Aj (obtained in the previ-
ous step: Equation 17), βk its corresponding measure of reliability, and we
denote αk = 1− βk.

Second, if this factor represents a group of criteria, their corresponding
bba’s must be combined, then it will be discounted by their correspond-
ing measure of reliability. In this case, each element of a specific group of
criteria has its own pair-wise matrix that evaluates the sets of alternatives
with respect to this criterion. Therefore, we apply the conjunctive rule of
combination to obtain a single representation value of these different bba’s.
As a result, the obtained bba compares the sets of alternatives according to
this set of criteria.

Let Ck a subset of criteria, and ci ∈ Ck, then we apply the conjunctive
rule of combination to obtain mCk

:

mCk
= ∩©h

j=1mci (21)

where h is the number of items of a specific group of criteria Ck.
Finally, these obtained bba’s will be discounted by their corresponding

measure of reliability. We apply the same process used in Equations 19 and
20 to get mαk

Ck
.

3.6 Decision making

To this end, and after updating the priorities of the alternatives sets with
respect to their set of criteria, we must combine the overall bba’s in order
to help the expert to make a decision:

mfinal = ∩©l
j=1m

αk
Ck

(22)

where l is the number of subsets of criteria.
In this context, we choose to transform the final bba into pignistic prob-

abilities using Equation 10. The decision maker will choose the alternative
which has the highest value of pignistic probabilities.
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4 PVC life cycle application

The main aim of this section is to show an applicable way of our proposed
approach. In fact, the potential of the belief AHP method may be illus-
trated by considering a real application problem. Here, we consider “the
PVC (Polyvinyl chloride) life cycle” especially “the end of life phase”. The
problem considered attempts to rank countries based on their environmen-
tal impact to the disposal of PVC product. Thus, our challenge is to use or
not the PVC in general, but to know in which country the environmental
impact is less important for the destruction of a kilogram of PVC?

By following the Belief AHP procedure described in the previous section,
the decision maker has to identify the set of criteria and alternatives and he
has to indicate his preferences. Then, the following can be done manually
or automatically by our implemented software.

4.1 Identification of the candidate criteria and alternatives

Following discussion with the knowledgeable expert, it was decided to re-
strict the number of criteria to four areas:

1. Acidification (C1): the gradual decrease in the pH of the oceans.

2. Human toxicity infinite (C2): this category concerns effects of toxic
substances on the human environment.

3. Fresh water aquatic ecotoxicity infinite (C3): this category indicator
refers to the impact on fresh water ecosystems, as a result of emissions
of toxic substances to air, water and soil.

4. Terrestrial ecotoxicity infinite (C4): this category refers to impacts of
toxic substances on terrestrial ecosystems.

Apart from the four criteria, the initial interview also identified six se-
lected countries: “Switzerland (SW), France (FR), USA (US), England
(ENG), Italy (I) and Spain (S)” which make the set of alternatives. We
would generate a decision hierarchy by which it is possible to evaluate dif-
ferent alternatives. A figure showing the different levels of the hierarchy is
presented (see Fig. 2).

4.2 Computing the weight of considered criteria

Given the necessary details of the criteria, the decision maker was asked
to indicate his level of preference between them. Importantly, he was made
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Overall Objective

C1

ENG,US SW FR, I, S

C2, C3

C2

SW ENG,US, I, S FR

C3

S, SW,US FR,ENG, I

C4

I, S EN,US, FR SW

Figure 2: Belief AHP hierarchy.

aware that when assigning the same scale values to criteria, he was grouping
them in the same subset.

To evaluate the responses of the pair-wise comparison question, the de-
cision maker will be able to express his judgment with some degrees of
uncertainty. That’s, each element of the matrix will be labeled by a bba
expressing a belief on judgment choice. So, the question is how to construct
these bba’s to obtain uncertain preferences. For collecting these expert be-
liefs, we have used a method for eliciting the expert opinions and we have
generated associated belief functions (see Table 2).

Table 2: The weights preferences assigned to the criteria according to the
expert’s opinion

{C1} {C4} Ω1 = {C2, C3}

{C1}
m

Ω{C1}
{C1} (Ω{C1}) = 1 m

Ω{C1}
{C4} ({yes}) = 0.4 m

Ω{C1}
Ω1

({yes}) = 0.9

m
Ω{C1}
{C4} (Ω{C1}) = 0.6 m

Ω{C1}
Ω1

(Ω{C1}) = 0.1

{C4}
m

Ω{C4}
{C1} ({no}) = 0.4 m

Ω{C4}
{C4} (Ω{C4}) = 1 m

Ω{C4}
Ω1

({no}) = 0.3

m
Ω{C4}
{C1} (Ω{C4}) = 0.6 m

Ω{C4}
Ω1

(Ω{C4}) = 0.7

Ω1 = {C2, C3}
m

ΩΩ1

{C1}({no}) = 0.9 m
ΩΩ1

{C4}({yes}) = 0.3 m
ΩΩ1
Ω1

(ΩΩ1) = 1

m
ΩΩ1

{C1}(ΩΩ1) = 0.1 m
ΩΩ1

{C4}(ΩΩ1) = 0.7

From Table 2, we conclude that the decision maker has identified three
subsets of criteria {C1}, {C4}, and {C2, C3}. For instance, the expert may
say that {C1} is evaluated to be more important than {C4} with a confidence
degree of 0.4. That means, 0.4 of beliefs are exactly committed to the
criterion {C1} is more important than {C4}, whereas 0.6 is assigned to the
whole frame of discernment (ignorance).

Then, the next step consists in combining the bba’s corresponding to
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each criterion using the Equation 15. The obtained bba’s are reported in
Table 3.

Table 3: Belief pair-wise matrix: Partial combination
C1 C4 Ω1 = {C2, C3}

Weight
mΩ{C1}({yes}) = 0.94 mΩ{C4}({no}) = 0.58 mΩΩ1 ({yes}) = 0.03

mΩ{C1}(Ω{C1}) = 0.06 mΩ{C4}(Ω{C4}) = 0.42 mΩΩ1 ({no}) = 0.63

mΩΩ1 (∅) = 0.27

mΩΩ1 (ΩΩ1) = 0.07

After that, the resulting bba’s are transformed into pignistic probabilities
(see Table 4).

Table 4: Belief pair-wise matrix: pignistic probabilities
{C1} {C4} Ω1 = {C2, C3}

BetP
BetPΩ{C1}({yes}) = 0.97 BetPΩ{C4}({yes}) = 0.21 BetPΩΩ1 ({yes}) = 0.089

BetPΩ{C1}({no}) = 0.03 BetPΩ{C4}({no}) = 0.79 BetPΩΩ1 ({no}) = 0.911

4.3 Computing the alternatives priorities

Like the criterion level, the judgments between decision alternatives over
different criteria are dealt within an identical manner. For example, to
evaluate the alternatives according to the criterion C1 (Acidification), the
decision maker is asked to evaluate the following subsets of alternatives:
{ENG,US}, {FR, I, S} and {SW}, and we get the matrix presented in
Table 5.

Table 5: Belief pair-wise matrix regarding C1 criterion
C1 {ENG,US} {FR, I, S} {SW}

{ENG,US} m
Θ{ENG,US}
{ENG,US} (Θ{ENG,US}) = 1 m

Θ{ENG,US}
{FR,I,S} ({no}) = 0.05 m

Θ{ENG,US}
{SW} ({yes}) = 0.4

m
Θ{ENG,US}
{FR,I,S} (Θ{ENG,US}) =

0.95
m

Θ{ENG,US}
{SW} (Θ{ENG,US}) =

0.6

{FR, I, S} m
Θ{FR,I,S}
{ENG,US}({yes}) = 0.05 m

Θ{FR,I,S}
{FR,I,S} (Θ{FR,I,S}) = 1 m

Θ{FR,I,S}
{SW} ({yes}) = 0.2

m
Θ{FR,I,S}
{ENG,US}(Θ{FR,I,S}) = 0.95 m

Θ{FR,I,S}
{SW} (Θ{FR,I,S}) = 0.8

{SW} m
Θ{SW}
{ENG,US}({no}) = 0.4 m

Θ{SW}
{FR,I,S}({no}) = 0.2 m

Θ{SW}
{SW} (Θ{SW}) = 1

m
Θ{SW}
{ENG,US}(Θ{SW}) = 0.6 m

Θ{SW}
{FR,I,S}(Θ{SW}) = 0.8

As in the criterion level, for the subset of alternatives {ENG,US}, we
use the Equation 15 in order to combine the obtained bba (see Table 6):

mΘ{ENG,US} = m
Θ{ENG,US}
{ENG,US} ∩©m

Θ{ENG,US}
{FR,I,S} ∩©m

Θ{ENG,US}
{SW}
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Then, a similar process is repeated for the rest of alternatives, and we
get mΘ{FR,I,S} and mΘ{SW} .

Table 6: Belief pair-wise matrix: Partial combination
C1 {ENG,US} {FR, I, S} {SW}

Priority

mΘ{ENG,US}({yes}) = 0.38 mΘ{FR,I,S}({yes}) = 0.24 mΘ{SW}({no}) = 0.52

mΘ{ENG,US}({no}) = 0.03 mΘ{FR,I,S}(Θ{FR,I,S}) = 0.76 mΘ{SW}(Θ{SW}) = 0.48

mΘ{ENG,US}(∅) = 0.02

mΘ{ENG,US}(Θ{ENG,US}) = 0.57

Subsequently, we proceed now with the standardization of our frame of
discernment. By applying the Equation 16, in the subset of alternatives
{ENG,US} for example, we get the following bba:

mΘ{ENG,US}↑Θ({ENG,US}) = mΘ{ENG,US}({yes})

mΘ{ENG,US}↑Θ({ENG,US}) = mΘ{ENG,US}({no})

mΘ{ENG,US}↑Θ(Θ) = mΘ{ENG,US}(Θ{ENG,US})

To simplify, we can note by mΘ
{ENG,US} the bba mΘ{ENG,US}↑Θ, and the

similar process is repeated for the rest of alternatives. The obtained matrix
is presented in Table 7.

Table 7: Belief pair-wise matrix: Refinement
C1 {ENG,US} {FR, I, S} {SW}

Priority

mΘ
{ENG,US}({ENG,US}) = 0.38 mΘ

{FR,I,S}({FR, I, S}) = 0.24 mΘ
{SW}({FR, I, S, US,ENG}) = 0.52

mΘ
{ENG,US}({FR, SW, I, S}) = 0.03 mΘ

{FR,I,S}(Θ) = 0.76 mΘ
{SW}(Θ) = 0.48

mΘ
{ENG,US}(∅) = 0.02

mΘ
{ENG,US}(Θ) = 0.57

Finally, the obtained bba’s can be directly combined using the conjunc-
tive rule of combination (see Table 8).

Table 8: The bba mC1

∅ {FR, I, S} {FR, I, S,ENG,US} {FR, SW, I, S} {ENG,US} Θ

mC1 0.1113 0.1559 0.2252 0.0109 0.2887 0.2079

Then, as shown in the previous step, the computation procedure is re-
peated for the rest of comparison matrices to get Table 9.
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Table 9: The bba’s mC2 , mC3 and mC4

∅ {FR} {SW} {ENG,US, I, S} Θ

mC2 0.541 0.128 0.012 0.226 0.093

{S, SW,US} Θ

mC3 0.84 0.16

∅ {ENG,US, FR} {I, S} {SW} {SW, I, S} Θ

mC4 0.261 0.26 0.17 0.009 0.203 0.097

4.4 Updating the alternatives’ priorities

After computing the belief functions for each set of alternatives with respect
to each criterion, we must update this bba with their corresponding measure
of reliability.

Firstly, this step concerns the groups of criteria, that is the subset
{C2, C3}. Therefore, by using the Equation 21, we propose to combine
the bba relative to the C2 and C3 criteria (mC2,C3 = mC2

∩©mC3).
Then, these obtained bba’s are discounted by the measure of reliability

βC2,C3 = 0.089 (obtained from Table 4 and using the Equation 18). So, we
use Equations 19 and 20 to get the Table 10.

Table 10: The bba mC2,C3 and m
αC2,C3
C2,C3

∅ {FR} {SW} {US, S} {ENG,US, I, S} {S, SW,US} Θ

mC2,C3 0.6488 0.0204 0.012 0.1898 0.0361 0.0781 0.0148

m
αC2,C3
C2,C3

0.0577 0.0018 0.001 0.0168 0.0032 0.0069 0.9126

After that, the next step concerns the criterion {C1} and {C4}. The
relative bba are directly discounting using Equations 19 and 20, where the
reliability measures βC1 = 0.97 and βC4 = 0.21 (see Table 11).

Table 11: The bba m
αC1
C1

and m
αC4
C4

after discounting
∅ {FR, I, S} {FR, I, S,ENG,US} {FR, SW, I, S} {ENG,US} Θ

m
αC1
C1

0.1080 0.1512 0.2184 0.0105 0.28 0.2319

∅ {ENG,US, FR} {I, S} {SW} {SW, I, S} Θ

m
αC4
C4

0.0548 0.0546 0.0357 0.0019 0.0426 0.8104

4.5 Synthetic utility and decision making

The final step is then to choose the best alternatives. First, we apply the
conjunctive rule of combination (Equation 22), that leads us to get a single

17



bba denoted by mfinal. Then, we transform the obtained bba to a pignistic
probability and we get this final result (see Table 12).

Table 12: The final result using the belief AHP approach
Alternatives ENG US S FR I SW

BetP 0.2328 0.2464 0.1676 0.1512 0.1569 0.0451

The decision maker wants to know in which country the environmental
impact is less important for the destruction of a kilogram of PVC.

The alternatives are now ranked according to their pignistic probabilities,
as follows: {US}, {ENG}, {S}, {I}, {FR} and {SW}. Consequently,
“USA” is the recommended country since it has the highest values.

For the sake of comparison, we have assumed that the expert is able to
express his preferences with certainty and we have used the standard AHP
method. We have obtained the following ranking: {FR}, {I}, {ENG}, {S},
{US} and {SW}. We can conclude that, when the expert freely expresses
his preferences the obtained result may be affected. Thus, we can obtain
a more accurate decision since we have tried to closely model the decision
maker assessment.

This research proposes that the differences between classic AHP method
and belief AHP approach are raised by two potential factors. One, belief
AHP method can provide the decision maker to express his preferences with
some uncertainty and imprecision rather than deterministic value options.
This gives an advantage over classical AHP method in solving complex prob-
lems. Besides, by using our approach, we try to model all the elicitated in-
formation. Indeed, our method expects to find the most cautious solution.
Second, by using belief AHP method the number of comparisons is reduced.
So, the use of subsets of criteria and/or alternatives for pair-wise comparison
is hence the second factor.

In our case for example, if we have adopted the classical AHP, then there
would be 15 comparisons per criterion between the decision alternatives
level. That means, we will get 60 comparisons, and at the criterion level, we
will have 6 comparisons. As a result, the number of pair-wise comparisons
is then 66. However, by using the belief AHP, the number of comparisons
decreases because instead of using single elements, we have used subsets. In
fact, in our case the decision maker had made 3 pair-wise comparisons at
the criterion level, and at the alternative level, he had made 10 pair-wise
comparisons. In the worst case, the number of pair-wise comparisons is
equal to the standard one, when singleton criterion is compared to singleton
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alternative.

5 Experimental study

In this Section, the performances of the proposed method, belief AHP, are
compared. Firstly, the evaluation algorithm used in the comparisons is
described. Secondly, the method is tested on randomly generated matrices.
Then, we discuss the obtained results.

5.1 Evaluation algorithm

Despite the possible differences between the obtained results of two MCDM
methods, we cannot conclude the superiority of one over another. Unless
we have a solid basis, we compare the ranking results against the closeness
of the rankings of each method to the actual rankings.

To do so, we need to compare each set of rankings provided by AHP and
the proposed method with a ranking that has already been produced by an
alternative, yet reliable ranking method. This alternative ranking will be
considered as a basis, or actual ranking of the alternatives and will be used
to measure the closeness of the rankings provided by AHP, belief AHP to
reality. These evaluations are provided in the following Sections.

A method which is accurate in MCDM problems should also be accurate
in single dimensional problems. Therefore, we use the Weighted Sum Model
(WSM) method since in single-dimensional environment, [41] it yields the
most reasonable results. Hence, some previous works compare the obtained
results using WSM to those obtained by other MCDM method. [38] [39] This
evaluation criterion has been applied in order to evaluate crisp and fuzzy
MCDM methods. [38] [39] We therefore consider that at this level, there
is no need to compare our method to other multi-criteria decision making
approaches since we compare our solution to one of the most reliable method
in a unidimensional context.

Besides, WSM is the simplest and still the widest used MCDM method.
In this method, each criterion is given a weight, and the sum of all weights
must be 1. Each alternative is assessed with regard to every criterion. The
overall or composite performance score of an alternative is given by the
equation:

Pi =
∑
j

vij ∗ ωj (23)

where Pi is the priority of each alternative, ωj is the weight of each
criterion and vij is the score of each alternative regarding each criterion.
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In order to overcome these issues, in the next Section, we test a sim-
ulation algorithm that compares the ranking results of belief AHP under
different scenarios.

5.2 Simulation algorithm

To generate reliable data for a numerical analysis in AHP, simulation has
been extensively used in prior research. [39] [38] The simulation algorithm
is summarized as follows:

1. We generate a random matrix for the decision performance and an-
other one to represent the weight of each decision criteria. Based on
these two matrices, the overall scores and ranks of the decision al-
ternatives are calculated. These steps are usual steps in the WSM
method.

2. From the performance matrix, we generated pair-wise comparison ma-
trices of different alternatives that are compared to each criterion.

3. Each pair-wise matrix is transformed into belief pair-wise comparison.
Indeed, the resulting bbas has only one focal element since we are in
a certain context:

• If the actual preference value regarding the alternative a with
bbm, m({yes}) = 1 (If 1 < p ≤ 9).

• If p = 1 then m(Θ) = 1

• If 1
9 ≤ p ≤

1
2 then m({no}) = 1

4. We apply the suggested method to compute the overall priorities and
to rank alternatives.

5. We compare the obtained result with the ranking of the WSM method.

In order to gain a deeper understanding, a computational study was un-
dertaken. The data were random numbers from the interval [1, 9] (in order
to be compatible with the numerical properties of the Saaty scale). In these
test problems, the number of alternatives was equal to the following val-
ues: 3, 4, 5, 6, 7, 8, 9, and 10. Similarly, the number of criteria was equal to
3, 4, 5, 6, 7, 8, 9, and 10. Psychological experiments have shown that individ-
uals cannot simultaneously compare more than seven objects (plus or minus
two). [40] Therefore, we choose that the number of criteria and alternatives
in the analysis should not exceed 10. Thus, a total of (8× 8) different cases
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were examined with 100 replications (in order to derive statistically signif-
icant results) per each case. Each random problem was solved using the
original and belief AHP methods.

5.3 Simulation results

One of the difficulties in comparing many MCDM methods is that there is
rarely any way to check the accuracy of the methods. At the same time, it
must be understood that these methods have different relative advantages
in dealing with different types of data such as ordinal and uncertain data.
The intent is not to establish the dominance of any one method, but rather
to compare the relative accuracy in the case of known outcome.

Table 13: Percentage of contradiction (%) between the WSM and the AHP
Number of alternatives

Number of criteria 3 4 5 6 7 8 9 10

3 7 7 9 9 10 11 13 12
4 7 7 9 9 11 11 11 11
5 7 7 9 9 12 11 11 11
6 8 6 9 10 11 12 13 13
7 8 6 10 10 11 12 13 13
8 8 6 10 10 10 1 12 13
9 8 6 10 10 10 12 12 14
10 9 6 11 11 10 12 14 14

Table 14: Percentage of contradiction (%) between the WSM and the belief
AHP

Number of alternatives
Number of criteria 3 4 5 6 7 8 9 10

3 5 5 5 6 9 9 9 10
4 5 5 5 6 9 9 9 11
5 7 7 7 6 10 9 10 11
6 7 7 9 6 10 9 10 12
7 8 8 9 6 10 10 10 12
8 8 8 9 10 10 10 10 12
9 8 8 10 10 10 10 10 12
10 8 8 10 10 10 10 10 12
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We also notice, from Tables 13 and 14, that there is a significant dif-
ference in the percentage of contradiction between AHP and belief AHP
methods. Most importantly, when comparing the overall results, we can
remark that problems with less alternatives yielded fewer ranking contra-
dictions. As it can be seen, the number of criteria did not play a prime role.
For instance, from Table 14, our method is compared regarding 5 criteria
and different alternatives the percentage of contradiction in almost cases is
under 10%.

Importantly, belief AHP method uses only the minimum information to
model the decision maker preferences. However, more uncertainty can be
handled within the scale of preferences.

6 Conclusion

In this paper, a new approach inspired of the AHP method was developed.
Our proposed method, named belief AHP, is based on the belief function
framework. Indeed, this approach is shown to model the uncertain decision
maker’s preferences and to reduce the number of pair-wise comparisons.
Instead of comparing single alternatives regarding single criterion, our belief
AHP compares the sets of decision alternatives with respect to certain groups
of criteria. Moreover, our method has adopted a yes/no choice and for each
response we assign a degree of belief. Consequently, our approach follows
the same outline as AHP method in uncertain environment. Finally, to
illustrate the feasibility of our approaches and to judge their performances,
we have applied our proposed methods on a real application problem. Our
aim was to choose the appropriate country, where its environmental impact
is the least important for the destruction of a kilogram of PVC, on the basis
of several criteria.

Nevertheless, the proposed work is still subject to improvements. It can
be extended into different directions. In fact, our method can be improved
by defining a new consistency ratio in a belief function framework. Thus,
the proposed method will be more flexible, if it will be able to calculate the
consistency of a belief pair-wise matrix. Further work may be suggested on
the comparison between the belief AHP approach and other methods.
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