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Abstract

Self-absorption of spectral lines is known to lower the performance of analytical measurements via calibration-free
laser-induced breakdown spectroscopy. However, the error growth due to this effect is not clearly assessed.
Here we propose a method to quantify the measurement error due to self-absorption based on the calculation of the
spectral radiance of a plasma in local thermodynamic equilibrium. Validated through spectroscopic measurements
for a binary alloy thin film of compositional gradient, the method evidences that measurement performance lowering
due to self-absorption depends on the spectral shape of the analytical transition and on the intensity measurement
method. Thus, line-integrated intensity measurements of Stark broadened lines enable accurate analysis, even at
large optical thickness, if line width and plasma size are precisely known. The error growth due to self-absorption is
significantly larger for line shapes dominated by Doppler broadening and for line-center intensity measurements. The
findings present a significant advance in compositional measurements via calibration-free laser-induced breakdown
spectroscopy, as they enable straightforward selection of most appropriate analytical lines.

Keywords: elemental analysis; laser-induced breakdown spectroscopy; calibration-free; self-absorption; error
evaluation;

1. Introduction

Self-absorption is well-known in plasma diagnostics
as it alters the intensity and the spectral shape of
transitions [1]. The effect takes place when photons
have non-negligible probability of being reabsorbed
within the plasma. Self-absorption is thus significant
in large-size or high-density plasmas, when the char-
acteristic length of absorption is comparable to the
plasma size, or smaller. This is typically the case for
lines emitted from laser-induced plasmas, due to the
large plasma density [2]. Self-absorption is therefore
a major issue in material analysis via calibration-free
laser-induced breakdown spectroscopy (LIBS), where
the effect is considered as the principal error source of
the analytical measurement [3].
Thus, methods for the evaluation and compensation
have been proposed [4, 5]. Several authors report
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calibration-free LIBS measurements in optically
thin conditions, choosing transitions for which self-
absorption is negligible [6, 7]. Other authors propose
correction methods that enable analytical measurements
with even strongly self-absorbed lines [8, 9]. These
approaches seem to be in opposition with the “golden
rule” in plasma diagnostics, that recommends to use
transitions of moderate optical thickness only (τ ≤ 1),
for which accurate corrections of intensity or width
measurements are guaranteed [10].
Despite investigations of calibration-free LIBS mea-
surement errors [11], and the great recent interest in
the role of self-absorption [12, 13, 14, 15], accuracy
lowering due to the effect has not been yet assessed,
and the choice of the most appropriate analytical lines
still remains arbitrary.
Here we propose a method to evaluate the growth of
the analytical mesurement error due to self-absorption,
based on the mostly applied physical model of a
uniform plasma in local thermodynamic equilibrium
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(LTE). The error evaluation has validity not only
for our calibration-free approach that intrinsically
accounts for self-absorption, but for all approaches
based on the uniform LTE plasma with appropriate
self-absorption correction. The fundamentals of the
error evaluation are described in the next section,
followed by the illustration of the validation through
analytical measurements of a binary alloy thin film of
variable elemental composition.

2. Materials and methods

2.1. Fundamentals
2.1.1. Analytical signal dependence on optical thick-

ness
The spectral radiance of a uniform plasma in LTE is

given by [16]

Bλ(λ) = B0
λ(1 − e−τ(λ)), (1)

where B0
λ is the blackbody spectral radiance and λ is

the wavelength. The optical thickness is given by τ =∫
α(z)dz = αL, where α is the absorption coefficient

and L is the plasma size along the line of sight. The
absorption coefficient of a spectral line is given by [17]

α(λ) = πr0λ
2 flunlP(λ)

(
1 − e−hc/λkT

)
, (2)

where r0 is the classical electron radius, h is the Planck
constant, c is the vacuum light velocity, k is the Boltz-
mann constant, T is the temperature, flu is the absorp-
tion oscillator strength of the transition, and P(λ) is
the normalized line profile. The lower level popula-
tion number density nl is related to the number density
of the emitting species via the Boltzmann law, and to
the atomic number density of the element via the set of
Saha-equations (see SM 1.1).
To compare measured and computed spectra, the spec-
tral radiance computed according to eq 1 is convoluted
with the apparatus spectral profile Pap(λ), wheras the
measured intensity Im(λ) is corrected by the apparatus
response Rap(λ). Thus, the corrected measured inten-
sity I = Im/Rap is

I(λ) =

∫ ∞

0
Pap(λ − λ′)Bλ(λ′) dλ′. (3)

Introducing the line-center optical thickness τ0 = τ(λ0),
we can compute the intensity as a function of τ0, as
shown in Figure 1 for the line-center intensity I0 and
spectrally integrated line intensities Iline of different line
shapes. Note that Iline equals the line-integrated spec-
tral radiance and the corresponding curves are therefore
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Figure 1: Intensity vs τ0 computed according eq 1: line-center in-
tensity (black curve) and line-integrated intensities (colored curves)
for line profiles with different ratios of Gauss width wG over Lorentz
width wL.

independent of the apparatus spectral width wap. Con-
trarily, I0 equals the line-center spectral radiance only,
if wap is small compared to the line width w. The sat-
uration of I0, observed for τ0 ' 3, is therefore shifted
towards larger τ0-values, if the condition wap � w is
not fullfilled (see SM 1.2).
The weakest and strongest influence of self-absorption
on Iline is observed for Lorentzian and Gaussian line
profiles, respectively. The difference is due to the
smaller line wings of the Gaussian profile (see SM 1.2).
The influence of self-absorption on Iline gradually di-
minishes with increasing Lorentzian contribution. All
line profiles with a Lorentzian contribution show an in-
tensity increase Iline ∝

√
τ0 at the limit of large self-

absorption, in agreement with the observations of Gor-
nushkin et al. [18].

2.1.2. Error evaluation
Optically thin case. In case of negligible absorption
(τ � 1), eq 1 becomes

Bλ(λ) = εul P(λ) L, (4)

with the emission coefficient

εul =
hc

4πλ
Aul nu. (5)

Here, Aul is the Einstein coefficient of spontaneous
emission, and nu is the upper level population number
density. Substituting nu in eq 5 by the atomic number
density of the element nA (see SM 1.1), we obtain from
eqs 3 to 5

nA = Θ1(T, ne)
Iline

Aul L
' Θ1(T, ne)

I0 wm

Aul L
, (6)
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where wm is the measured line width and Θ1 is a
function of temperature T and electron density ne

that comprises all constants including a spectral-shape-
dependent correction factor to be applied to I0 × wm to
obtain the line-integrated intensity. Neglecting errors
associated to Θ1, the error of the atomic number density
is

∆nA

nA
=

√(
∆I
I

)2

+

(
∆Aul

Aul

)2

, (7)

with ∆I/I = ∆Im/Im for line-integrated measurements.
In case of line-center intensity measurements, we have

∆I
I

=

√(
∆I0

I0

)2

+

(
∆wm

wm

)2

. (8)

According to eq 4, a change of L will alter the inten-
sity of all optically thin lines by the same factor. As
calibration-free LIBS is based on measurements of rel-
ative intensities, the uncertainty of L does not impact
the analysis and ∆L is ignored in eq 7.
Thus, disregarding the errors associated to Θ1 (T and
ne measurements and LTE model calculations), the ana-
lytical measurement using an optically thin line has two
main error contributions: (i) The intensity measurement
error including the uncertainty of the apparatus response
function, and (ii) the uncertainty of the transition prob-
ability.

General case. Substituting nl by the atomic number
density of the element, we obtain from eq 2 after in-
tegration over the line profile (see SM 1.3)

nA = Θ2(T, ne)
τ0 wsd

Aul L
, (9)

where Θ2 is a function of T and ne, and wsd is the spec-
tral width of the line due to Stark and Doppler broaden-
ing. Neglecting uncertainties associated to Θ2, the error
of the atomic number density is

∆nA

nA
=

√(
∆τ0

τ0

)2

+

(
∆Aul

Aul

)2

+ (1 − e−τ0 )

(∆wsd

wsd

)2

+

(
∆L
L

)2.(10)

Here, the factor 1 − e−τ0 is inserted empirically to re-
trieve the expression for the optically thin case (eq 7) for
τ0 � 1. The error ∆τ0 is obtained from the I = f (τ0)
dependence displayed in Figure 1 via the derivative of
the inverse function. We have

∆τ0

τ0
=

1
τ0

f (τ0)
f ′(τ0)

∆I
I
≡ g(τ0)

∆I
I
, (11)

where f ′(τ0) ≡ ∂I/∂τ0. The error growth factor g(τ0) is
introduced to account for the increase of measurement
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Figure 2: Error growth factor vs τ0 computed according eq 11 for I0-
measurements (black curve) and Iline-measurements of line profiles
with different ratios of Gauss width wG over Lorentz width wL (col-
ored curves).

uncertainty due to self-absorption. For line-center inten-
sity measurements, the error growth factor is obtained
in case of neglibile apparatus broadening directly from
eq 1 as

g0 =
1 − e−τ0

τ0 e−τ0
. (12)

For measurements of the line-integrated intensity, no
analytical expression Iline = f (τ0) exists for common
line shapes represented by the Voigt profile. The error
growth factor is thus obtained from eq 11 using the
numerically calculated derivative f ′(τ0).
According to the Iline(τ0)-dependence shown in Fig-
ure 1, a moderate error growth by g ≤ 2 is observed
for the Lorentzian line shape (see Figure 2). The
error increases with the Gaussian contribution to the
line profile. However, the error amplification due to
the Gaussian contribution diminishes for very large
τ0-values until it vanishes, and we retrieve the value
g ' 2 of the Lorentzian line shape. This behavior is at-

tributed to the small wings of the Gaussian profile
(see SM 1.2) that limit the contribution to a narrow
spectral range close to the resonance wavelength, in
which saturation at the blackbody spectral radiance
occurs. The Lorentzian contribution dominates thus at
very large τ0-values, according to the large Lorentzian
line wings (see SM 1.2).
The exponential error growth associated to the line-
center measurement (see Figure 2) is only observed for
wap � wsd. With increasing apparatus spectral width,
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the saturation of I0 (see Figure 1), and therewith the
exponential error growth, are shifted towards larger
τ0-values.
In typical conditions of LIBS experiments, spectral
lines have a Doppler width of a few pm, and a Stark
width ranging from picometers to nanometers. Thus,
in most cases, the error growth factor is situated
between the g-values of the pure Lorentzian profile
and those observed for profiles with Gaussian contri-
bution wG/wL = 3 (see Figure 2). The error of the
line-integrated intensity if thus increased moderatly by
g ' 2 for τ0 � 1.
As the amount of absorption depends on the spectral
line width and the plasma size along the line of sight,
the analytical measurement error is increased by the
contributions of ∆wsd and ∆L , when self-absorbed
lines are used (see eq 10). The plasma diameter can
be estimated from fast plume imaging [19] or deduced
from the line intensity ratio of self-absorbed lines
having significantly different optical thickness [20]. In
both cases, the measurement accuracy is moderate and
an error ∆L of about 10% is expected in the best case.
The spectral line width wsd can be either computed or
deduced from the measured width, and the associated
error is thus given by the most precise of both values
(see SM 1.4). When the apparatus spectral width wap

and broadening due to self-absorption wsa are small
compared to the Stark width ws, wsd ' ws can be
deduced with an accuracy close to accuracy of the
measured width ∆wm, estimated to ' 5%. In the oppo-
site case, when wsd < wap,wsa, the computed spectral
line width is more accurate than the measured value.
However, ∆wsd is large due to large errors associated to
the Stark broadening parameter ∆ωs and the electron
density ∆ne. Both errors are of about 10% in the best
case, and most frequently of about 20% or larger, as
accurate Stark broadening parameters are missing for
many transitions.
Thus, compared to the optically thin case, analytical
measurements with self-absorbed lines (eq 10) are
affected by three supplementary error contributions:
the increase of the error associated to the intensity
measurement (eq 11), the uncertainty associated to the
line width (see SM 1.4), and the error associated to the
plasma diameter along the line of sight.

2.2. Experimental section

2.2.1. LIBS setup
The experiments were carried out in experimental

conditions that enable accurate modeling of the plasma
emission spectrum [21, 22]. Laser ablation was pro-

duced with a frequency-quadrupled Nd:YAG laser, de-
livering ultraviolet (266 nm) pulses of 4 mJ energy and
4 ns duration. The beam was focused to a spot of
100 µm diameter onto the sample surface, leading to a
laser fluence of about 70 J cm−2. The sample was placed
on a motorized sample holder in a vacuum chamber that
was filled with argon at 5 × 104 Pa pressure.
Optical emission spectroscopic measurements were per-
formed by imaging the plasma with two lenses of 150
and 35 mm focal lengths onto the entrance of an opti-
cal fiber of 600 µm core diameter. The fiber was cou-
pled to the entrance of an echelle spectrometer with a
resolving power of 1 × 104. Photon detection was en-
sured using an intensified charge-coupled device matrix
detector. The apparatus spectral width and the appara-
tus response were measured as functions of wavelength
with appropriate calibrated lamps.
The spectra were recorded with a delay of 400 ns be-
tween the laser pulse and the detector gate. The gate
width was set to 200 ns. To enhance the signal-to-noise
ratio, data acquisition was performed by averaging over
200 ablation events, applying a single pulse on each ir-
radiation site. The irradiation sites were separated by a
distance of 150 µm.
The sample was a Si/Ge binary alloy thin film of '
50 nm average thickness, deposited on an alumina sub-
strate of 25 × 60 mm2 area. The film was deposited via
so-called “combinatorial” pulsed laser deposition [23]
to obtain a compositional gradient in the longitudinal di-
rection with a variation of the Ge atomic fraction from
10% to 80%. The LIBS spectra were recorded for dif-
ferent longitudinal positions separated by a distance of
5 mm by moving the sample in the orthogonal direc-
tion, in which the composition is almost constant (see
SM 2.1).

2.2.2. Computational details
The calculation of the spectral radiance according to

eq 1 is implemented in an iterative measurement proce-
dure that allows us to deduce the plasma properties in-
cluding the elemental composition from the best agree-
ment between measured and computed spectra [20].

Table 1: Electron density ne, plasma temperature T , and plasma diam-
eter along the line of sight L, deduced from the spectra analysis (see
SM 2.2).

parameter (unit) value relative error
ne (cm−3) 3.3 × 1017 20%
T (K) 13 100 2%
L (mm) 0.3 20%
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The procedure consists of two main loops of iteration.
The principal loop includes the successive measure-
ments of electron density, plasma temperature, elemen-
tal fractions, and plasma size along the line of sight. For
each measurement, the corresponding parameter is var-
ied in order to find the best agreement between the com-
puted and measured spectra in the wavelength ranges of
the relevant atomic or ionic transitions. The calculations
include the precise description of the spectral line pro-
file, considering the dominating line broadening effects,
namely Doppler and Stark broadening. As the probe
depth was larger than the film thickness, the composi-
tional measurements included the elements of both the
thin film and the substrate. The spectroscopic data were
taken from common databases and from literature (see
SM 1.5).

3. Results and discussion

Accurate plasma diagnostics were performed using
multiple transitions from both alloy-composing ele-
ments (see details in SM 2.2). The plasma properties
listed in Table 1 were found to be independent of the
measurement location on the sample surface, and thus
independent of the elemental composition of the thin
film.
To validate the prediction of the analytical measure-
ment error according to eqs 10 and 11, two isolated
germanium transitions of significantly different optical
thicknesses were investigated. Prior to the analysis,
their Stark broadening parameters were measured (see
SM 2.3).
Measured and computed line profiles of both transitions
are displayed in Figure 3 for different Ge-fractions. For
the weakly self-absorbed Ge 326.95 nm line (a), the in-
tensity increases linearly with the Ge-fraction, whereas
the line width augments only slightly (see Table S3).
Contrarily, the strongly self-absorbed Ge 303.91 nm
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Figure 3: Measured and computed spectral radiance of weakly (a) and
strongly (b) self-absorbed lines. The measurements were performed
for different locations on the sample surface, corresponding to differ-
ent Ge-fractions within the thin film.

line (b) is characterized by a saturation-like intensity
raise, and a stronger increase of line width with the Ge-
fraction.
Both transitions have line widths more than two times

larger than the apparatus width. Apparatus broadening
is therefore moderate, and the measured line-center in-
tensity is according to eq 3 close to the spectral radiance
at the resonance wavelength [I0 ' Bλ(λ0)]. Thus, the
I0-value of the Ge 303.91 nm transition approaches the
blackbody spectral radiance for the largest Ge-fraction,
as predicted by eq 1 for τ0 = 2.6 (see Figure 1).

For both transitions, the Stark width is more than 20
times larger than the Doppler width. The dependence

Table 2: Uncertainties associated to the Ge-fraction measurement for two transitions and three measurement locations (labelled 11, 6 and 2): atomic
fraction C, line-center optical depth τ0, weight factor 1 − e−τ0 (see eq 10), and line width error ∆wsd/wsd . The intensity measurement error ∆I/I,
the associated error growth factor g, and the errors of atomic number density ∆nA/nA and atomic fraction ∆C/C are given for line-center (subscript
0) and line-integrated intensity (subscript line) measurements (see details in SM 1.4 and SM 2.5).

I0 measurement Iline measurement
transition meas C(%) τ0 1 − e−τ0 ∆wsd

wsd

∆I0
I0

g0
∆nA
nA

∆C
C

∆wsd
wsd

∆Iline
Iline

gline
∆nA
nA

∆C
C

Ge I 303.91 11 10.0 0.25 0.22 8 5 1.14 13 14 8 5 1.06 13 14
6 36.5 1.12 0.67 7 5 1.84 20 14 7 5 1.27 19 13
2 80.2 2.6 0.93 12 5 4.84 32 7 6 5 1.55 22 5

Ge I 326.95 11 10.0 0.02 0.02 6 5 1.01 9 11 6 5 1.01 9 11
6 36.5 0.11 0.11 7 5 1.06 10 9 7 5 1.03 10 9
2 80.2 0.26 0.23 7 5 1.14 13 4 7 5 1.07 13 4
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Figure 4: Line-center spectral radiance (a,b) and line-integrated radiance (c,d) as functions of the Ge atomic number density and τ0 (secondary
x-axis) for weakly (a,c) and stronly (b,d) self-absorbed lines. The blue and green curves are the line intensities computed for a uniform plasma in
LTE considering and ignoring self-absorption, respectively. The analytical measurement error is indicated for an intensity measurement error of
5% (dashed lines).

of the line-integrated intensity on τ0 is therefore close
to that of the Lorentzian profile (see Figure 1). Accord-
ingly, a significant error growth due to self-absorption
is expected for analytical measurements exploiting the
line-center intensity, whereas a moderate error increase
is expected for measurements using the line-integrated
intensity.
To validate the theoretical predictions, the measured and
the computed line-center and line-integrated intensities
are displayed in Figure 4 as functions of the Ge atomic
number density.
For the weakly self-absorbed Ge 326.95 nm transition,
both I0 (a) and Iline (c) show an almost linear increase
with nA. The error growth factor is thus close to unity
(see Table 2). Nevertheless, the spectral radiance is no-
tably reduced with respect to the optically thin case. The
accurate calculation of the spectral radiance requires
therefore the precise values of the line width and the
plasma diameter, and the analytical error has contribu-
tions from ∆wsd and ∆L according to eq 10.
For the strongly self-absorbed Ge 303.91 nm transition,
the measured line-center intensity (b) is shown to follow
the saturation behavior according to eq 1. The measure-
ment error increases thus rapidly with τ0. Assuming

an intensity measurement error of 5%, we deduce from
the plotted data a measurement error of about 20% for
τ0 = 2.6, in close agreement with the error growth factor
g0 = 4.8 obtained from eq 12 for the case of negligible
apparatus broadening (see Table 2).
The saturation behavior is not observed for the line-
integrated radiance of the Ge 303.91 nm transition (d)
that is shown to increase with a reduced and almost con-
stant slope in the range of large nA (large τ0) values,
in agreement with the predicted Iline-growth for a pure
Lorentzian line shape (see Figure 1). Accordingly, the
error growth is moderate, and we deduce geometrically
a measurement error of about 8% for τ0 = 2.6, in a gree-
ment with the error growth by a factor of 1.6 predicted
for the Lorentzian line shape (see Figure 2).
The total increase of the analytical error, including the
contributions ∆wsd and ∆L, is illustrated by the val-
ues ∆nA/nA and ∆C/C given in Table 2 for both lines
and different Ge-fractions. Here, the ∆C/C-values are
misleading as the error diminishes with the Ge-fraction
according to its large variation from 10% to 80% (see
SM 1.7). We therefore refer to the analytical error ex-
pressed by ∆nA/nA that is shown to rise moderately
from 9% to 13% when τ0 increases from 0.02 to 0.26
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(Ge 326.95 nm). In this regime of weak self-absorption,
the error rise is equal for I0- and Iline-measurements. A
significantly larger ∆nA/nA-increase from 13% to 22%
is observed for Iline-measurements with Ge 303.91 nm
according to the τ0-raise from 0.25 to 2.6. The error
increase is even enhanced from 13% to 32% for I0-
measurements.

4. Conclusion

The presented results show that the analytical mea-
surement error due to self-absorption in calibration-free
LIBS critically depends on the way the line intensity
is measured and on the spectral line profile. As the
line-center spectral radiance of strongly self-absorbed
lines saturates at the blackbody spectral radiance, line-
center intensity measurements lead to an exponential
error growth with the optical thickness. With increasing
apparatus broadening, the saturation behavior is shifted
towards larger optical thickness. For line-integrated
intensity measurements, the error growth due to self-
absorption critically depends on the line shape. The
largest error growth occurs for the Gaussian line profile
wheras a moderate error increase by a factor ≤ 2 is
expected for the Lorentzian profile. For mixed line
shapes with significant Gausian contribution, the error
growth is increased compared to the pure Lorentzian
shape, but this increase only occurs in a limited range
of optical thickness.
As line broadening in LIBS plasmas is typically domi-
nated by the Stark effect, the increase of the analytical
measurement error due to the intensity measurement is
moderate. However, the amount of absorption depends
on line width and plasma size, that are mostly known
with moderate or low accuracy. The associated errors
may thus present the principal error source of analytical
measurements with self-absorbed spectral lines, if the
model of the uniform equilibrium plasma is valid.
In the case of spatially non-uniform LIBS plasmas, the
presented error evaluation still holds, if the appropriate
model is applied. The analytical error is then obtained
from the error evaluation of each plasma volume,
characterized by its proper thermodynamic state.
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