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Abstract
Imitation learning allows learning complex behav-
iors given demonstrations. Early approaches be-
longing to either Behavior Cloning or Inverse Rein-
forcement Learning were however of limited scala-
bility to complex environments. A more promising
approach termed as Generative Adversarial Imita-
tion Learning tackles the imitation learning prob-
lem by drawing a connection with Generative Ad-
versarial Networks. In this work, we advocate the
use of this class of methods and investigate possible
extensions by endowing them with global tempo-
ral consistency, in particular through a contrastive
learning based approach.

1 Introduction
In [Ho and Ermon, 2016], Generative Adversarial Imitation
Learning (GAIL) was proposed to tackle the Imitation Learn-
ing (IL) problem by drawing a connection with generative ad-
versarial networks (GANs) [Goodfellow et al., 2014]. GAIL
allows to recover the demonstrator’s behavior without explic-
itly recovering the reward function by training a policy to pro-
duce trajectories resembling the expert’s demonstrations and
a discriminator to distinguish them.

In this project, we focus on this class of IL algorithms and
their application on an assistive robot manipulator to assist
frail people. While GAIL provides a natural and direct way
for this goal, it gives rise to a number of challenges. We be-
lieve we can take use of the advantages brought by this ap-
proach, and investigate possible ways to improve it. In the
following sections, we discuss a specific limitation of the ma-
jority of works on adversarial imitation learning and present
how we envision to mitigate it.

2 Research Questions
The sequential nature of IL requires learning a good repre-
sentation that incorporates the underlying temporal structure
governing the task. It is important to be able to identify and
capture the relevant high-level temporal features that govern
the demonstrator behaviour.

∗The work is performed in the context of project ROGAN funded
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Indicatively, consider the task of picking an object. When
the end-effector is too far from the object, the robot does not
have to exactly match the expert trajectory all the way to the
goal. Instead, it should only reason about features that shape
the long-term outcome of the actions it takes. If the agent
is too focused on temporally local features that govern the
immediate outcome of its actions, it would be harder for it to
recover when it deviates from the demonstrator’s trajectory.

Model-based approaches allows effective long-term plan-
ning by learning a model of the agent’s environment and us-
ing it to plan. However learning such a model is a challenging
and data-intensive task. On the other hand, most works on
model-free imitation learning do not take into account this
aspect in the learning process, and this is even more true
with adversarial imitation learning. The idea we are currently
working on is a GAIL-based attempt to incorporate learning
long-term temporal features within the model-free adversar-
ial imitation learning setup. We envision to achieve that by
using a a more complex architecture, while, at the same time,
learning better representations.

3 Proposed Approach
Instead of the baseline GAIL, we are building our work on
GoalGAIL [Ding et al., 2019]. In GoalGAIL, the authors
extend GAIL by conditioning the policy on the goal and us-
ing ”relabeling” as introduced in Hindsight experience Re-
play (HER) [Andrychowicz et al., 2017] This allows to lever-
age failed attempts to improve the efficiency and speed up
the learning. The learning is done by alternating two things:
training the discriminator to distinguish the generated trajec-
tories from real ones, and updating the policy using an off-
policy RL algorithm and the discriminator output as the re-
ward.

We seek to extend GoalGAIL with two interrelated com-
ponents that simultaneously tackle the discussed limitation.
These extensions are inspired from recent works on GANs
architectures, as well as recent works on contrastive self-
supervised learning that has proven effective in learning good
data representations.

At this point, we finished reproducing the baseline on
which we build our work as well as the first extension, and
we are working on the second one and evaluating the perfor-
mance on a set of simulated tasks.



Figure 1: The trajectories produced by both the expert and the policy are stored in a memory from which transtions and sequences are sampled
and relabeled to train two discriminators, while their embeddings are projected into a latent space to compute the contrastive loss

Extension 1: Temporal discriminator
Video generation is a task that shares a particular aspect with
the imitation learning problem in the sense they both need the
inter-temporal dependencies to be taken into consideration,
and in which GANs have proven effective. In [Vougioukas
et al., 2019], the authors introduce a GAN architecture ca-
pable of generating realistic facial animation by using two
separate discriminators: one for the individual frames and
another for the generated sequences. In our setting, we sim-
ilarly consider an architecture composed of a policy network
and two discriminators: a transition and a sequence discrimi-
nator, denoted Dtrans and Dseq respectively in figure 1. The
former impels the policy behaviour to be locally similar to the
demonstrator’s behavior while the latter encourages the pol-
icy trajectories to be globally similar to those of the expert.

For this architecture to be effective, the transitions and
sequences representations need to be disentangled, meaning
they should capture distinct features. This would allow the
discriminators to distinguish between the immediate and the
long-term effects of the actions.

Extension 2: Contrastive learning of temporally
local and global representations
InfoMaxGAN [Lee et al., 2021] is a GAN framework that
mitigates GANs instability using contrastive learning of lo-
cal and global visual features. On one hand, maximizing
the mutual information between the local and global fea-
tures helps the discriminator learn long-term representation
in such a way as to reduce catastrophic forgetting within
the non-stationary training environment. On the other hand,
distinguishing local and global features by contrastive learn-
ing helps the generator produce more diverse images, which
helps the generator avoid mode collapse.

We take inspiration from this work by trying to augment
the proposed architecture with a contrastive learning task
where the projected embeddings of sequences and transitions
lying within them are pushed closer, while the projected rep-
resentations of transitions lying within distinct sequences are
pulled apart. As shown in figure 1, the discriminators Dtrans

and Dseq are fed with embeddings produced by two encoders:
Etrans and Eseq respectively. Those embedding are passed

through two projectors P trans and P seq that project them
into a latent space, in which we compute the contrastive loss.

The contrastive loss has a double aim. First we want the
temporally local and distant features learned by the transition
and sequence encoders to be disentangled in such a way as
to allow each discriminator to focus only on the features that
are relevant to its task. Second, in analogy with InfoMax-
GAN, we want the contrastive loss to stabilize the adversarial
learning.
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