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Three-dimensional luminescence microscopy for quantitative plasma
characterization in bulk semiconductors
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Aix-Marseille Université, CNRS, LP3, UMR7341, 13288 Marseille, France

(Dated: 16 July 2021)

Important challenges remain in the development of ultrafast laser writing inside semiconductor materials because the
properties of narrow gap materials cause strong propagation distortions to intense infrared light. Here, we introduce
a simple and robust imaging method for high-dynamic-range investigations of the laser-matter interactions in bulk
semiconductors. Supported by measurements in gallium arsenide and silicon, we show how z-scan imaging of the
band-to-band radiative recombination enables quantitative reconstruction of the three-dimensional distributions of free-
carriers generated by nonlinear ionization with ultrashort pulses. The validity is confirmed by comparisons with ultra-
fast transmission microscopy (shadowgraphy) images. The superior sensitivity of the zero-background luminescence
method allows the measurement of local carrier densities as low as ~10'© cm™ inside GaAs that is inaccessible by
shadowgraphy. It provides the first direct evidence of the low density plasma generated far prior to the focus that causes
the previously reported intensity clamping phenomenon. The potential of this non-coherent 3D imaging method to
assess complex beam distortion features is also exemplified by real-time pre-compensation of aberration for an intense

interacting beam.

Intense infrared lasers can be focused to induce
micro/nano-scale permanent modifications anywhere in-
side semiconductor materials."> This holds potential to
integrate new functions on single microelectronic chips
including microfluidic cooling circuits?, waveguides> or
other optical components’. For these applications, a key is
to obtain highly localized laser energy deposition. How-
ever, the strong nonlinearities inherent to narrow bandgap
materials lead to beam distortions and more easily ionized
materials in the pre-focal region that strongly deteriorates
the achievable point spread function and the achievable 3D
writing performances®!!. A direct way to monitor the
spatial features of nonlinear ionization inside semiconductors
is then highly desirable for improved understanding of these
limiting aspects and subsequent optimization studies.'!%!3

There are numerous surface techniques, including electrical
measurements, to evaluate free-carrier concentrations in semi-
conductor materials'*. However, most of them are inappropri-
ate for the transient local excitations deep inside materials cor-
responding 3D laser writing configurations. Directly inspired
by similar studies in dielectrics, ultrafast pump-probe trans-
mission (shadowgraphy)®® and interferometric microscopy
techniques'-® have been attempted in the infrared for retrieval
of the changes of the complex optical permittivity due to lo-
cal carrier injection with focused pulses. These measurements
give directly 2D projection images of the generated plasmas
but 3D tomographic reconstruction is only conceivable un-
der simplifying hypotheses with the use of appropriate nu-
merical procedures (e.g. Abel inversion'®). In addition, the
transmission or phase change induced by the micro-plasma is
hardly resolvable when the produced carrier densities are or-
ders of magnitude below the critical plasma density. In prac-
tice, this leads to a lower limit for the dynamic range of in-
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vestigation of about 10'8 cm~3 at best.”!%!7 Limited by these
drawbacks, there have been so far no direct observations of
low density plasmas in the prefocal regime despite their im-
portance on the achievable peak energy density as extrapo-
lated by measurements'-' 1318 and simulations for Si.!%!19
On the other hand, laser-induced photoemission shows strong
potential for studying characteristics of intense laser local ex-
citation and defect formation in bulk dielectrics?®23. How-
ever, there has been no equivalent demonstration by lumines-
cence diagnostics inside semiconductors to date.

In this paper, we demonstrate 3D reconstruction of free-
carrier distributions inside semiconductors generated with fo-
cused ultrashort pulses by taking direct advantage of the asso-
ciated photoemission phenomena. We identify and filter radia-
tive band-to-band recombination in GaAs but also Si despite
the expected low yield in indirect band gap materials. Sup-
ported by comparisons with ultrafast shadowgraphy images,
we show how this luminescence signal can be calibrated for
reliable plasma density measurements. Case studies on GaAs
demonstrate the superior dynamic range of this method that
enables the first direct measurement of low-density prefocal
plasma. We show also how the non-coherent nature of the
signal suppresses artefacts limiting the 3D imaging capabili-
ties of pump-and-probe technologies.

Our experimental arrangement is shown in the Fig. 1(a).
Femtosecond laser pulses of 190-fs pulse duration (Pharos,
Lightconversion) are delivered by an optical parametric am-
plifier (Orpheus, Lightconversion) operated at 1550-nm wave-
length and tightly focused 300 pm under the surface of sam-
ples using an objective lens (Olympus 100x, numerical aper-
ture (NA) 0.85, marked ’Lens]’ in the figure) corrected for
spherical aberrations. As illustrated with Fig. 1(a), we add
an infrared microscopy imaging system to observe laterally
laser interactions inside GaAs. It is based on an arrangement
of a long working distance objective (Mitutoyo 20x, NA0.40,
marked "Lens2’ in the figure), a tube lens, and a camera (Rap-
tor, OWL640). The imaging focus defined by the distance d
with respect to sample surface (lateral x-axis) is adjustable by
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FIG. 1. (a) Schematic of the experimental geometry. (b) Photoe-
mission image of the interaction region inside GaAs as measured
without probe illumination. k vector represents the laser propagation
direction. (c) Pump-and-probe transmission image for the same in-
teraction conditions measured at sub-picosecond delay. The pump
pulse energy is 16.8 nJ. Scale bar: 20 um.

moving the sample holder. A typical emission image cross-
sectioning the focal region of the pump is shown in Fig. 1(b).
The exposure time of the camera is 40 ms so that the emis-
sion is integrated over 400 interacting pulses according to the
10 kHz repetition rate of the laser source. The pseudo-color
scale directly represents the pixel signal value that is propor-
tional to the emission amplitude.

The emission image is compared to the corresponding ul-
trafast shadowgraphy image presented in Fig. 1(c). This mea-
surement uses a probe pulse from the same laser system and
delayed by ~ 500 fs to capture the maximum electron density
just after the excitation.”!” The grey-scale image is normal-
ized with a reference image to directly represent transmission
of the excited region (T = 1 at rest). It is noteworthy to men-
tion at this stage a difference between the two images. The
shadowgraphy displays not only losses (transmission smaller
than 1) due to inverse Bremsstrahlung absorption by free car-
riers in the laser-generated plasma,”!” but also local trans-
missions that are exceeding 1. As we will see later on, this
artefact, absent in the luminescence image (Fig. 1(b)), is at-
tributed to diffraction features caused by the inherent coher-
ence of the laser illumination.

An excellent spatial correlation is observed between the lu-
minescence and shadowgraphy images displayed in Fig. 1 (b)
and (c), respectively. This directly indicates that the light
emission originates from free carriers generated by the fo-
cused laser pulse. To assess the physical origin of the lumi-
nescence, we first investigated the polarization properties of
the emission that was found to be non-polarized, excluding
thus a significant contribution from pump laser beam scatter-
ing. This is also confirmed by spectral measurements made by
focusing the emission onto a fiber connected to a spectrometer
(ULS4096CL-EVO, Avantes). The measured emission spec-
trum peaking near 900 nm is shown in Fig. 2(a). Interest-
ingly, we show with an analysis made in Fig. 2(b) that the
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FIG. 2. (a) Measured emission spectrum from laser excitation
300 um inside GaAs; (b) Simulated spectrum (blue solid line) ob-
tained by the product of GaAs surface luminescence (black dotted
line, from Ref.2*) and GaAs transmission spectrum to account for
signal filtering before free-propagation in Air (purple dashed line,
from Ref.2%). (c) Photoemission images measured for excitation at
three different depths. Scale bar: 20 um. The k vector represents the
pump propagation direction. (d) Peak emission intensity measured
as a function of depth compared to expected Beer-Lambert’s Law.

line shape compares very favorably with literature data on ra-
diative band-to-band recombination from surface studies, pro-
vided that we account for the absorption edge filtering caused
by the thickness of GaAs crossed by the signal in this in-depth
measurement (blue curve in Fig. 2(b)). While bremsstrahlung
or blackbody emission could have been considered, the excel-
lent agreement obtained on the position and dissymmetry of
the line shape with these considerations is taken as evidence
of a signal dominated by radiative recombination.

‘We have chosen to concentrate here on GaAs, a direct nar-
row gap semiconductor material (E = 1.44 eV, A = 860 nm),
to rely on a relatively strong radiative band-to-band recombi-
nation signal in the near-visible domain. However, we have
checked that the same method can be applied to other semi-
conductors, provided that appropriate sensing instruments
(spectral response and sensitivity) are used. This holds for
Si, which is a low emission yield indirect gap material (E =
1.1 eV, A = 1.1 um), as exemplified with Fig. S1 showing
a similar imaging and spectral analysis made with InGaAs-
based infrared sensor technologies.

According to the Beer-Lambert’s law, the transmitted emis-
sion intensity, can be increased by simply reducing the mea-
suring depth d. Fig. 2(c) shows emission images of the same
interaction produced at three different position changing d.
We note that the signal intensity increases as d decreases. As
shown with Fig. 2(d) the maximum intensity of the images
follows well the Beer-Lambert’s law considering the absorp-
tion coefficient & = 34 cm™! for GaAs taken at the wave-
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FIG. 3. (a) Luminescence (left column) and shadowgraphy (right column) images captured for different incident pulse energies. For the pulse
energy of 0.4 nJ, the luminescence signal is magnified for 25000 times by increasing the exposure time to 10 s and the digital gain of the
camera to 20 dB. The scale bar of the lower-half of the shadowgraphy image is rescaled between 0.9 and 1.1, showing no noticeable signal
at the noise detection limit. The scale bar is 10 um. (b) Comparison of measured electron densities obtained by the shadowgraphy (solid
symbols) and the luminescence methods (Hollow symbol) as a function of applied pulse energy at three positions of the plasma (marked by

crosses with corresponding colors in (a)).

length of 895 nm. The overall agreements in Fig. 2 confirm
the phenomenon of the emission can be properly described by
the band-to-band photoluminescence. For technological con-
siderations, it highlights the importance of reducing the imag-
ing depth when signal-to-noise ratio becomes an issue. This
aspect can be essential for low emission yield materials as Si
that is mentioned before.

After identifying the origin of the emission, we show now
how the captured images can be used for quantitative anal-
ysis of the free-carrier concentrations. According to the re-
combination statistics in non-doped semiconductors,?® the ex-
pected photon emission rate and the measured signal from di-
rect band-to-band transition is proportional to the square of
the produced free-carrier density n,. his simple relationship
holds for the relatively modest carrier densities measured in
this report (validity confirmed up to typical 10! cm~3) but
will reasonably deviate from measured emissions when high
energy density effects come into play and affect the carrier
relaxation response (e.g. Auger recombination, temperature
change). In this paper, we use this simple relationship for the
measured signal on each pixel,

2
Spix = Ccalib X e (N
where C,, is a constant that can be derived from a refer-
ence measurement. Alternatively, it can be calculated from
the material physical properties, imaging geometry and sen-

sor specifications according to the product

Ceaiin =TXRXT xQ XV XN XCeam 2)

where 7 and R are respectively the free-carrier lifetime and
the radiative recombination probability of the material, T rep-
resents the transmission ratio of the imaging process (consid-
ering all the losses from the plasma to camera, like the absorp-
tion and reflection of the GaAs layer, and the loss of the imag-
ing system, etc.),  and V accounts for solid angle collec-
tion and integrated volume of emission defined by the NA and
magnification of the observing microscope M, N represents
the pulse numbers, and C.,, describes the conversion rate
from incoming photons to pixel-counts. The detailed calcu-
lations of each parameter are given in Supplementary Note 1.

For a calibration from a reference measurement, we can
use the comparison between the shadowgraphy and the lumi-
nescence images shown in Fig. 1. Looking at the minimum
transmission (corresponding to maximum luminescence) and
applying the Drude model (see details in Supplementary
Note 2), we associate to this region to a carrier density of
2.5 x 10" cm™3 from the shadowgraphy image. The corre-
sponding luminescence signal leads to Cogrp = 2.3 x 10737
pixel counts-cm ™ as a calibration constant used in the rest
of this work. For a calibration according to Eq. 2, by tak-
ing NA = 0.4, M =20, a pixel size of 15 um, Cegp = 1.1 X
1073 counts/incoming photon on camera pixels and 7 = 1 ns
and R = 1.7 x 10719 cm?.s~! that are typical numbers re-
ported for GaAs'*?7, we find a very similar calibration con-
stant, Carip = 2.9 x 10737 pixel counts-cm ™. This shows the
validity of our calibration. Important for the applicability of
the method, this indicates also that quantitative measurements
are always possible without the need for a reference measure-
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ment, provided the characteristics of the measuring system
and the material properties are known.

To evaluate the robustness and reliability of the calibration
depending on the studied conditions, we show with Fig. 3 a
space-resolved analysis for different incident pulse energies.
Fig. 3(a) compares luminescence (left panel) and shadowgra-
phy (right panel) images for gradually decreasing pulse en-
ergies. To compare the carrier density derived from these
two methods, we select three representative positions of the
plasma that are in pre-focal region, centered (maximum sig-
nal), and post-focal, respectively. The positions are marked
by cross symbols of different colors in Fig. 3(a). The results
obtained according to Eq. 1 for the luminescence images and
the Drude model applied to the shadowgrahs are shown in Fig.
3(b). Interestingly, the measured electron density strongly de-
viates from the power law expected at low exciation levels®®
and shows a clear saturation with increasing pulse energy.
This results from propagation nonlinearities and corresponds
well with more indirect observations made in recent works!.

Comparing the results obtained by these two methods, a
remarkable agreement is found for the regions of best focus
and post-focal independently off the laser pulse energy. How-
ever, an important deviation is observed in the pre-focal re-
gion where the electron density evaluated by shadowgraphy
is much smaller than the value deduced from luminescence.
The difference can be attributed to different effects integrated
by the two methods. The shadowgraphy method relies on
the measurement of a probe that has not seen only interacted
with the imaged plane, but is transmitted through the whole
plasma (lateral x-dimension). Obviously, the integration of
large and non-uniform plasmas may affect the validity of our
simple Drude model analysis leading to an estimate of the av-
eraged density in the apparent excited regions.!” Also, as dis-
cussed before with Fig.1(c), the probe light not only endures
the absorption accounted in our model but also diffraction ef-
fects due to the local refractive index changes induced by the
plasma. These effects, clearly revealed by changing image fo-
cus as shown in Fig. S2, create a bias on the analysed absorp-
tion signal that cannot be suppressed unless complex in-line
holography numerical procedures are used to account for all
propagation aspects. On the contrary, the non-coherent nature
of luminescence suppress interference or diffraction effects.
While other effects as self-absorption or some other plasma
refractive effects would need to be rigorously accounted, the
measured emission is longitudinally integrated only over the
depth of field of the imaging system. This leads to a more
robust and accurate method for local measurements in these
non-uniform plasma conditions.

Other benefits of the zero-background luminescence
method are in the sensitivity and dynamic-range. Theoreti-
cally, the sensitivity limit can be improved without limitation
by increasing the number of emission events integrated in time
(exposure time of the camera) and/or reducing the noise level
depending on the array sensor technology. As an example, in
the Fig. 3(a), we note that the luminescence at the very low
pulse energy level of 0.4 nJ still leads to a well imaged mi-
crosplasma, provided that the exposure time and digital gain
of the camera are increased in comparison to the higher energy

x (um)
w
Electron density ( x10Y7 cm3)

2

FIG. 4. 3D electrons density distribution of a prefocal plasma gen-
erated by femtosecond pulse focused at 0.3NA lens inside GaAs as
retrieved by compensated luminescence images at different lateral
depths. Z = 0 represents the surface of the sample. The focal plane
of the lens is at the depth of 300 um (z direction).

The laser propagation direction is marked by the vector k.

cases. Using the same camera, it was impossible to detect any
excitation at this energy level by shadowgraphy because the
absorption at this excitation level is negligible. From this im-
age, the minimum electron density that can be measured with
these camera conditions is evaluated at 2x10'® cm™—> (tak-
ing signal-to-noise ratio >3 as criterion). However, this limit
is specific to the noise level of the standard InGaAs detector
used for this measurement. This can be surely improved with
superior performance imagers as for instance highly-cooled
SeNsor arrays.

The results shown above demonstrate the possibility of
using luminescence imaging to quantitatively analyze two-
dimensional electron density distributions, an aspect that was
already exploited in semiconductor surface studies?®, but ap-
plied here for cross-sectional analyses of laser interactions in
the bulk. Interestingly, 3D reconstructions become also possi-
ble by acquiring images while scanning the region of inter-
est along the x-axis (see Fig. 1). Obviously, the depth of
field of the imaging system gives the resolution limit (lon-
gitudinal resolution) along the newly introduced dimension
but this can be appropriately adjusted with the choice of the
imaging microscope objective depending on the targeted ob-
servations. To explore this possibility, we concentrate on the
3D observation of the modest free-carrier density generated in
the pre-focal region. This is widely reported by integrated or
indirect measurements and simulation studies in laser writing
configurations'#? but there was no direct observation to date.
Targeting the observation of a relatively large plasma from
the surface of GaAs, we use a lens of 0.3 NA (Olympus 10x)
for modest focusing conditions of the pump pulse. The weak
focusing conditions does not allow to concentrate the pulse
energy to the focal spot®®. A schematic of the setup is shown
in Fig. S3. The lateral imaging system is equipped with a lens
of 0.65 NA (Olympus 50x) for a good compromise between
a large field of view and the depth of field (= 18 um in this
case) that defines the longitudinal resolution. It is also impor-
tant to highlight that the collected signals from a large volume
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are affected by varying material absorption with the imaging
depth. For a rigorous reconstruction, we have then compen-
sated each image by dividing the signal by the absorption ratio
described by the Beer Lambert law mentioned before. Af-
ter this compensation, stacking the images leads to the 3D
plasma density distribution shown in Fig. 4. Note that only
half of the cylindrical-symmetry plasma is shown in the fig-
ure so that the displayed cross-section of the images showing
the plasma core gives an image representation that should be
similar to previous representations. However, we can note an
asymmetry with an apparently larger plasma along the imag-
ing axis. This is caused directly by the longitudinal resolution
mentioned above that is comparable to the observed plasma
dimensions (< 60 um). Despite this artifact that is only de-
pending on the chosen imaging conditions, the luminescence
method performs well in displaying in 3D the free-carrier den-
sity distributions with a near-conical shape in the pre-focal re-
gion and which are not measurable in shadowgraphy studies®.
Additionally, one can extrapolate that similar measurements
made with a confocal microscopy arrangement would surely
have improved the resolution for direct access to all the de-
tailed spatial features of emission. However, 3D scanning pro-
cedures need longer times for image reconstruction.

For technological considerations, it is also important to
highlight the simplicity of the luminescence method with no
need of an additional synchronized beam as for pump-probe
techniques. Therefore, it can offer a practical solution for
rapid assessment of beam delivery and optimization of the
applied conditions in laser writing configurations. For ex-
ample, the focusing conditions in high-index semiconductors
are strongly influenced by spherical aberrations that varies as
a function of processing depth. The situation becomes even
more complex when using intense beams that add nonlinear
propagation distortions to the problem. By simply monitor-
ing the peak luminescence, one can rapidly determine the op-
timum with the control parameters to achieve the strongest
possible localization and excitation level.

An example of such an optimization procedure is shown in
Fig. 5 where we show the dependence of distortions to the
focusing depth. The correction collar is set for compensation
at about 300-m depth and the lens is scanned to vary the pro-
cessing depth. Alternatively, one could have set the depth and
adjust gradually the correction collar for an analog change of
the spherical aberration conditions. As shown in Fig. 5(a), as
the focusing lens is shifted gradually from smaller to deeper
depths (position 0 is defined arbitrarily), the luminescence
gradually increases and then decreases. In the linear case, one
predict a flip-flop of the asymmetry when crossing the opti-
mum correction because such procedure would switch from
over-compensation to under-compensation for spherical aber-
rations. However, we observe systematically carrot-like struc-
tures with the same orientation. This is due to the power of
applied beam and shows clearly the dominance of plasma and
nonlinear propagation effects to drive the focus features. In
Fig. 5(b), the peak intensity from the collected luminescence
images is plotted as a function of the focusing depth. Despite
the complexity of the theoretical problem, it is interesting to
see that a practical optimum position can be unambiguously
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FIG. 5. Focusing depth dependence of the luminescence distributions
generated with 190-fs pulses focused with NA=0.85 in GaAs. (a) Lu-
minescence images acquired for different stage shifts of the objective
lens in z direction shown in Fig. 1. The scale bar is 40 um. (b) The
peak value of the collected signals as a function of stage shifts.

found to achieve the maximum excitation level at the applied
laser power level. While we have concentrated here on the op-
timization of the focusing depth for illustration purpose, the
method can be generalized for optimization of other control
parameters. This is of particular relevance for 3D writing in
semiconductors with ultrashort pulses because of the severe
requirements reported on the irradiation characteristics to ex-
ceed the threshold of modification.-3

In conclusion, we identified and measured band-to-band lu-
minescence from microplasmas generated by ultrashort laser
pulses inside GaAs and Si. This can offer a simple and robust
method for quantitative evaluation of the excitation density
inside the bulk semiconductor in experiments with tightly fo-
cused ultrashort pulses. Calibration can also be achieved via
a reference measurement and does therefore not necessarily
require the knowledge on the characteristics of the measuring
system and the material properties. Compared to pump-probe
techniques, the method avoids using an ultrafast pulse for il-
lumination. The measurement is then not time-resolved, but
the zero-background emission signal results in superior dy-
namic range and sensitivity, an aspect illustrated by the mea-
surement of free-carrier densities as low as 2 x 101 cm™3 in
GaAs. The methods can be easily implemented on a laser
processing system allowing in situ optimization of the control
parameters for the challenging problem of 3D laser writing
inside semiconductors. Other potential applications of con-
trolled microplasma generation are related to non-invasive di-
agnostics for defectivity and reliability analyses of microelec-
tronics systems. Some advanced methods rely on the dynam-
ical measurement of electrical signal responses influenced by
laser stimulation®'. Luminescence imaging is also exploited
for all-optical analyses applicable to surfaces.>>3? The present
study offers a unique possibility for space-resolved 3D diag-
nostics in this context.

SUPPLEMENTARY MATERIALS

See the supplementary materials for the following data: S1.
Luminescence measurement in silicon. S2. The shadowgra-
phy images taken by z-scan of the imaging system. S3. The
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sketch of the 3D measurement process. S4. Calibration-free
calculation of electron density through luminescence map. S5.
Drude model to predict electrons density.
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