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Abstract
The emergence of Exascale machines in HPC will have the
foreseen consequence of putting more pressure on the stor-
age systems in place, not only in terms of capacity but also
bandwidth and latency. With limited budget we cannot imag-
ine using only storage class memory, which leads to the use
of a heterogeneous tiered storage hierarchy. In order to make
the most efficient use of the high performance tier in this
storage hierarchy, we need to be able to place user data on
the right tier and at the right time. In this paper, we assume
a 2-tier storage hierarchy with a high performance tier and
a high capacity archival tier. Files are placed on the high
performance tier at creation time and moved to capacity tier
once their lifetime expires (that is once they are no more
accessed). The main contribution of this paper lies in the
design of a file lifetime prediction model solely based on its
path based on the use of Convolutional Neural Network. Re-
sults show that our solution strikes a good trade-off between
accuracy and under-estimation. Compared to previous work,
our model made it possible to reach an accuracy close to
previous work (around 98.60% compared to 98.84%) while
reducing the underestimations by almost 10x to reach 2.21%
(compared to 21.86%). The reduction in underestimations is
crucial as it avoids misplacing files in the capacity tier while
they are still in use.

CCSConcepts: • Information systems→ Information stor-
age systems; Storage management; Hierarchical storage
management; Information lifecycle management;
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1 Introduction
The amount of data generated in the world seems to grow
exponentially, from 4 zetabytes in 2013 to an estimated 185
zetabytes in 2025 [4]. This trend will continue as new su-
percomputers are already reaching the exaflop in AI driven
workloads [37]. Storage has always been a performance bot-
tleneck in High Performance Computing (HPC) [28][36][20].
In order to cope with the amount of data that Exascale ma-
chines will produce, storage systems need to improve both
in terms of capacity and speed (bandwidth and latency) [20].
Since no single storage technology is capable of fulfilling
both those roles at a reasonable cost [13], we need to use a
hierarchy of different storage technologies. The combined
use of Flash-based drives, magnetic drives (HDD) and tapes
is standard [24] in HPC systems. Memory class storage such
as 3dX-point are expected to join the aforementioned hier-
archy in production to partially fill the gap between DRAM
and Flash [17][5].

The management of this hierarchy is a complex endeavour.
Parallel distributed file systems such as Lustre [12] are used
to manage the vast amount of disks and data across those
disks. The standard architecture used in HPC is a three tier
hierarchy [19] composed of clusters of Flash-based drives,
magnetic drives and tapes each grouped together in storage
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nodes and managed by a parallel distributed file system or an
object store such as DAOS [22]. Because the storage capacity
available on the high performance tier is often an order
of magnitude lower than that of the other tiers [24], the
fastest tier of this hierarchy should only contain a subset of
files for the time period during which they require such a
performance.
In our work, we used a hierarchy of two tiers, a high

performance tier and a capacity tier used for archival purpose.
The aforementioned issue of data placement over the storage
tiers can be translated in two main research questions: 1)
when to store files in the performance tier and 2) when to
move them to the capacity tier. Questioning about how data
should be moved/scheduled from a tier to another is out of
the scope of this paper, so is the prefetching issue.
Several state-of-the-art work solutions investigated the

data placement of objects or files in high performance tiers
[32] [35] [34]. They were mainly performed for hybrid stor-
age systems composed of flash-based disks and magnetic
drives. A large proportion of those studies such as [23] [3]
relied on continuous system monitoring of I/O patterns [27]
to infer the moment at which data should be placed in such
tier and when they should be evicted. While those strategies
performed well in terms of I/O performance, the exhaustive
monitoring used makes them hardly usable in large produc-
tion systems [15] [2]
In [25], the authors solely relied on file names to infer

the time duration where files are accessed, thus reducing
drastically the monitoring cost. In fact, they observed that
in some CEA ( French Atomic Energy Commission) [10][6]
supercomputers[7] [8], 45.80% of the files were never ac-
cessed 10 seconds after their creation [25]. They defined the
duration between the last access to a file and its creation time
as the file lifetime. They used machine learning approaches
to predict file lifetimes based only on their paths. Paths were
chosen as input for two reasons: (1) the path of the file is
known at creation time and (2) it often contains metadata
about the user and/or the application that created it. With
this prediction in hand, they placed each file in the high
performance tier once created and moved it to the capacity
tier when the file lifetime expires.
The performance of previous solution was measured ac-

cording to two metrics: (1) the accuracy, it is defined as the
percentage of lifetime predictions that are within an order
of magnitude from the real value; (2) the under-estimation,
defined as the percentage of predictions that are below the
real lifetime value. This is particularly important as underes-
timated file lifetime would result in a premature file eviction
leading to a performance degradation. In this previous work,
the authors used two Convolutional Neural Networks (CNN):
(1) a CNN trained for accuracy (2) and another trained to
produce the least amount of under-estimations, for that they
used different cost functions. Then trade-offs were found.

In this paper, like previous work [25], we used the access
path of a file to accurately predict when a file will last be
accessed. While previous work used two Convolutional Neu-
ral Network using two different loss functions, we propose
to use a single Convolutional Neural Network using a cus-
tom loss function in order to reduce the computing power
necessary for a prediction. To achieve this, we designed the
custom loss function to optimize the ratio between accuracy
and under-estimations. The intuition behind the design of
the custom loss function stems from multi task learning[16],
we used the weighted average of the two loss functions used
in previous work [25]. Our objective is to increase the ac-
curacy of our predictions while maintaining a low level of
under-estimations. We also used early-stopping to prevent
overfitting.
Using a dataset of 5 millions entries from a production

system at CEA and through several experiments we empir-
ically found that the best weights/ratios between the two
loss functions was around 0.2 for the loss function yield-
ing high accuracy and 0.8 for the loss function yielding
low under-estimations. With this setting we were able to
train our network to reach 98.60% accuracy while keeping
under-estimations under 2.21%. In comparison previouswork
achieved 98.84% accuracy and 21.86% under-estimations us-
ing their highly accurate loss function while the other loss
function yielded 90.91% accuracy and 0.88% under-estimations.
Our solution is also more flexible since we can tune the
weights of the loss function to either favor high accuracy or
low under-estimations.

We first go over the background of this study, by describ-
ing the storage system used at CEA along with the software
used to manage data life cycle. Then we describe the solution
we designed. We evaluate and analyze our results. We then
go over the related work and finally we conclude this paper
with our final analysis and future work.

2 Background
This section introduces the overall system architecture con-
sidered and sketched in Fig. 1. The first section describes
the used HPC multi tiered storage system architecture rep-
resented by the two storage servers in the top left corner of
Fig. 1 (high performance and high capacity tiers). The sec-
ond section introduces the Robinhood policy engine which
is represented by the right side of Fig. 1, Robinhood is a
software that provides fast access to file metadata in HPC
storage systems.

2.1 The Storage Hierarchy in HPC
Scientific applications such as weather simulations, genomic
sequencing or geoscience necessitate petabytes of storage
for datasets and results. These data are archived and their
results keep growing larger. Caching and prefetching strate-
gies were put in place in order to speed up the process of
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reading and writing to storage memory which is several or-
ders of magnitude slower than main memory (DRAM) which
is itself orders of magnitude slower than cache and CPU
registers [18]. In order to get the best latency and through-
put, a common solution is to use Flash-based drives as an
intermediate between traditional magnetic drives and main
memory [38] [4]. The use of tape is the final piece of the
puzzle, as it is used to archive the data. Tapes have a latency
of around 20 seconds or more [24]. Data stored on tapes does
not consume any power which makes it an ideal solution
for long term storage. Finally, tape as a technology has the
best $/GB ratio and is a necessary technology to reach the
exabyte at a feasible economic cost. As an example, 60% of
the storage capacity of the TGCC [9], a CEA supercomputer,
relies on tapes.

Figure 1. Simplified view of the system.

2.2 Robinhood Policy Engine
Robinhood Policy Engine [21] is a versatile tool to manage
contents of large file systems, it is developed by the CEA [6].
It maintains a replicate of file system metadata in a database
that can be queried at will. It makes it possible to schedule
mass action on file system entries by defining attribute-based
policies. Robinhood is linked to the file system through the
changelog as shown on the right side of Fig. 1. It stores all
metadata information about the file system in a SQL database
which makes it possible to retrieve the state of the file system
at any time. In a production system, this translates tomillions
of file entries, with their associated creation time, last access
and last modification time. We used the data extracted from
Robinhood in the proposed contribution.

3 Predicting file lifetime for data
placement

This section aims to describe the full scope of our contribu-
tion, beginning with an overview of our solution inside the
existing storage system. We explain how our training and
validation data is processed and describe how our solution
works.

Figure 2. View of the training process

3.1 Overall predicting system architecture
Our contribution consists in a file lifetime predicting system
that takes as input file paths. Fig. 1 shows a simplified view
of the existing data management system where our solution
would be integrated. In the top right corner are Lustre [12]
instances with 2 storage servers, those servers contain differ-
ent media types. The one on the right is a metadata server,
it contains metadata about the other Lustre file systems and
is connected to them with a secondary network called "man-
agement network" with lower latency and bandwidth than
the High Performance Data Network. The applications are
running on compute nodes which are not represented in
this figure; applications are connected to the Lustre Storage
Server through the High Performance Data Network.
On the right side of the figure, the block labeled "Robin-

hood Policy Engine" [21] represents the software solution
used to create migration policies between the different tiers.
Robinhood is connected to the management network and
reads metadata changes from the metadata server. This is
represented by the "changelog reader" in the figure. These
metadata changes are processed and stored in a database.
The database then receives SQL queries to check the state
of the file systems without having to contact the metadata
server directly. An administrator can then create a policy by
periodically checking the state of the file system through the
Robinhood database; such policies include data migrations
or purges.
Our solution would stand inside Robinhood and filters

only the "File creation" events. The path of the file would
be processed to generate a prediction of its lifetime. The
prediction would then update the database entry related to
the file. These predictions are to be used to create a data
migration policy, the files with expired lifetimes would be
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moved from high performance tier to capacity tier. In Fig. 1,
this would translate in a migration from the SSD storage
server (high performance tier) to the HDD storage server
(capacity or archival storage), thus granting us more space
for newly created files on the performance tier.

3.2 File lifetime training framework
In order to work, our machine learning solution has to be
trained on real examples. Training is an iterative process, we
refer to each training pass as an epoch. An epoch is defined
as the number of times the neural network has processed
the entire dataset.

Fig. 2 shows the overall CNN training process. In our case,
we used data from a production Robinhood database which
had to be processed in order to remove fields with missing
information. Those data are then transformed into a form
that can be understood by a machine learning model. Then
we design a model using Tensorflow and Keras to describe the
layers of our Convolutional Neural Network and its hyper
parameters such as the learning rate or the number of epochs.
The model then goes through training and its performance is
evaluated by a loss function (also referred to as cost function).
The loss function is fundamental to the learning process as
it will define how the neural network will change its param-
eters. Previous work [25] used two different loss function
to achieve either high accuracy or low under-estimations,
we proposed a custom loss function using both of them. The
three main components are described in the next sections.

3.3 Dataset processing
Data processing is a necessary part of our training system,
its role is to transform the data from its source into a form
that a machine learning solution can use. In our case we
need fixed size inputs and file paths have variable sizes. We
need also in this phase to define and normalize the metric of
lifetime of files.

Our solution uses data from a production system at CEA [10].
They were extracted from a Robinhood Database used to
monitor a production file system. Raw data extracted in this
manner were the result of an SQL query, a Comma Sepa-
rated Value (CSV) file that can be viewed as a table. This
table contains fields with information on each file in the file
system. We had access to the path, time of last access (or
read), time of last modification (write), creation time and
other associated metadata for each file.
The first step of data processing consists in processing

each field of the CSV file in order to remove incoherent data
such as a creation time being later than the last access time.
The path column of each field was then converted from a
character string of variable length (ex: /foo/bar/user/project/...)
to a fixed size array of 256 integers. This size was chosen
arbitrarily based on the commonly observed size of the paths.
When the path was longer than 256 characters it was trun-
cated from the start because we observed that the right part

of the path contains more relevant information such as the
username, the file extension, etc. The transformed paths were
considered as inputs for our CNN.

Figure 3. Lifetime distribution.

The second step of data processing is to define the life-
time metric. There are three fields containing time infor-
mation available in Robinhood: the creation time, the time
of last access and the time of last modification. We came
up with two possible definitions for the lifetime: 𝐷𝑒𝑓 .1 =

𝑙𝑜𝑔10(𝑙𝑎𝑠𝑡 𝑚𝑜𝑑𝑖 𝑓 𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 − 𝑐𝑟𝑒𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒) and 𝐷𝑒𝑓 .2 =
𝑙𝑜𝑔10(𝑙𝑎𝑠𝑡 𝑎𝑐𝑐𝑒𝑠𝑠 𝑡𝑖𝑚𝑒 − 𝑐𝑟𝑒𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒). The decimal loga-
rithm is used to discretize lifetime values. Fig.3 shows the
distribution of lifetimes for each definition. The x-axis repre-
sents the decimal logarithm (log10) of the lifetime in seconds
and on the y-axis is the percentage of files close to that life-
time. The bars represent the amount of files belonging to a
certain lifetime slice in our dataset. It shows from left to right
the lifetime distribution according to 𝐷𝑒𝑓 .1 and 𝐷𝑒𝑓 .2. We
decided to use 𝐷𝑒𝑓 .2, i.e. the time of last access minus the
creation time because it contains more relevant information
since the time of the last access can either be a write or a
read while the time of last modification is always a write op-
eration. This means that a prediction based on 𝐷𝑒𝑓 .1 might
evict some files before a read and thus would result in a per-
formance penalty. So we defined the lifetime as the decimal
logarithm of the difference between the time of last access
and the creation time.

3.4 Model Architecture
The CNN model architecture used in this paper was inspired
from a previous work [25] which itself relied on [31]. A sim-
plified representation of the model is shown on Fig.4. The
architecture of the model is made of 12 layers: 1 input layer,
10 hidden layers and 1 output layer; Given the current trends
in computer vision, this is a small CNN by its number of
layers, but rather large in terms of parameters. For exam-
ple, Inception v4 [33] contains 70 layers for 36.5 millions
parameters while our model contains around 100 millions
parameters (also referred as "weights"). We kept the same
network layout as it performed adequately on this task in
previous work [25] despite its number of parameters.
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Figure 4. Simplified view of the model.

The training starts with the input layer, it fetches data
from the dataset and passes it to the embedding layer.

Figure 5. Example of character embedding.

3.4.1 Embedding Layer. The embedding layer transforms
the 256 bytes long input into a matrix of 256 by 32 floating
numbers, we kept this size from previous work [25] and
through multiple tries with different embedding values (16,
32, 48, 64). Fig. 5 shows an example with an 8 byte long input
and an embedding size of 4. Each character is mapped to
an array of floating numbers, these numbers change during
training because they are learning parameters. We use em-
bedding for two reasons: first, in order to leverage CNN, we
need to transform the file paths into matrices of fixed size.
Second because the alternative method to embedding, which
is one hot encoding, takes too much space [30]. In our case
one hot encoding would have multiplied the size of the input
matrix by 3.

3.4.2 Convolutional Layers. The next layers are the con-
volutional layers, they extract spatial data from the embed-
ding layer that makes sense to the neural network. Theo-
retically a convolutional layer produces a set of matrices
containing features about the data it gets fed. Convolutional
layers are defined by two parameters 1) the number of output
matrices and 2) the size of the kernel used (128 and 5 for
example). Pooling layers are used to reduce the dimension of

the input matrices of the next convolutional layer. Our model
contains two convolutional layers and two pooling layers as
shown in Fig. 4. The process of finding the right amount of
layers is empirical and again was the result of experiments in
previous work [25]. The output of a convolutional layer can
be represented as a series of matrices containing features.
The layer that sits between the convolutional layers and

the dense layers in Fig. 4 is the flatten layer, its role is to
serialize the output of the last convolutional layer into a 1
dimensional array. Dense layers are defined by the number
of neurons they contain. Each value in the output of the
flatten layer is connected to each neuron in the dense layer.
The dense layers are fully connected to each others. Almost
all of the learning parameters are located in the dense layers,
the weights in the previous layers (convolution, embedding)
are negligible.

The output of the network takes the output of a dense layer
made out of a single node and returns the lifetime of the file as
previously defined. This model solves a regression problem
since it returns a discrete value instead of probabilities to
belong to a certain class.

3.5 Loss function
The goal of training a CNN like any other networks is to
minimize a loss function. The loss function is used during
training to compare the changes needed to be applied to the
CNN in order to increase accuracy in the next iteration. It
takes as inputs the predicted lifetime value and the real one.
We present 4 loss function in this subsection, the first

is one of the most commonly used in regression tasks, the
following two were used by previous work [25] to train their
CNNs. Finally we present our custom loss function which
makes use of the two from previous work, thus the need to
explain how they work.
One of the most commonly used loss function in regres-

sion tasks is Mean Squared Error or L2 [26]. MSE is the sum
of squared distances between the real value and predicted
values, it is defined as:

𝑀𝑆𝐸 =
1
𝑛

𝑛∑
𝑖=1

(𝑦𝑖 − 𝑦𝑖 )2

where 𝑦 represents the real value and 𝑦 the predicted
value. MSE should be used when the target values follow a
normal distribution as this loss function would significantly
penalize large errors.We observed that our data do not follow
a normal distributionwhich explains why previouswork [25]
chose another loss function that is less affected by outliers
in the data.

Previous work [25] used logcosh, which is another regres-
sion loss function, in order to achieve high accuracy. It is
defined as:
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𝐿 =
1
𝑛

𝑛∑
𝑖=1

log(cos(𝑦𝑖 − 𝑦𝑖 ))

where𝑦 represents the real value and𝑦 the predicted value.
It works like MSE except that it is less affected by outliers
in the dataset. Previous work [25] also used quantile99 to
achieve a low-level of under-estimations. quantile99 is the
name given by [25] for the quantile loss function when the
quantile is 0.99. Quantile loss function is defined as:

𝐿𝑞 =
1
𝑛

𝑛∑
𝑖=1

max(𝑞 · (𝑦𝑖 − 𝑦𝑖 ), (𝑞 − 1) · (𝑦𝑖 − 𝑦𝑖 ))

where 𝑞 represents the quantile value, 𝑦 the real value
and 𝑦 the predicted value. This loss function gives different
values to over-estimations and under-estimations based on
the quantile value. The closer the quantile value is to 1 the
more it will penalize the under-estimations. The same is true
for over-estimation, the closer the quantile is to 0 the more it
will penalize over-estimations. A quantile value of 0.5 shows
the same behavior as MSE.

The loss function used to train our model is a custom one.
We realized through [16] that using the weighted average of
quantile99 and logcosh allowed us to combine their properties
while alowing for a higher flexibility thanks to the used
weights. The custom loss function can be represented as:

𝑐𝑢𝑠𝑡𝑜𝑚𝑙𝑜𝑠𝑠 () = 𝑤𝑎 · 𝑙𝑜𝑔𝑐𝑜𝑠ℎ() +𝑤𝑢 · 𝑞𝑢𝑎𝑛𝑡𝑖𝑙𝑒99()
where𝑤𝑎 +𝑤𝑢 = 1. By modifying the value of the wieghts
𝑤𝑎 and𝑤𝑢 we can either favor high accuracy or low under-
estimations.
The goal of this approach is to allow our solution to be

adapted according to the system state, for instance, disk
usage, I/O bandwidth, performance delta between tiers, the
QoS required by the application, etc.
We evaluated different weight configurations in our ex-

perimentation, that is :
(𝑤𝑎,𝑤𝑢) ∈ {(0.5, 0.5), (0.4, 0.6), (0.3, 0.7), (0.2, 0.8), (0.1, 0.9)},
the results we obtained are discussed in Section 4.

4 Experimental Evaluation
This section covers the methodology used to evaluate our so-
lution and the results we obtained against previous work [25].
We also discuss the flexibility of our solution by tuning the
weights of our custom loss function.

4.1 Methodology
We trained the convolutional neural network in a docker
container which had access to 4 Tesla V100 GPU. We used an
optimization called mixed-precision in order to reduce the
training time on GPU. We used Tensorflow 2 [1] to conduct
all our experiments. With this optimization enabled, it took
2 hours to train our model (while the training lasted 4 hours

Table 1. Comparison of previous work against our solution

evaluation metric logcosh quantile99 our solution

accuracy 98.84% 90.91% 98.60%
under-estimations 21.86% 0.88% 2.21%

Table 2. Comparison of different weighted loss function for
each (𝑤𝑎 ,𝑤𝑢 ) value

eval. metric (0.5,0.5) (0.4,0.6) (0.3,0.7) (0.2,0.8) (0.1,0.9)

accuracy 98.83% 98.75% 98.74% 98.60% 97.95%
under-est. 6.22% 2.53% 2.48% 2.21% 1.34%

without mixed precision). In order to reduce training time
we used early-stopping which monitors if the network is
over-trained and if so stops the training.

The dataset we used contains 5 millions entries of real data
from a production system in HPC. We pre-processed this
dataset in order to keep only the path and the lifetime of each
file using the method discussed in section 3. We used 70% of
data for training and 30% for validation. The validation data
were chosen randomly.

The metrics used to evaluate the performance of the net-
work are the accuracy and the under-estimations.

4.2 Results
Table 1 shows the performance of logcosh and quantile99
against our solution, best values are emphasized. In this table,
the weights of the loss function used for our solution were
0.2 for logcosh and 0.8 for quantile99. While not reaching
the accuracy of logcosh our solution manages to be 7.5%
more precise than quantile99. On the other hand the number
of under-estimations is almost divided by ten compared to
logcosh.
By tuning the weights of our loss function we can fur-

ther approach either the accuracy of logcosh or the under-
estimations of quantile99. Table 2 shows the influence of the
weights of our loss functions on the metrics we observed,
best performances are emphasized. A (0.5, 0.5) split between
logcosh and quantile99 yields an accuracy of only 0.1% lower
than logcosh alone while dividing underestimations by more
than 3. In term of under-estimations, our solution is still
outperformed by previous work using quantile99 by 0.46%
in the (0.1, 0.9) experiment. Overall we can observe that
logcosh seems to have a bigger influence on the evaluation
metrics than quantile99. Accuracy declines slowly despite
the proportion of quantile99 getting larger. Since we defined
an accurate prediction as a value an order of magnitude
away from the real value then it is possible that the pre-
dicted values are getting closer to leaving that interval as
the proportion of quantile99 increases. This would explain
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the steep decline in precision between the (0.2, 0.8) and the
(0.1, 0.9) experiments.
The conclusion we have drawn is that minimizing under-

estimation is costly in terms of accuracy; Through multiple
experiments, we were able to quantify the cost of reducing
under-estimations in term of accuracy.

5 Related work
Predicting file lifetimes with Machine Learning was investi-
gated in [25]. It was the main inspiration of this work. The
authors used two machine learning algorithms, random for-
est and a convolutional neural network (CNN). It showed
that, on a dataset of 5 million entries, random forest was
outperformed by the CNN both in terms of accuracy using
logcosh and in terms of under-estimations using quantile99
as loss functions. Another observation they made from the
data they recovered was that 45.80% of the files had a lifetime
under 10 seconds.
eXpose [31] applies character embedding to URLs in a

cybersecurity context. The embedding was used to train a
Convolutional Neural Network to recognize malicious URLs.
It is a highly influential work to the previously cited pa-
per [25].
Learning I/O Access Patterns to improve prefetching in

SSDs [11] leverages the use of Long Short-Term Memory
(LSTM) which are an extension of Recurent Neural Networks
to predict at firmware level (inside a SSD) which Logical
Block Address will be used. In [14], the authors have eval-
uated different learning algorithms, this time to model the
overall performance of SSDs for Container-based Virtual-
ization to avoid interference that would cause Service Level
Objectives violations in a cloud environment

Data-Jockey [32] is a data movement scheduling solution
that aims to reduce the complexity of moving data across a
hierarchy of storage. It uses user-made policies to balance
the load across all storage nodes and jobs. It has a view of
the entire supercomputer and the end goal is to create a
scheduler analog to SLURM for data migration jobs.

Archivist [29] is a data placement solution for hybrid em-
bedded storage, it uses a neural network to classify files
and outperforms baseline in latency access given certain
conditions.
UMAMI [23] uses a range of different monitoring tools

to capture a holistic view of the system. They show that
their holistic approach allows them to analyse performance
problems more efficiently.

The work presented in this paper follows and increments
the approach in [25]. It upgrades the previous solution by 1)
enhancing its performance in terms of accuracy and under
estimations and 2) providing the administrator with a higher
degree of flexibility by supplying a set of solutions allowing
a trade-off between accuracy and under estimations.

6 Conclusions and Future Work
In this paper we propose a method to predict the lifetime of
a file based on its path using a Convolutional Neural Net-
work. We used data from a CEA production storage system
to train our solution. We designed a custom loss function to
get our Convolutional Neural Network to achieve a trade-off
between high accuracy and low under-estimations. We then
evaluated our solution against previous work [25], which
used two loss functions: logcosh and quantile99. The results
we obtained show that when using weights of 0.8 for quan-
tile99 and 0.2 for logcosh our solution was able to reach an
accuracy close to previous work using only logcosh (98.60%
compared to 98.84%) while reducing the underestimations
by almost 10 times to reach 2.21% (compared to 21.86%).
Furthermore our solution is more flexible compared to pre-
vious work since it allows system administrators to tune the
weights of the loss function during incremental training to
either favor high precision or low underestimations.
In future work we would like to investigate the use of

our solution on a 3-tiered storage system (we used 2 tiers
in this work). In such a context, we need to investigate new
parameters to learn when to move data from one tier to
another while still keeping the burden of monitoring low.
Finally we would like to explore the use of a deeper CNN
architecture in order to reduce the number of parameters,
much like what is done in computer vision.
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