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On Maximum-a-Posteriori estimation with Plug & Play
priors and stochastic gradient descent
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Abstract Bayesian methods to solve imaging inverse problems usually combine
an explicit data likelihood function with a prior distribution that explicitly models
expected properties of the solution. Many kinds of priors have been explored in
the literature, from simple ones expressing local properties to more involved ones
exploiting image redundancy at a non-local scale. In a departure from explicit mod-
elling, several recent works have proposed and studied the use of implicit priors
defined by an image denoising algorithm. This approach, commonly known as Plug
& Play (PnP) regularisation, can deliver remarkably accurate results, particularly
when combined with state-of-the-art denoisers based on convolutional neural net-
works. However, the theoretical analysis of PnP Bayesian models and algorithms is
difficult and works on the topic often rely on unrealistic assumptions on the prop-
erties of the image denoiser. This papers studies maximum-a-posteriori (MAP)
estimation for Bayesian models with PnP priors. We first consider questions re-
lated to existence, stability and well-posedness, and then present a convergence
proof for MAP computation by PnP stochastic gradient descent (PnP-SGD) under
realistic assumptions on the denoiser used. We report a range of imaging experi-
ments demonstrating PnP-SGD as well as comparisons with other PnP schemes.
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1 Introduction

Many inverse problems in imaging sciences consider the estimation of an unknown
image x ∈ Rd from an observation y, related to x as follows

y = A(x) + n , (1)

where A is an observation operator and n is additive noise. Equation (1) is com-
monly referred to as the forward model.

Recovering x from the observation y by inverting the observation model is
usually an ill-posed or ill-conditioned problem, in the sense that the the solution
is not unique, or it is not stable w.r.t. perturbations of the observation y. To
reduce estimation uncertainty and provide meaningful solutions it is necessary to
use additional information about the unknown image x so that the estimation
problem becomes well-posed1.

The Bayesian statistical framework provides a powerful framework to formulate
well-posed solutions to such imaging inverse problems. In this framework, the
likelihood of the observation y given the unknown x is described by a statistical
model with probability density function p(y|x), and assumptions on the unknown
x take the form of a marginal or prior density p(x). These densities are usually
specified explicitly, either directly or via their potentials U(x) = − log p(x) and
F (x, y) = − log p(y|x). Observed and prior information are then combined by using
Bayes’ theorem to derive the posterior distribution of x given y, with probability
density function given by

p(x|y) =
p(y|x)p(x)∫
p(y|x̃)p(x̃)dx̃

. (2)

This model underpins our inferences about x|y and provides the basis for deriving
Bayesian estimates. While different Bayesian estimators can then be considered,
the Bayesian imaging literature predominantly relies on the maximum-a-posteriori
(MAP) estimator

x̂map = arg max
x∈Rd

p(x|y)=arg min
x∈Rd

{F (x, y) + U(x)} , (3)

which is usually computationally cheaper than other estimators that require com-
puting expectations w.r.t x|y, such as the the Minimum Mean Square Error esti-
mator (MMSE) x̂mmse = E[x|y] =

∫
Rd x̃p(x̃|y)dx̃.

Until recently, most approaches in Bayesian imaging relied on explicit priors
such as Markov random fields [1] (with the fields based on the total-variation
pseudo-norm and its approximations being particularly prominent examples [51,
13,37]), priors expressing sparsity in a transformed domain [24], or learning-based
priors like patch-based Gaussian mixture models [66,62,59]. Among these priors,
log-concave models have been particularly favored for both computational and an-
alytical reasons. With regards to computation, log-concavity leads to formulations
for MAP estimation and uncertainty quantification which benefit from the full
arsenal of convex optimization tools, scaling efficiently to high-dimensions, with

1 A problem is said to be well-posed in the sense of Hadamard when a solution exists, is
unique, and depends in a Lipschitz continuous manner w.r.t. the observed data y.



Title Suppressed Due to Excessive Length 3

strong and well-known convergence guarantees [14,43,11,4,44,49]. Similarly, log-
concavity also enables the use of state-of-the-art Monte Carlo sampling algorithms
(see, e.g., [25,46]). Moreover, from an analytical viewpoint, log-concavity guaran-
tees the well-posedness of p(x|y), and that x̂map is formally a Bayesian estimator
(as opposed to simply being the point with greatest density w.r.t. the Lebesgue
measure, which is a significantly weaker result, see [45] for details).

Computation of the MAP solution. When the posterior density p(.|y) is proper and
differentiable, with ∇ log p(.|y) Lipschitz continuous, it is possible to use first-order
optimisation methods to compute maximisers of p(.|y), i.e. MAP estimators. The
simplest first order optimisation scheme to compute x̂map is arguably the gradient
descent algorithm, given by an initial state X0 ∈ Rd and the following recursion
for all k ∈ N

Xk+1 = Xk − δk∇F (Xk, y)− δk∇U(Xk) , (4)

where (δk)k∈N ∈ (R+)N is a sequence of step-sizes. The sequence (Xk)k∈N converges
to critical points of p(.|y) under mild assumptions on the sequence (δk)k∈N [42] and
p(.|y). Alternatively, the stochastic gradient descent (SGD) variant

Xk+1 = Xk − δk∇F (Xk, y)− δk∇U(Xk) + δkZk+1 , (5)

where {Zk : k ∈ N} is a family of i.i.d Gaussian random variables with zero mean
and identity covariance matrix, is more robust to local minima and saddle points
and hence more suitable when x 7→ p(x|y) is not log-concave on Rd [8,6]. Of course,
there are many optimisation schemes with better convergence properties than SGD
(see, e.g., [42] in the convex case), as well as other dynamics to construct efficient
optimisation algorithms [33,67]. Nevertheless, SGD is straightforward to apply,
robust, and has a detailed convergence theory, making it a valuable algorithm in
the imaging scientist’s toolbox.

Deep learning approaches. In the last few years, deep neural networks have become
ubiquitous to solve inverse problems in imaging, showing unmatched performances
for point estimation for some specific problems like image denoising. Deep networks
can be trained without explicitly using the knowledge of the forward model (1) [23,
63,65,28,53,27] or on the contrary can use this model explicitly via unrolled opti-
mization techniques [30,16,22,29]. One disadvantage of using neural networks to
solve imaging inverse problems is that in order to achieve state-of-the-art perfor-
mance it is usually necessary to train the network for a specific problem configura-
tion - the network must be retrained if the forward model or any model parameters
change significantly. Also, imaging approaches based on neural networks struggle
to support more advanced inferences, such as decision-theoretic procedures.

Plug & Play (PnP) approaches. PnP approaches strike a balance between an explicit
and fully modular modelling paradigm that represents the likelihood p(y|x) and the
prior p(x) explicitly (or the data-fidelity and regularisation terms in a variational
formulation), and a purely data-driven approach that seeks to infer the model
from data. More precisely, these methods usually combine an explicit likelihood
density or data-fidelity term with a prior or regularisation term that is implicitly
defined by an image denoising algorithm Dε [3]. This construction takes place at
the algorithmic level, as opposed to at an explicit modelling level, by using the
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denoiser Dε in lieu of the gradient ∇U (also called score in the literature) or the
proximal operator proxU within an iterative optimisation scheme to compute x̂MAP

[38,64,15,32,52]. This strategy allows decoupling the data observation model from
the regularisation (that can be represented by a neural network denoiser Dε learnt
from training data), and has been shown to deliver remarkably accurate results
for a large panel of inverse problems, particularly when Dε is chosen carefully. The
question of the convergence of these PnP algorithms has been the focus of several
papers in the recent years [52,61,56], but it has not been satisfactorily answered
yet, especially with regards to the strong assumptions made on Dε, on F , and on
the algorithm parameters. All of these limitations will be detailed in Section 2.

Lastly, many other fundamental questions related to inference with PnP schemes
remain largely unexplored, particularly in the context of the Bayesian paradigm.
For example, questions related to the correct definition of the Bayesian models,
to the existence and well-posedness of the estimators that the PnP scheme seeks
to compute, and whether these are proper Bayesian estimators in the sense of
decision theory.

Contributions. The aim of this paper is to significantly improve our theoretical
understanding of MAP estimation with Plug & Play priors. We first study some
fundamental questions related to the posterior density that are essential for mean-
ingful MAP estimation. We establish easily verifiable conditions such that the PnP
posterior density is proper, well-posed, Lipschitz continously differentiable, and
stable w.r.t. the parameter ε defining the strengh of the denoiser Dε. Following on
from this, we investigate in detail the convergence of the Plug-and-Play Stochastic
Gradient Descent (PnP-SGD) for MAP estimation. This iterative algorithm takes
the following form: for X0 ∈ Rd and any k ∈ N

Xk+1 = Xk − δk∇F (Xk, y)− (δk/ε)(Xk −Dε(Xk)) + δkZk+1 , (PnP-SGD)

where {Zk : k ∈ N} is a family of independent Gaussian random variables with
zero mean and identity covariance matrix, Dε : Rd → Rd is a denoiser opera-
tor and (δk)k∈N is a sequence of step-sizes. We establish convergence results for
PnP-SGD under mild and realistic assumptions on Dε that hold for several well-
known denoisers, including state-of-the-art denoisers based on convolutional neural
networks. We also provide extensive experiments on several canonical inverse prob-
lems, implementing PnP-SGD with the denoising neural network presented in [52],
which satisfies our convergence guarantees. Using the same denoising network, we
also implement other state-of-the-art Plug-and-Play methods, and show that all
schemes provide close results (in terms of image quality) when they converge. Al-
though PnP-SGD is often slower than schemes using Dε to approximate a proximal
operator, the conditions of convergence provided in this paper for PnP-SGD are
less restrictive than those provided in the literature for other PnP schemes, and
convergence is possible for any regularization parameter balancing the weights of
the data and prior terms.

The paper is organized as follows. Section 2 presents an overview of previous
works on Plug & Play approaches for MAP estimation. Following on from this, Sec-
tion 3 describes the proposed theoretical framework for analysing MAP estimation
with PnP priors, as well as a detailed convergence theory for MAP computation
by PnP-SGD. Section 4 illustrates the behavior of PnP-SGD, along with other
PnP schemes, on several classical imaging problems.
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2 A survey of Plug & Play methods in imaging

In the context of imaging inverse problems, Plug & Play methods aim at using
a carefully chosen denoiser Dε : Rd → Rd to implicitly define an image prior.
This is achieved by relating Dε to a proximal operator or a gradient associated
with the prior density. In the first case, Dε replaces a MAP estimator for a de-
noising problem. In the second case, Dε replaces a Minimum Mean Square Error
(MMSE) estimator for a denoising problem, related to the gradient of a log-prior
via Tweedie’s identity 2[26].

In what follows, we describe how these approaches have been widely used
to compute solutions to inverse problems. In our discussion, we pay particular
attention to questions related to algorithmic convergence, and to the interpretation
of the computed solutions, as this has been an important focus of the literature.

2.1 Plug & Play MAP estimators using proximal splitting

Let D†ε denote the MAP estimator to recover x from a noisy observation xε ∼
N (x, ε Id) under the assumption that x has marginal density p(x) ∝ exp[−U(x)];

that is, D†ε(xε) = arg minx∈Rd{12‖xε − x‖
2 + εU(x)} = proxεU (xε). When we set

the PnP denoiser Dε such that Dε = D†ε, any optimization scheme making use of
a proximal descent on the prior can be used to solve (3) via Dε.

For instance, the alternating direction method of multipliers (ADMM) [7]
writes the augmented Lagrangian of (3) as

Eε(x, z, v) = F (x, y) + ‖x− z‖2/(2ε) + v>(x− z) + U(z) .

The joint optimization of the augmented Lagrangian is given by

(x̂map, ẑmap) = arg minx,z∈Rd maxv∈RdEε(x, z, v).

This provides the solution x̂map = ẑmap of (3) when ε → 0. In practice, the joint
optimization is solved by an alternate minimization scheme on x and z and a
gradient ascent on u = εv,

xk+1 = arg minxEε(x, zk,uk/ε) = proxεF (·,y)(zk − uk) , (6)

zk+1 = arg minz Eε(xk+1, z,uk/ε) = proxεU (xk+1 + uk) = Dε(xk+1 + uk) , (7)

uk+1 = uk + xk+1 − zk+1 . (8)

Similarly, when F (., y) is differentiable, the simpler Forward-backward splitting
(FBS) scheme [18], which only requires to compute ∇F , can be written in a Plug-
and-Play fashion as

xk+1 = proxεU (xk − ε∇F (xk, y)) = Dε(xk − ε∇F (xk, y)) . (9)

2 Notice that although it is conceptually helpful to distinguish these two cases (in order
to make a historical and practical survey of the subject), there are clear theoretical connec-
tions between the two approaches. Indeed, under regularity conditions on the Bayesian model
involved, MAP denoisers can be expressed as MMSE denoisers under an alternative (albeit
often unknown) Bayesian model [31]. However this equivalence can not always be exploited
in practice and has been mostly ignored in the literature on Plug & Play methods until very
recently with the work of Xu et al. [61] to be presented later.
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A fully proximal version of this algorithm, called Backward-backward splitting
(BBS) [18], writes

xk+1 = proxεU (proxεF (xk)) = Dε(proxεF (xk)) . (10)

BBS aims at solving a slightly modified version of (3) where F is replaced by
its Moreau envelope with parameter ε. The same algorithm can be derived using
half-quadratic splitting to solve (3).

When U is convex, such splitting schemes and many variants (including primal-
dual methods, ISTA or FISTA, etc.) are well understood and proved to converge to
the global optimum [7]. They have also been successfully used for non-convex U like
patch-based Gaussian mixture models (GMM) as pioneered for external learning
by Zoran & Weiss in [66]. The use of splitting schemes with non-convex GMM
priors was later refined with convergence guarantees for scene-adapted learning
[58].

Following the seminal work [60], this kind of splitting schemes have become

ubiquitous in cases where U (and hence D†ε) are unknown and unspecified, but a

denoiser Dε is available and assumed to be a good approximation of D†ε = proxεU .
As popular and efficient these methods have become, their convergence properties
have remained largely unknown. Indeed, for most denoisers Dε, there is no guar-
antee that there exists a potential U such that Dε = proxεU . In [54], Sreehari et al.

establish some sufficient conditions for this to happen: Dε must be differentiable,
and its Jacobian JDε

should be symmetric with eigenvalues within the [0, 1] in-
terval to ensure non expansiveness. These assumptions hold for transform-domain
thresholding denoisers and for variants of Non Local means [9] where symmetry
is explicitly enforced [54]. However, the two assumptions are unfortunately false
for most popular denoisers, including Non Local Means [9], BM3D [19], Non Local
Bayes [35] and neural networks denoisers like DnCNN [63], as observed in [48].

Consensus equilibirum / fixed point interpretation. Since it remains difficult to show
that PnP schemes converge to the MAP or even a critical point of (3), several
authors have proposed to analyse these schemes from a consensus equilibrium
point of view [12,2], or similarly to consider and analyse these approches as fixed-
point algorithms [55,52]. The fixed points attained by these algorithms cannot be
interpreted as MAP estimators, but should be seen as solving a set of equilibrium
equations involving both the denoiser and the data term. For instance, for PnP-
FBS, the idea is to show convergence to the set of points x satisfying x = Dε(x−
ε∇F (x, y)). It can easily be shown that the fixed points of several of these PnP
algorithms (in particular PnP-ADMM and PnP-FBS) coincide [38,55].

In [55], assuming that such fixed points exist, Sun et al. show convergence
of PnP-ISTA (which is equivalent to PnP-FBS above) under the assumptions
that ∇F is Ly-Lipschtitz, εLy 6 1 and Dε is θ-averaged, see [4, Definition 4.33]
for a definition. This assumption on the denoiser is probably too strong, since
most denoisers cannot be considered as averaged operators. In [56], Sun et al.
reformulate PnP-ADMM with different convergence conditions, and still assume
quite restrictive conditions on the denoiser Dε

3.

3 In [56], the residual Id−Dε is assumed to be firmly non expansive, which is equivalent to
say that Dε is firmly non expansive, see [4, Proposition 4.4].
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In [52], Ryu et al. propose a convergence analysis of PnP-ADMM, PnP-FBS
and PnP-DRS (PnP Douglas-Rachford Splitting), based on the weaker assumption
that the residual operator Dε − Id is L-Lipschitz with a Lipschitz constant which
depends both on the data fitting term F and the denoiser Dε. The proof also
requires F to be µ-strongly convex (which excludes all cases where A is not full
rank and de facto excludes some of the applications considered in [52]) and it
imposes quite restrictive assumptions on relative values of µ, ε and L.

In a similar direction, Xu et al. [61] very recently proposed a convergence study
for PnP-ISTA, with the assumption that∇F is Ly-Lipschitz with εLy 6 1. However,
they assume that Dε is an exact MMSE denoiser, i.e. Dε(xε) = E[x|xε], where
x ∼ p and xε ∼ N (x, ε Id) conditionally to x. Therefore their theoretical results do
not carry to many classical denoisers, such that those learned from training data
and implemented by neural networks.

Assumptions on algorithm parameters. Most of the convergence proofs for PnP algo-
rithms impose restrictive assumptions on the choice of parameters used in the itera-
tive schemes. This may exclude interesting ranges of parameters for several inverse
problems. For instance, for PnP-FBS, the parameter ε (which can be interpreted
as the step of the proximal or gradient descents) and the Lipschitz parameter Ly

of ∇F must typically be chosen such that Lyε 6 C with C ∈ [1, 2] (see [52,61], the
exact value of C depends on the convergence proof). If F (x, y) = 1

2ασ2 ‖Ax− y‖2,

with ‖A‖ ≤ 1, it implies that 1
α 6 σ2

ε . The parameter ε is imposed by the denoiser
Dε (the denoiser is trained for a noise of variance ε), and σ is given by the quantity
of noise in the forward model. If, for instance, the forward model involves a noise
standard deviation σ which is 5 times smaller than the one used for the denoiser
Dε, it means that the penalty α (which balances the respective weights of the data
and prior terms) should be chosen larger than 25, which implies that the algo-
rithm will only converges for huge regularizations. We will see in the experimental
section that for this kind of reason the PnP-FBS algorithm often fails to converge
for classical imaging inverse problems, or converges only for values of α which
are not interesting in practice. Fully proximal algorithms such as PnP-ADMM or
PnP-BBS are much more robust in practice, even when the conditions of their
theoretical convergence are not fully met. The PnP-SGD algorithm that we will
introduce in the following does not suffer from the same convergence limitations.

AMP algorithms. It is worth mentioning at this point that the Plug-and-Play
framework has also been shown to be very efficient with Approximate Message
Passing algorithms [2]. These algorithms have excellent convergence properties for
data terms of the form ‖Ax− y‖2 with A belonging to specific classes of random
matrices. This restriction on A does not hold for the inverse problems considered
in the current paper so we focus instead on classical optimization scheme such as
the ones described above.

2.2 Plug & Play MAP estimators using gradient descent

Now, assume that Dε = D?ε , where D?ε is the MMSE estimator to recover x from
the noisy observation xε ∼ N (x, ε Id) when x has marginal density p(x); that is,

D?ε(xε) = E[x|xε] =
∫
Rd xp(x)Gε(xε − x)dx/

∫
Rd p(x)Gε(xε − x)dx , (11)
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where Gε is a Gaussian kernel with variance ε. We introduce the following class of
smooth approximations of p(x), defined for any x ∈ Rd by

pε(x) =
∫
Rd p(x̃)Gε(x− x̃)dx̃ . (12)

In this case, Tweedie’s identity [26] establishes the following relationship between
the MMSE denoiser D?ε and (12), for any x ∈ Rd

∇Uε(x) = −∇ log pε(x) = (x−D?ε(x))/ε , (13)

where Uε = − log(pε). This relation can be used to plug the MMSE denoiser D?ε in
any gradient descent scheme involving ∇Uε and it is at the core of the algorithm
PnP-SGD presented in this paper. Similarly to the MAP denoiser D†ε, the MMSE
denoiser D?ε is usually not known, so PnP methods rely on other denoisers Dε that
are believed to be good approximations of D?ε . Observe that approximating D?ε for
realistic image priors is precisely the goal of CNN denoisers, while it is much more
complicated to approach corresponding MAP denoisers D†ε. This makes approaches
based on Tweedie’s identity particularly attractive.

A similar relation is derived by Romano et al. in [50] where they present the
Regularization by Denosing (RED) method, which proposes an insightful Bayesian
formulation of denoiser-based priors as image-adaptive Laplacian regularisations.
Instead of using Tweedie’s identity, the RED method solves equation (3) via differ-
ent optimization algorithms (including gradient descent and ADMM) with explicit
regularization Uε(x) = (1/2)〈x, x−Dε(x)〉. As shown in [48], under the assump-
tions that Dε is locally homogeneous and has symmetric Jacobian, this implies
that for any x ∈ Rd, ∇Uε(x) = x − Dε(x), which is (up to a scaling factor 1/ε)
the same expression as Tweedie’s identity in (13). Unfortunately, as pointed out
before, these assumptions on Dε are not strictly satisfied by most commonly used
denoisers [48], although we note that Jacobian symmetry can be explicitely en-
forced [40]. The convergence of the RED algorithms for denoisers that do not verify
the above-mentioned assumption remains unproven. As an alternative interpreta-
tion the RED algorithm can be seen as a way to approximate the score ∇Uε by
(x−Dε(x))/ε in the optimality equation ∇F +∇Uε = 0. Here the optimal MMSE
denoiser D?ε is again replaced by some other denoiser.

More recently, [17] studies a projected RED estimator which seeks to minimise
a data fidelity term subject to the constraint that the solution belongs to the set
of fixed points {x ∈ Rd : x = Dε(x)}, thus sharing strong link with the consensus
equilibrium interpretation of proximal-based PnP estimators. It is reported in [17]
that when Dε is a demi-contractive mapping, its fixed points define a convex set,
which allows the construction of provably convergent algorithms for this alternative
RED estimator. However, as pointed out in [47], verifying that a given denoising
operator is demi-contractive is not easy and, to be the best of our knowledge, it
is not yet clear what denoisers verify this property. Furthermore, from a Bayesian
inference viewpoint, additional studies would be required in order to determine
when this projected RED estimator defines or approximates a MAP estimator for
a suitable Bayesian model - we leave this as a perspective for future work.

The PnP-SGD optimisation algorithm that will be presented in the next section
is very close to the gradient descent version of RED presented in [50]. We will
show that it converges to the vicinity of the solution of (3) under much milder
conditions than previously assumed, and in particular when Dε is not an exact
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MAP or MMSE denoiser. Importantly, our convergence proof is valid for the neural
network denoiser used in [52] (a variant of DnCNN [63] with a contractive residual)
and also for the native Non Local Means [10].

3 PnP maximum-a-posteriori estimation: analysis and computation

3.1 Analysis of maximum-a-posteriori estimation with PnP priors

We are interested in MAP estimation for Bayesian models involving PnP priors
that are defined implicitly by an image denoising algorithm Dε. We pay special
attention to the highly practically relevant case in which Dε approximates the
optimal MMSE denoiser D?ε associated to p, i.e., D?ε = E[x|xε] for xε ∼ N (x, ε Id)
when x has marginal density p. As mentioned previously, state-of-the-art denoisers
based on neural networks are often trained to approximate D?ε by using a sample
of clean images {xi}Ni=1 from p, a corresponding noisy sample {x′i}

N
i=1 with x′i ∼

N (xi, ε Id), and choosing Dε to approximately minimize the empirical MSE loss∑N
i=1 ‖Dε(x

′
i)−xi‖

2. Similarly, many state-of-the-art patch-based image denoisers
are also designed to approximate D?ε .

The fact that Dε is only an approximation of D?ε leads to several complications
in the analysis and computation of MAP solutions. For example, unlike D?ε , Dε
does not define a gradient mapping in general, and key results such as Tweedie’s
identity [26] do not hold. Moreover, in the case of neural network denoisers trained
from samples {xi}Ni=1 from p, the model is unknown as it is only available through
{xi}Ni=1, making it difficult to check that basic regularity properties required for
MAP estimation are satisfied.

Rather than imposing strong assumptions on Dε, we address these difficulties
by formulating our analysis in the M-complete Bayesian framework, in which we
assume that the posterior p(x|y) associated with the true prior p(x) exists but
remains largely unknown, and all inference on x|y are conducted by using opera-
tional approximations of this true model [5]. In particular, we focus on the class
of smooth approximations of p(x|y) given for any ε > 0 and x ∈ Rd by

pε(x|y) =
pε(x)p(y|x)∫

Rd pε(x̃)p(y|x̃)dx̃
, (14)

where pε(x) is the smooth approximation of the prior p(x) defined in (12). We
will study MAP estimation for pε(x|y) to establish that the procedure is well
defined, well posed, amenable to efficient computation, and that it provides a
useful approximation to MAP estimation with the true posterior p(x|y). Following
on from this, Section 3.2 will study the computation of MAP solutions for pε(x|y)
by using PnP SGD with a generic denoiser Dε that approximates D?ε , where we will
pay particular attention to the conditions on Dε required to ensure convergence,
as well as to the bias introduced by using Dε instead of D?ε .

It is established in [34] that, under basic assumptions on the likelihood function
p(y|x) detailed in H1 below, the posterior approximation pε(x|y) is well defined,
proper, and can be made as close to the true posterior p(x|y) as desired by reducing
the value of ε, with the approximation error vanishing as ε→ 0. Crucially, [34] also
establishes that, under H1 and mild assumptions on the optimal MMSE denoiser
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D?ε (essentially, that the denoising problem underlying D?ε is well posed in the
sense of Hadamard), then x 7→ pε(x|y) is differentiable with x 7→ ∇ log pε(x|y)
Lipschitz continuous. We conclude that the approximation pε(x|y) is well defined
and amenable to computation by first-order schemes, such as SGD to compute
critical points of pε(x|y) and perform MAP estimation.

H1 For any y ∈ Rm, supx∈Rd p(y|x) < +∞, p(y|·) ∈ C1(Rd, (0,+∞)). In addition,

there exists Ly > 0 such that ∇ log p(y|·) is Ly Lipschitz continuous and x 7→ log p(y|x)
is real-analytic 4 5 6.

With the above-mentioned properties of pε(x|y) in mind, we wonder if comput-
ing a MAP solution for pε(x|y) provides useful information about a MAP solution
for p(x|y). More precisely, we study if critical points for pε(x|y) are stable w.r.t.
variations in ε, and if they converge to critical points of p(x|y) as ε → 0. Propo-
sition 1 below establishes that this is indeed the case. In words, MAP solutions
computed with pε(x|y) are in the neighbourhood of MAP solutions for p(x|y), with
ε controlling a trade-off between the computational efficiency of first-order schemes
and the accuracy of the delivered solutions w.r.t. p(x|y).

Formally, we investigate the dependency of the set of stationary points Sε,K =

{x ∈ Rd : ∇ log pε(x|y) = 0} w.r.t. ε > 0. We show that each cluster point (in
the sense of the Hausdorff distance, see below) of the sequences of sets (Sεn,K)n∈N
with limn→+∞ εn = 0 is contained in the set of stationary points of x 7→ p(x|y),
i.e. the true posterior, denoted by SK = {x ∈ K : ∇ log p(x|y) = 0}.

We start by recalling that for any compact set C ⊂ Rd, we have that KC = {K :
K is compact and K ⊂ C}. (KC,dC) is a metric space where the metric dC is called
the Hausdorff distance dC and is given for any K1,K2 ∈ KC by

dC(K1,K2) = inf{ε > 0 : K1 ⊂ K2 + B(0, ε) ,K2 ⊂ K1 + B(0, ε)} , (15)

where for any pair of sets A,B ⊂ Rd we have A + B = {x+ y : x ∈ A, y ∈ B}.
Denote E the set of sequences (εn)n∈N such that for any n ∈ N, εn > 0 and

limn→+∞ εn = 0. For any sequence e = (εn)n∈N ∈ E denote Te,K the set of cluster
points of (Sεn,K)n∈N with respect to the Haussdorff distance on K, dK defined in
(15). We also define TK =

⋃
e∈E Te,K, i.e. the collection of the cluster points for all

the sequences (εn)n∈N such that limn→+∞ εn = 0. Finally, we define S?K =
⋃

S∈TK
S

the union of all the cluster points.

Proposition 1 Assume H1 and that p ∈ C1(Rd, (0,+∞)) with ‖p‖∞ + ‖∇p‖∞ <

+∞. Then for any compact set K, S?K ⊂ SK with SK = {x ∈ K : ∇ log p(x|y) = 0}.
4 A function f : Rd → R is said to be real-analytic if for any x0 = (x10, . . . , x

d
0) ∈ Rd there

exists (an1,...,nd )n1,...,nd∈N ∈ RNd
and r > 0 such that for any x = (x1, . . . , xd) ∈ B(x0, r)

f(x) =
∑
n1∈N · · ·

∑
nd∈N an1,...,nd

∏d
j=1(xj − xj0)nj .

5 The assumption that x 7→ log(p(y|x)) is real-analytic is satisfied in all of our experiments
since there exists A ∈ Rp×d and σ > 0 such that for any x ∈ Rd and y ∈ Rp, log p(y|x) =
‖Ax− y‖2/(2σ2).

6 From Liouville’s theorem one could think that the simultaneously verifying that∇ log p(y|·)
is Lipschitz continuous and that x 7→ log(p(y|x)) is real-analytic restricts our analysis to models
for which ∇2 log p(y|·) is constant (i.e., Gaussian models), but this is not the case because
Liouville’s theorem applies entire functions, which are a subclass of the real-analytic class.
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Proof Let (εn)n∈N ∈ E and S a cluster point of (SK,εn)n∈N. Without loss of gener-
ality we assume that limn→+∞ SK,εn = S. Let x? ∈ S. For any η > 0 there exists

nη ∈ N such that for any n ∈ N with n > nη, S ⊂ SK,εn + B(0, η). Hence, for

any n ∈ N∗ there exist an increasing sequence (kn)n∈N ∈ NN and xn ∈ SK,εkn

and zn ∈ B(0, 1/n) such that x? = xkn + zn. Since limn→+∞ zn = 0 we get that
limn→+∞ xkn = x?.

In what follows, we show that limn→+∞∇ log(pεkn
(xkn)) = ∇ log p(x?). First,

we show that

lim
n→+∞

max(|p− pεkn
|∞,K, ‖∇p−∇pεkn

‖∞,K) = 0 . (16)

Indeed, let f ∈ C(Rd,Rp) with p ∈ N such that ‖f‖∞ < +∞ and denote fε ∈
C(Rd,Rp) given for any x ∈ Rd by

fε(x) =
∫
Rd f(y)Gε(x− x̃)dx̃ , (17)

where we recall that for any x̃ ∈ Rd, Gε(x̃) = (2πε)−d/2 exp[−‖x̃‖2/(2ε)]. For ease
of notation, we define G = G1. Let η > 0. Then, there exists R > 0 such that for
any ε > 0 we have∫

‖x̃‖>R ‖f(x− ε1/2x̃)− f(x)‖G(x̃)dx̃ 6 2‖f‖∞
∫
‖x̃‖>RG(x̃)dx̃ < η/2 . (18)

Let K′ = K + B(0, R). We have that K′ is compact and therefore f is uniformly
continuous on K′. Hence there exists ξ > 0 such that for any x ∈ K, ε ∈ (0, ξ] and
y ∈ B(0, R) we have

|f(x− ε1/2y)− f(x)| 6 η/2 . (19)

Hence, combining (18) and (19) we get that for any x ∈ K and ε ∈ (0, ξ]

‖fε(x)− f(x)‖ 6
∫
Rd ‖f(x− x̃)− f(x)‖Gε(x̃)dx̃ (20)

6
∫
Rd ‖f(x− ε1/2x̃)− f(x)‖G(x̃)dx̃ (21)

6
∫
B(0,R)

‖f(x− ε1/2x̃)− f(x)‖G(x̃)dx̃ (22)

+
∫
B(0,R)c

‖f(x− ε1/2x̃)− f(x)‖G(x̃)dx̃ (23)

6 η/2 +
∫
B(0,R)

‖f(x− ε1/2x̃)− f(x)‖G(x̃)dx̃ 6 η . (24)

Hence limε→0 ‖f − fε‖∞,K = 0. Therefore using this result and that p ∈ C1(Rd,R)
with ‖p‖∞ + ‖∇p‖∞ < +∞ we get that

lim
n→+∞

max(|p− pεkn
|∞,K, ‖∇p−∇pεkn

‖∞,K) = 0 . (25)

Combining this result, the fact that limn→+∞ xkn = x? and that p? > 0, we get
that limn→+∞∇ log(pεkn

(xkn)) = ∇ log p(x?). Finally, we obtain that

lim
n→+∞

{
∇ log p(y|xkn) +∇ log pεkn

(xkn)
}

= ∇ log p(y|x?) +∇ log p(x?) = 0 . (26)

Hence, x? ∈ SK and therefore S?K ⊂ SK. ut
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As a third and final point in our analysis, we study if MAP estimation for
pε(x|y) is a well-posed estimation procedure, which is an essential requirement
for meaningful inference. One would ideally seek to establish the existence of a
unique global maximiser that is Lipschitz continuous w.r.t. perturbations of the
observed data y. Unfortunately, this is not possible without imposing very strong
assumptions on the model. Instead, Proposition 2 below shows that, under some
assumptions on the likelihood p(y|x), the set of critical points of pε(x|y) is locally
Lipschitz continuous w.r.t. perturbations of y, which is a weaker form of well-
posedness. Notice that the assumptions on the likelihood can be relaxed when D?ε
is contractive, but this is usually unrealistic. This highlights a limitation of MAP
estimation by comparison to other Bayesian estimators, namely MMSE estimation,
which is shown in [34] to be well-posed under significantly weaker assumptions.

Proposition 2 Assume H1, that (x, y) 7→ p(y|x) ∈ C2(Rd×Rp,R) and p ∈ C(Rd,R+).

Let y0 ∈ Rp denote some observed data and x?y0 ∈ Rd a maximiser of the posterior

x 7→ p(x|y0). In addition assume either that the Hessian matrix ∇2
x log p(y0|x?0) is

positive definite, or that the Jacobian ‖dD?ε(x?y0)‖ < 1. Then there exists an open set

V0 ⊂ Rp and a function x?(y) ∈ C1(V0,Rd) such that y0 ∈ V0 and for any y ∈ V0,

x?(y) is a local minimizer of x 7→ p(x|y).

Proof First, using that p ∈ C(Rd,R+) we have that for any v ∈ Rd and c ∈ R
there exists A ∈ B(Rd) such that

∫
A |〈x, v〉 − c| p(x)dx > 0. Hence, we can apply

[31, Lemma II.1] and Dε ∈ C∞(Rd,Rd).
Note that (x, y) 7→ p(x|y) ∈ C2(Rd ×Rp,R+). Since ∇2 log p(x?y0 |x0) is positive

there exists U1 ⊂ Rd open and V1 ⊂ Rp open such that for any x ∈ U1 and y ∈ V1,
∇2 log p(y|x) is positive. Hence, for any y ∈ V1, x ∈ Rd is a local minimizer if and
only ∇ log p(y|x) = 0.

Let F ∈ C1(U1 × V1,Rd) given for any x ∈ Rd and y ∈ Rp by

F (x, y) = ∇x log p(x|y) = (x−D?ε(x))/ε+∇ log p(y|x) . (27)

Using that either ‖dD?ε(x?y0)‖ 6 1 or that ∇2 log p(y0|x?0) is positive, we get that
∇xF (x?y0 , y0) is invertible. Therefore using the implicit function theorem, there

exists ϕ ∈ C1(V0,Rd) such that for any y ∈ V0, F (ϕ(y), y) = 0, i.e. ϕ(y) is a local
minimizer of x 7→ log p(y|x) which concludes the proof. ut

To conclude, a major challenge in understanding Bayesian inference with PnP
priors and providing guarantees for the delivered solutions is that the underlying
prior and posterior densities p(x) and p(x|y) are unknown. Also, the image denoiser
Dε used to construct PnP schemes is not usually directly related to the model.
Instead, when it approximates the optimal MMSE denoiser D?ε , it is indirectly
related to the model via Tweedie’s identity and the smooth approximations pε(x)
and pε(x|y). We establish that these operational approximations are useful for
MAP inference for x|y, in the sense that they are well defined, proper, and MAP
solutions for pε(x|y) can be made arbitrarily close to the true MAP solutions
through the choice of ε. Importantly, under some assumptions, MAP solutions
for pε(x|y) are well posed and amenable to efficient computation by first order
optimisation methodology.
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3.2 PnP-SGD and convergence

We are now ready to study the computation of MAP solutions for pε(x|y) by using
PnP SGD with a generic denoiser Dε that approximates D?ε . We pay particular
particular attention to the conditions on Dε required to ensure convergence, and
to the bias introduced by using Dε instead of D?ε .

We begin by using Tweedie’s identity to express SGD to compute critical points
of pε(x|y) as the following sequence: X0 ∈ Rd and for any k ∈ N

Xk+1 = Xk − δk∇F (Xk, y)− δk/ε(Xk −D?ε(Xk)) + δkZk+1 , (28)

where (δk)k∈N ∈ (R+)N is a family of step-sizes, ε > 0, and {Zk : k ∈ N} a family
of i.i.d. Gaussian random variables with zero mean and identity covariance matrix.
We recall that the sequences (Xk)k∈N and (Zk)k∈N are defined on an underlying
probability space (Ω,F ,P).

As mentioned previously, in most practically relevant cases D?ε is an abstract
quantity that cannot be computed. Instead, we have a different denoiser Dε that
can be assumed to be a good approximation of D?ε . For example, when we have
access to samples {xi}Ni=1 from p we can consider a noisy version of these samples
{x′i}

N
i=1 with level ε > 0 and train a neural network based denoiser Dε to mini-

mize the loss
∑N
i=1 ‖Dε(x

′
i)− xi‖

2. This loss corresponds to the empirical version
of E[‖Dε(xε) − x‖2] (with x ∼ p and xε ∼ N (x, ε Id) conditionally to x) whose
minimizer is the MMSE D?ε .

Using a generic denoiser Dε in our SGD scheme in lieu of D?ε we obtain the
Plug & Play SGD algorithm associated with following recursion: X0 ∈ Rd and for
any k ∈ N

Xk+1 = Xk + δk(bε(Xk) + Zk+1) , (29)

bε(x) = ∇ log(p(y|x)) + α(Dε(x)− x)/ε , (30)

where we note that we have introduced a regularization parameter α > 0 that
controls the amount of regularisation enforced by Dε. The original SGD algorithm
is recovered by setting α = 1 and Dε = D?ε .

Algorithm 1 PnP-SGD
Require: n, nburnin ∈ N, y ∈ Rm, ε, α, δ > 0

Initialization: Set X0 = x̃ and k = 0.
for k = 0 : N do
Zk+1 ∼ N (0, Id)
if k 6 nburnin then
Xk+1 = Xk + δ0∇ log(p(y|Xk)) + (δ0α/ε)(Dε(Xk)−Xk) + δ0Zk+1

end if
if k > nburnin then
Xk+1 = Xk + δk∇ log(p(y|Xk)) + (δkα/ε)(Dε(Xk)−Xk) + δkZk+1

δk+1 = δ0(k + 1− nburnin)−0.8

end if
end for
return XN

We now turn to the proof of convergence of PnP-SGD. The asymptotic es-
timates we derive in this work are only valid for sequences which remain in a
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compact set K, which is a classical assumption in stochastic approximation [57,
21,20,39]. Under tighter conditions on x 7→ log pε(x|y) this limitation can be cir-
cumvented using the global asymptotic results of [57, Theorem A1.1]. Another
way to remove this restriction would be to consider an additive term of the form
x 7→ (x−ΠC(x))/λ in bε (where ΠC is the projection onto some compact convex set
C and λ > 0 some hyperparameter) which ensures the stability of the numerical
scheme. We leave this analysis for future work. In practice, we have not observed
any stability issues for PnP-SGD provided that the stepsize is chosen appropriately
see Section 4.3.

In what follows, we show that the bias of PnP-SGD depends on the distance
between Dε and the MMSE estimator D?ε , using recent results from [57].

H2 Assume that there exist ε0 > 0, L > 0 and a function M : R+ → R+ such that for

any ε ∈ (0, ε0], R > 0, x1, x2 ∈ Rd and x ∈ B(0, R) we have

‖Dε(x1)−Dε(x2)‖ 6 L ‖x1 − x2‖ ,
∥∥Dε(x)−D?ε(x)

∥∥ 6 M(R) , (31)

where we recall that

D?ε(x1) =
∫
Rd x̃ gε(x̃|x1)dx̃ , (32)

with x̃ 7→ gε(x̃|x) the probability density of X given Xε = x where Xε ∼ N (X, ε Id)
conditionally to X and X ∼ p.

The first part of (31) regarding the smoothness property of the denoiser can
be explicitly verified for a certain class of neural networks by adding a spectral
regularization term for each layer of the neural network, see [52,41]. The second
condition follows from carefully selecting the loss of the neural network as in the
Noise2Noise network introduced in [36] and controlling the population error, see
[34].

We are now ready to state Proposition 3 which ensures that stable PnP-SGD
sequences are close to the set of stationary points of x 7→ log pε(x|y) where x 7→
log pε(x|y) is given in (14). The distance to this set of stationary points is controlled
by the approximation error of the network Dε.

Proposition 3 Assume H1, H2. Let α > 0 and ε ∈ (0, ε0]. Assume that limk→+∞ δk =
0,
∑
k∈N δk = +∞ and

∑
k∈N δ

2
k < +∞. Let R > 0, K ⊂ B(0, R) be a compact set,

X0 ∈ Rd and Aε,K ∈ F given by

Aε,K = {ω ∈ Ω : there exists k0 ∈ N such that for any k > k0, Xk(ω) ∈ K.} , (33)

where (Xk)k∈N is given by (29). Then there exist Cε,K > 0 and rε,K ∈ (0, 1) such that

lim supk→+∞ d(Xk(ω),Sε,K) 6 Cε,KM(R)rε,K for any ω ∈ Aε,K, with

Sε,K = {x ∈ K : ∇ log pε(x|y) = 0} , (34)

where x 7→ pε(x|y) is given in (14).

Proof Let ε > 0 and ω ∈ Aε,K. For any k ∈ N, let ζk = Zk+1 and ηk = bε(Xk) −
∇ log p(y|Xk)−∇ log pε(Xk). Using H2 we have for any k ∈ N,

‖bε(Xk)−∇ log p(y|Xk)−∇ log pε(Xk)‖ = ε−1‖Dε(Xk)−D?ε(Xk)‖ 6 M(R)/ε . (35)



Title Suppressed Due to Excessive Length 15

Hence, we obtain that [57, Assumption 2.1, Assumption 2.2] are satisfied. In what
follows, we show that [57, Assumption 2.3.c] holds. First, we introduce Gε : Rd →
R given for any x ∈ Rd by

Gε(x) = (2πε)−d/2 exp[−‖x‖2/(2ε)] . (36)

We have that for any x ∈ Rd, pε(x) = (p ∗Gε)(x), where ∗ denotes the convolution

product. Since p,Gε ∈ L1(Rd) we get that for any ξ ∈ Rd, p̂ ∗Gε(ξ) = p̂(ξ)Ĝε(ξ).
Since p ∈ L1(Rd), ‖p̂‖∞ < +∞ using Riemann-Lebesgue theorem and in addition

Ĝε(ξ) = exp[−ε ‖ξ‖2 /2]. Hence, p̂ ∗Gε ∈ L1(Rd) and we obtain that for almost
every x ∈ Rd

pε(x) =
∫
Rd p̂(ξ)Ĝε(ξ) exp[i〈x, ξ〉]dξ . (37)

In the rest of the proof, we denote p̄ε : Cd → C given for any z = (z1, . . . , zd) ∈ Cd
by p̄ε(z) =

∫
Rd p̂(ξ)Ĝε(ξ) exp[i〈z, ξ〉]dξ where for any z1, z2 ∈ Cd we have 〈z1, z2〉 =∑d

j=1 z
j
1z̄
j
2. We have that p̄ε is analytic using the dominated convergence theorem.

Since for any x ∈ Rd, pε(x) > 0 and p̄ε ∈ C(Cd,C), there exists an open set U ⊂ Cd
such that for any z ∈ U, <(p̄ε(z)) > 0. Since log : C\({t ∈ C : <(t) 6 0}) → C
is analytic we obtain that z 7→ log p̄ε(z) is analytic on U. Hence, x 7→ log p(y|x) +
log pε(x) is real-analytic on Rd. We conclude using [57, Theorem 2.1].

The proof can be extended to the case where Zk = 0 using [57, Theorem 2.1]. In
this case the assumption that

∑
k∈N δ

2
k < +∞ can be replaced by limk→+∞ δk = 0.

The following experimental section demonstrates the PnP-SGD algorithm on
three canonical imaging inverse problems, namely image deblurring, inpainting,
and denoising, along with other standard PnP algorithms.

4 Experimental study

In this section, we study the behaviour of several PnP algorithms for three classical
inverse problems: denoising, deblurring and inpainting. We recall that in each of
these problems we consider a prior model p(x) ∝ exp[−U(x)] which is unknown
and that the inference x|y is obtained by approximation of this model. For the
deblurring and denoising problems, the log-posterior of the degradation model
can be written for any x, y ∈ Rd as

− log p(x|y) = ‖Ax− y‖2/(2σ2) + αU(x) + C , (38)

where A is a d× d matrix, C > 0 is a constant and the parameter α > 0 balances
the weights of the log-likelihood F (x, y) and the log-prior U . In this case, we have
for any x, y ∈ Rd, F (x, y) = ‖Ax − y‖2/(2σ2). In our inpainting experiments, we
change the likelihood so that pixels are either visible or hidden. In this case the
log-posterior can be written for any x ∈ Rd and y ∈ Rm as

− log p(x|y) = ιQx=y + αU(x) + C , with ιC(x) =

{
0 if x ∈ C

+∞ otherwise,
(39)

with Q a m×d matrix consisting of m random lines from the d×d identity matrix.
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Fig. 1 Dataset (part 1): First three images in our dataset, and examples of degraded images
for the three inverse problems considered in this paper. For denoising, we add a Gaussian noise
with variance σ2 = (30/255)2. For deblurring, the operator A correponds to a 9 × 9 uniform
blur operator, and we add Gaussian noise with variance σ2 = (1/255)2. For inpainting, we
hide 80% of the pixels.

4.1 Image dataset

In Figures 1 and 2 we present the 6 original images used in the experiments. These
images contain both geometric structures, constant areas and textured regions.
On the same figures, we display degraded versions of each image for each set of
experiments. For the denoising experiment, the level of the Gaussian noise is fixed
to σ2 = (30/255)2. In the case of deblurring, the operator A correponds to a 9× 9
uniform blur operator, and we add Gaussian noise with variance σ2 = (1/255)2.
Finally, in the context of inpainting, we hide 80% of the pixels.

4.2 Algorithms

In this section, we evaluate PnP-SGD (Algorithm 1) along with three other clas-
sical PnP algorithms: PnP-ADMM (Algorithm 2), PnP-FBS (Algorithm 3) and
PnP-BBS (Algorithm 4). Note that in the case of inpainting the log-likelihood is
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Goldhill Simpson Traffic
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Fig. 2 Dataset (part 2): Last three images in our dataset, and examples of degraded images
for the three inverse problems considered in this paper. For denoising, we add a Gaussian noise
with variance σ2 = (30/255)2. For deblurring, the operator A correponds to a 9 × 9 uniform
blur operator, and we add Gaussian noise with variance σ2 = (1/255)2. For inpainting, we
hide 80% of the pixels.

not differentiable, since ιC is not differentiable. In Section 4.6 we will present an
extension of these PnP algorithms to this setting using proximal operators.

In order to take into account the parameter α > 0 into Algorithms 2-3-4, we
slightly modify the target function. Instead of minimizing x 7→ − log p(x|y) we aim
at minimizing x 7→ − log p(x|y)/α. Doing so the parameter α > 0 can be included
in the parameters of the log-likelihood which becomes (x, y) 7→ F (x, y)/α. All algo-
rithms are implemented using Python and the PyTorch library. Our experiments
are run on an Intel Xeon CPU E5-2609 server with a Nvidia Titan XP graphic
card.

4.3 Parameters settings and convergence conditions

In this section, we recall and discuss the choice of the different parameters, as
well as the convergence conditions for PnP-SGD. We also discuss the convergence
properties of PnP-ADMM and PnP-FBS following the guidelines of [52,61].
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Algorithm 2 PnP-ADMM

Require: n ∈ N, y ∈ Rm, ε > 0, α > 0, x0 ∈ Rd
Initialization: Set x0 = z0, and uk = 0.
for k = 0 : N do
xk+1 = prox(ε/α)F (·,y)(zk − uk)

zk+1 = Dε(xk+1 + uk)
uk+1 = uk + (xk+1 − zk+1)

end for
return xN+1

Algorithm 3 PnP-FBS

Require: n ∈ N, y ∈ Rm, ε > 0, α > 0, x0 ∈ Rd
for k = 0 : N do
xk+1 = Dε (xk − (ε/α)∇F (xk, y))

end for
return xN+1

Algorithm 4 PnP-BBS

Require: n ∈ N, y ∈ Rm, ε > 0, α > 0, x0 ∈ Rd
for k = 0 : N do
xk+1 = Dε(prox(ε/α)F (·,y)(xk))

end for
return xN+1

Recall that from (14), we denote Ly the Lipschitz constant of the log-likelihood
gradient x 7→ ∇F (., y). For F (x, y) = ‖Ax − y‖2/(2σ2), Ly = ‖A?A‖/σ2, with A?

the adjoint of A. F is µ-strongly convex if and only if A is invertible, in which
case µ = λmin(A)2/σ2, where λmin(A) is the smallest singular value of A. In
our experiments we have λmin = 1 for denoising and λmin = 0 for deblurring
and inpainting. In our experiments, the operator A is always chosen such that
‖A?A‖ = 1. Note that if F is replaced by F/α, as it the case in Algorithms 2-3-4,
we have that Ly and µ are replaced by Ly/α and µ/α.

Denoiser. In all experiments, the denoising operator Dε is chosen as the pretrained
denoising neural network introduced in [52]. This denoiser is trained so that Id−Dε
is L-Lipschitz with L < 1. Note that this corresponds to the first part of (31) in H2.
In [52] three pretrained denoisers, at noise level ε = (5/255)2, (15/255)2, (40/255)2

are proposed. In this work, we only use the first one in our denoising and deblurring
experiments. The inpainting problem requires a more subtle strategy relying on a
coarse to fine approach, described in Section 4.6.

PnP-SGD. In Algorithm 1, we consider a burn-in regime with a constant step δ0
until some iteration nburnin. After this initial phase, we set (δk)k∈N to be a decreas-
ing sequence satisfying the conditions of Proposition 3. In the case of denoising or
deblurring, δ0 is given by

δ0 = δstable/6, where δstable := 2/Ltot , Ltot = 2/(αL/ε+ ‖A∗A‖/σ2) , (40)

where Ltot is the Lipschitz constant of ∇ log p(.|y). Note that setting δ0 = δstable
ensures that the deterministic scheme: x0 ∈ Rd and for any k ∈ N, xk+1 = xk +



Title Suppressed Due to Excessive Length 19

δ0∇ log p(xk|y), satisfies that (log p(xk|y))k∈N is non-decreasing. After the burn-in,
we use a decreasing sequence of step-sizes (δk)k∈N such that for any k ∈ N we have

δk := δ0 × (k − nburnin)−0.8 , (41)

which satisfies the conditions required in Proposition 3 for convergence. Note that
contrary to existing work, any value of α > 0 can be used in Algorithm 1 provided
that δ0 is defined accordingly using (40).

PnP-ADMM. The convergence results of [52] for PnP-ADMM require the strong
convexity of F . In our experiments, this condition is met for denoising experiments
(since A = Id), but not for inpainting nor deblurring if the blur operator is not
invertible (which is the case for a 9 × 9 uniform blur). In the denoising case,
following [52], PnP-ADMM converges to a fixed point if L ∈ [0, 1) and L/(1 +
L(1 − 2L)) < ε/(ασ2). In practice, this condition is not satisfied, see Section 4.4.
However, Algorithm 1 experimentally converges to a fixed point with interesting
visual properties. This suggests that it might be possible to prove the convergence
of PnP-ADMM under weaker conditions than the ones of [52].

PnP-FBS. Similarly to PnP-ADMM the convergence results obtained by [52] for
PnP-FBS are only valid in a strongly convex setting. In our case this corresponds
to the denoising experiment here. The condition on the Lipschitz constant of the
denoiser Dε is L/(1 + L) < ε/(ασ2) < (L + 2)/(L + 1). In Section 4.4, we show
that these conditions are not met in our experiments. In practice, we still observe
convergence of the algorithm for the denoising experiments. This is no longer
case in non-strongly convex problems, see Section 4.5 and Section 4.6. In [61],
convergence towards the set of stationnary points of the log-posterior is established
for PnP-FBS provided that Dε = D?ε , i.e. Dε is the optimal MMSE. In addition,
[61] requires that εLy 6 1. This condition implies that ε‖A?A‖ 6 ασ2. Since
‖A?A‖ = 1 for all our experiments, this implies α > ε/σ2. In experiments with
large noise level (as it it the case for our denoising setting), this leads to acceptable
values of α. However, when σ is small in comparison to ε (which is the case for
deblurring), the regularisation parameter α for which the convergence is ensured
is too highlighted in Section 4.3.

4.4 Denoising

For these denoising experiments, we add a Gaussian noise of variance σ2 = (30/255)2

(see the second row of Figures 1 and 2 for examples of degraded images). In this ex-
periment we use a denoiser Dε trained for a noise level ε = (5/255)2 on a dataset
{xi, x′i}

N
i=1 with xi ∼ p and x′i ∼ N (xi, ε Id) for any i ∈ {1, . . . , N}. Using this

denoiser in Algorithms 1-4, we aim at denoising y with noise level σ2.
We run all algorithms for several values of the regularization parameter α

and for two different initializations: first a TV-L2 initialization, i.e. applying a
simple TV-L2 restoration to the noisy image following [51,14], and second an oracle
initialization (using the original image without degradation). Our goal here is to
assess the dependency of the algorithm on initialization, since the log-posterior we
study is highly non-convex.
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For PnP-SGD, the initial step-size δ0 and the sequence (δk)k∈N are defined as
explained in Section 4.3. For these denoising experiments, the resulting value of δ0
is already quite small, such that decreasing δk after the burn-in phase effectively
stops the search for a better optimum and does not change the result. The number
of iterations nburnin for the burn-in was set between 5000 and 25000 for SGD.
Within that range, we stop this phase as soon as |PSNR(Xk+1) − PSNR(Xk)| <
0.1× δ0. This conservative choice allows to make sure that the algorithm reaches
its steady state, so that the oracle initialization (starting from an overestimated
value of PSNR) does not overestimate the global maximum and the non-oracle
initializations (starting from an underestimated value of PSNR) do not under-
estimate it. In practice, convergence is reached after a few hundreds of iterations
in most cases and only rarely did the algorithm iterate beyond 5000. Increasing
δ0 to δ0 = 0.9× δstable also permits to achieve faster convergence, but in this case
adding a decreasing phase for (δk)k∈N after the burn-in regime is important to
achieve the same asymptotic results.

For the splitting-based algorithms (ADMM, BBS, FBS), practical convergence
is very fast and 100 iterations are largely sufficient in all cases. Observe that
since we use a denoiser trained for a noise level ε = (5/255)2, and our denoising
experiments are run for σ2 = (30/255)2, theoretical convergence of PnP-ADMM
following [52] requires that α < (1 + L(1 − 2L))/36L. The exact value of L for the
denoising considered in [52] is not available, but our experiments suggest that
L ≈ 1. This implies that only drastically small values of α meet the previous
condition. As a result, this condition is not satisfied with the choices of α that are
experimentally optimal but does not prevent the algorithm to converge in practice.
In the same way, provided that L ∈ [0, 1), convergence of PnP-FBS following [52]
implies that α is at least larger than 18, see Section 4.3. Yet, interesting values
of α for this denoising experiment are far smaller The condition provided in [61],
α > ε/σ2 = 1/3 gives more realistic values for α but we remind that in this case
we must assume that Dε = D?ε .

Figure 3 summarizes the results of this denoising experiment on 10 independent
random noise realizations on each of the 6 images in the dataset, for PnP-SGD,
PnP-ADMM and PnP-BBS (PnP-FBS is not shown here for the sake of clarity,
but it shows a very similar behavior). We first observe that initialization seems to
play a very minor role for all the algorithms considered in this problem. A TV-L2

initialization is sufficient to reach virtually the same reconstruction quality as the
oracle initialization. This might be explained by the fact that denoising is a rela-
tively simple inverse problem. Second, all algorithms produce very similar results,
with an optimal value of α around 0.25, see Figure 3. Table 1 summarizes the
denoising results of all algorithms (including PnP-FBS) obtained for this nearly
optimal setting of α = 0.25. In Figure 4 we display the results of the different algo-
rithms for this denoising experiment. If the PSNR values are quite close, it seems
that the algorithms make different compromises in terms of visual results. For ex-
ample, the estimator obtained with PnP-ADMM seems to exhibit sharper edges.
However, it also seems to hallucinate more false structures than other algorithms.
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TV-L2 init TV-L2 vs. oracle init
SGD vs ADMM vs BBS SGD ADMM BBS

Fig. 3 Plug & Play denoising for σ2 = (30/255)2 with the prior implicit in Dε for ε = (5/255)2

and different values of the regularization parameter α. This table shows means and standard
deviations for PSNR and SSIM values over K=10 independent noise realizations for each of
the six images. Initialization plays a very minor role in this case and all algorithms achieve
similar (nearly optimal) performance for α = 0.25.

Denoising σ2 = (30/255)2, ε = (5/255)2, TV-L2 init, α = 0.25
PnP-SGD PnP-ADMM PnP-BBS PnP-FBS

Overall PSNR 27.65 27.37 27.65 27.56
Simpsons 30.04 30.10 30.41 30.35
Traffic 27.36 27.09 27.31 27.27
Cameraman 28.54 28.21 28.74 28.48
Alley 27.16 26.82 26.98 26.96
Bridge 26.28 25.83 26.18 26.03
Goldhill 26.55 26.18 26.30 26.30

Table 1 Plug & Play denoising for σ2 = (30/255)2 with the prior in Dε for ε = (5/255)2.
This table shows mean PSNR values over K=10 independent noise realizations for each of the
six images. The regularization parameter α = 0.25 is nearly optimal for all algorithms.

4.5 Deblurring

We now turn to the deblurring problem. In this section, images are blurred with a
uniform 9× 9 kernel, and a small Gaussian noise of standard deviation σ = 1/255
is added in order to define the degradation model. We now compare the behavior
of Algorithms 1-4.

Experiments with PnP-SGD follow the same rules as for the denoising problem
and the same observations are valid. When running PnP-ADMM we use approx-
imately 200 iterations to ensure the convergence whereas for PnP-FBS and PnP-
BBS, we use approximately 500 iterations. Except for PnP-SGD (using Propo-
sition 3), these PnP algorithms are not guaranteed to converge according to [52]
since A is not invertible. In practice PnP-FBS indeed converges only for very large
values of the regularization parameter α, whereas other PnP algorithms converge
for all our experiments. As highlighted in Section 4.3 this suggests that conver-
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SGD (PSNR=26.58 dB, SSIM=0.69) ADMM (PSNR=26.17 dB, SSIM=0.68)

BBS (PSNR=26.33 dB, SSIM=0.64) FBS (PSNR=26.31 dB, SSIM=0.67)

Fig. 4 Plug & Play denoising for σ2 = (30/255)2, ε = (5/255)2 with α = 0.25.

gence for PnP-ADMM and PnP-FBS occur under weaker conditions than the ones
prescribed in [52].

Figure 5 summarizes the results of deblurring on 10 independent random noise
realizations on each of the 6 images in the dataset, for PnP-SGD, PnP-ADMM
and PnP-BBS (PnP-FBS is not shown here because it does not converge most
of the time), for TV-L2 and oracle initializations. Again, initialization appears to
play a minor role in the final results.

Observe that all algorithms show very similar performances (when they con-
verge) for these deblurring experiments. While PnP-SGD is slower to converge,
it is ensured to approximate the MAP theoretically. Table 2 summarizes the de-
blurring results of all algorithms (including PnP-FBS) obtained for the nearly
optimal setting of α = 0.3. In Figure 4 we display the results of the different algo-
rithms for this denoising experiment. Interestingly, we note that visual results for
this deblurring problem are much more similar to each other than for denoising
experiments.

4.6 Inpainting

The inpainting problem consists in trying to recover x ∈ Rd from a small proportion
of its pixels, namely from the measurements vector y = Qx, where Q is a m × d
matrix consisting of m random lines from the d×d identity matrix, and m = qd� d.
In our experiments we set q = 20%. In this case, since measurements are not
affected by noise, the data-fitting term takes the form of a hard constraint, i.e.
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TV-L2 init TV-L2 vs. oracle init
SGD vs ADMM vs BBS SGD ADMM BBS

Fig. 5 Plug & Play deblurring. Image are blurred with a 9×9 uniform kernel, a Gaussian noise
of standard deviation σ2 = (1/255)2 is added. The denoiser Dε is trained at ε = (5/255)2. The
plots shows mean and standard deviation values of PSNR and SSIM over K=10 independent
noise realizations for each of the six images and different values of the regularization parameter
α. Initialization plays a very minor role in this case and all algorithms achieve similar (nearly
optimal) performance for α = 0.3, except for FBS which requires a larger (sub-optimal) α to
converge.

Deblurring a 9× 9 kernel with σ2 = (30/255)2, ε = (5/255)2, TV-L2 init, α = 0.3
PnP-SGD PnP-ADMM PnP-BBS PnP-FBS

Overall PSNR 29.88 29.73 29.62 NaN
Simpsons 33.51 33.93 33.70 NaN
Traffic 29.41 29.27 29.10 NaN
Cameraman 30.68 30.43 30.39 NaN
Alley 29.26 28.99 28.90 NaN
Bridge 28.08 27.77 27.65 NaN
Goldhill 28.33 28.01 27.97 NaN

Table 2 Plug & Play deblurring. Image are blurred with a 9× 9 uniform kernel, a Gaussian
noise of standard deviation σ = 1/255 is added. The denoiser Dε is trained at ε2 = (5/255)2.
This table shows mean PSNR values over K=10 independent noise realizations for each of the
six images. The regularization parameter α = 0.30 is nearly optimal for all algorithms.

SGD (PSNR=28.04 dB, SSIM=0.84) ADMM (PSNR = 27.77 dB, SSIM=0.83) BBS (PSNR=27.64 dB, SSIM=0.82)

Fig. 6 Example of Plug & Play deblurring, for a 9 × 9 kernel, an additive Gaussian noise
of standard deviation σ2 = (1/255)2, for ε = (5/255)2 and for the nearly optimal value of
α = 0.3.
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for any x ∈ Rd and y ∈ Rm we have

F (x, y) = ιCy
(x), where Cy = {x : y = Qx} .

The non-differentiability of F is not problem when using ADMM and BBS since
in this case the proximal operator of γF (·, y) is not only defined but admits a
closed-form (which is independent of γ = ε/α). More precisely, we have for any
x ∈ Rd and y ∈ Rm, proxγιC (x) = P?Px+ Q∗y in terms of the (d−m)× d matrix
P containing all the lines of the identity matrix which are not contained in Q.
However, SGD and FBS cannot be directly applied to this problem because they
require F to be differentiable. Nevertheless we can apply these algorithms to an
equivalent formulation in the reduced space Rd−m of unknown pixels, as shown in
the following subsection.

4.6.1 Adapting SGD to the non-differentiable inpainting problem

In what follows, we denote by x̃ := Px ∈ Rn the vector of n = d − m unknown
pixels in x. Given the unknown pixels x̃ = Px and the measurements y = Qx we
can reconstruct x via the affine mapping fy : Rn → Rd defined for any x ∈ Rd and
y ∈ Rm by fy(x̃) = P∗x̃+ Q∗y.

The solution of the original problem xmap = arg minx F (x, y) + U(x) can then
be written as

xmap = arg minx∈Cy
U(x) = fy( arg minx̃ U(fy(x̃))) , x̃map = arg minx̃ U(fy(x̃)) ,

(42)
and x̃map can be found by gradient descent on Ũ = U ◦ fy. Using the chain rule
and Tweedie’s formula, we have that the gradient of Ũ is given for any x ∈ Rd and
y ∈ Rm by

∇Ũ(x̃) = P∇U(fy(x̃)) = (1/ε)P(Id−Dε) ◦ fy(x̃) . (43)

Finally, since the affine operators P and fy are 1-Lipschitz we have that L̃ 6 (1/ε),
where L̃ is the Lipschitz constant of ∇Ũ .

4.6.2 Parameter settings and results

The inpainting problem we consider is extremely ill-posed since 80% of the pixels
are only constrained by the image prior. Since our implicit prior pε(x) is most
likely far from log-concave, the posterior shows a particularly large number of
local optima. For this reason all methods are extremely sensitive to the initial
condition. The initial conditions used in the previous experiments may misguide
both ADMM and SGD to a wrong local optimum.

To deal with this more difficult case, we consider a different approach, com-
bining:

– A coarse to fine scheme where we start by solving the MAP problem for
large values of ε, and then use the result of this coarse MAP as an ini-
tialization for the next smaller value of ε. In our experiments we used ε =
(40/255)2, (15/255)2, (5/255)2, both for ADMM and for SGD;

– For each value of ε, a burn-in phase of 2000 iterations with δ0 = 2.5δstable,
followed by a phase of 1000 decreasing steps, as defined in (41).
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PSNR SSIM
Method mean std dev mean std dev

Random initialization
SGD ε = (5/255)2 23.43 2.75 0.7715 0.0517
SGD ε = (40/255)2, (15/255)2, (5/255)2 26.32 1.76 0.8074 0.0702
ADMM ε = (5/255)2 19.34 3.09 0.6787 0.0629
ADMM ε = (40/255)2, (15/255)2, (5/255)2 25.94 2.19 0.8292 0.0745

TV-L2 initialization
SGD ε = (5/255)2 26.01 1.53 0.8042 0.0684
SGD ε = (40/255)2, (15/255)2, (5/255)2 26.34 1.80 0.8074 0.0699
ADMM ε = (5/255)2 25.38 1.74 0.8216 0.0754
ADMM ε = (40/255)2, (15/255)2, (5/255)2 25.87 2.13 0.8266 0.0764

Oracle initialization
SGD ε = (5/255)2 26.67 1.66 0.8116 0.0700
SGD ε = (40/255)2, (15/255)2, (5/255)2 26.36 1.76 0.8079 0.0702
ADMM ε = (5/255)2 26.16 2.18 0.8330 0.0742
ADMM ε = (40/255)2, (15/255)2, (5/255)2 25.93 2.14 0.8269 0.0768

Table 3 Inpainting with p = 0.8, σ = 0 with random, TV-L2 and oracle initialization. Mean
and standard deviation of PSNR and SSIM measures computed on K=4 random tests for
each of the 6 images. Note the effectiveness of the coarse-to-fine scheme with either random
or TV-L2 initialization: Coarse to fine SGD is only 0.33 dB away from the solution obtained
with oracle init, which should be quite close to the global optimum. ADMM is only 0.22 dB
away from the solution obtained with oracle init.

Table 3 summarizes the results of different algorithmic strategies to solve our
inpainting problem, on our set of 6 images with K = 4 random realizations for
each image, and Figure 7 shows an example of results on the Simpsons image.

We can observe in Table 3 that the coarse-to-fine scheme is beneficial to both
SGD and ADMM, allowing to reach a reconstruction quality which comes very
close to the oracle initialization. This benefit is also clear on the visual results
shown on Figure 7. In the case of a random initialization, the coarse to fine strat-
egy is needed to avoid the apparition of spurious geometric structure in the back-
ground. In the case of the TV − L2 initialization, it yields better continuity in the
fine black lines of the image. This holds both for ADMM and SGD.

In these inpainting experiments, we also observed that using larger initial step-
sizes at the beginning and using the stochastic gradient descent instead of a simple
gradient descent are important to obtain good MAP estimates. This could be
explained by the highly non-convex nature of this problem: the stochastic term
and the larger step sizes are required to avoid getting trapped in spurious local
optima.
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26 Rémi Laumont et al.

random init TV-L2 init oracle init
24.23 / 0.87 28.82 / 0.91 30.32 / 0.92

S
G

D
√
ε

=
5
/
2
5
5

.

19.63 / 0.78 28.74 / 0.93 30.86 / 0.94

A
D

M
M
√
ε

=
5
/
2
5
5

.

29.95 / 0.91 29.95 / 0.91 29.95 / 0.91

S
G

D
√
ε

=
4
0
/
2
5
5
,

1
5
/
2
5
5
,

5
/
2
5
5

.

30.34 / 0.94 30.34 / 0.94 30.33 / 0.94

A
D

M
M
√
ε

=
4
0
/
2
5
5
,

1
5
/
2
5
5
,

5
/
2
5
5

.

Fig. 7 Inpainting results for the Simpson’s image with p = 0.8, σ = 0 each column corresponds
to a different initial condition
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Inst. H. Poincaré Probab. Statist. 32(3), 395–427 (1996)
9. Buades, A., Coll, B., Morel, J.M.: A non-local algorithm for image denoising. In: 2005 IEEE

Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’05),
vol. 2, pp. 60–65. IEEE (2005)

10. Buades, A., Coll, B., Morel, J.M.: A review of image denoising algorithms, with a new
one. Multiscale Modeling & Simulation 4(2), 490–530 (2005)

11. Bubeck, S.: Convex optimization: Algorithms and complexity. arXiv preprint
arXiv:1405.4980 (2014)

12. Buzzard, G.T., Chan, S.H., Sreehari, S., Bouman, C.A.: Plug-and-play unplugged:
Optimization-free reconstruction using consensus equilibrium. SIAM Journal on Imag-
ing Sciences 11(3), 2001–2020 (2018)

13. Chambolle, A.: An algorithm for total variation minimization and applications. Journal of
Mathematical Imaging and Vision 20, 89–97 (2004). DOI 10.1023/B:JMIV.0000011325.
36760.1e

14. Chambolle, A., Pock, T.: A first-order primal-dual algorithm for convex problems with
applications to imaging. Journal of mathematical imaging and vision 40(1), 120–145
(2011)

15. Chan, S.H., Wang, X., Elgendy, O.A.: Plug-and-play admm for image restoration: Fixed-
point convergence and applications. IEEE Transactions on Computational Imaging 3(1),
84–98 (2017). DOI 10.1109/TCI.2016.2629286

16. Chen, Y., Pock, T.: Trainable Nonlinear Reaction Diffusion: A Flexible Framework for Fast
and Effective Image Restoration. IEEE Transactions on Pattern Analysis and Machine
Intelligence 39(6), 1256–1272 (2017). DOI 10.1109/TPAMI.2016.2596743

17. Cohen, R., Elad, M., Milanfar, P.: Regularization by denoising via fixed-point projection
(red-pro) (2020)

18. Combettes, P.L., Pesquet, J.C.: Proximal splitting methods in signal processing. In: Fixed-
point algorithms for inverse problems in science and engineering, pp. 185–212. Springer
(2011)

19. Dabov, K., Foi, A., Katkovnik, V., Egiazarian, K.: Image denoising with block-matching
and 3d filtering. In: Image Processing: Algorithms and Systems, Neural Networks, and
Machine Learning, vol. 6064, p. 606414. International Society for Optics and Photonics
(2006)

20. Delyon, B.: General results on the convergence of stochastic algorithms. IEEE Transactions
on Automatic Control 41(9), 1245–1255 (1996)

21. Delyon, B., Lavielle, M., Moulines, E.: Convergence of a stochastic approximation version
of the em algorithm. Annals of statistics pp. 94–128 (1999)

22. Diamond, S., Sitzmann, V., Heide, F., Wetzstein, G.: Unrolled optimization with deep
priors (2017)

23. Dong, C., Loy, C.C., He, K., Tang, X.: Learning a deep convolutional network for im-
age super-resolution. In: European conference on computer vision, pp. 184–199. Springer
(2014)

24. Donoho, D.L.: De-noising by soft-thresholding. IEEE transactions on information theory
41(3), 613–627 (1995)

https://doi.org/10.7551/mitpress/8579.003.0001
https://doi.org/10.7551/mitpress/8579.003.0001
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