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Abstract 

Research on the influence of industry on chemical regulation 
has mostly been conducted within the framework of the 
production of ignorance. This special issue extends this 

research by looking at how industry asserts its interests––not 
just in the scientific sphere but also at other stages of policy-
making and regulatory process––with a specific focus on the 
types of tools or instruments industry has used. Bringing 
together sociologists and historians specialized in Science and 
Technology Studies (STS), the articles of the special issue 
study the arenas in which instruments and practical guidelines 
for public policy are negotiated or used. The aim is to observe 
the devices in the making or in action, from the selection of 
actors to the production of thresholds, criteria, and other 
technical regulations. The introduction highlights how industry 
influence on expertise and regulation is undoubtedly far more 
pervasive and multifarious than has been conceptualized to date 
by social scientists. Putting this issue back at the heart of both 

the STS and social sciences research agendas is increasingly 
urgent and could lead to new inquiries able to highlight these 
logics even more widely, using fresh empirical examples. 
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For several years, scholars have been framing the influence of 

industry on the scientific sphere and the regulation of chemicals 

in terms of ignorance (Proctor and Schiebinger 2008; Gross and 

McGoey 2015). This research has highlighted how economic 

actors steer scientific research in a direction that is in line with 

their own interests. Above all, it has shown how industry 

attempts to avert the production or publication of knowledge 

that could potentially pose legal or regulatory problems, as in 

the case of the tobacco industry threatened by scientific 

confirmation of a link between smoking and lung cancer 

(Glantz 1998; Proctor 2011). A number of authors have 

extended this analysis to the realm of chemicals, documenting 

how effective regulation is subverted both through the lack of 

critical health or safety information and by casting doubt on 

available knowledge (Markowitz and Rosner 2002; Michaels 

2008, 2020). Thus, some substances do not appear to be 

problematic simply because the data that could be used to 

determine their toxicity (or safety) do not exist (Grandjean et 

al. 2011; Hess 2016). Scholars have investigated the 

transmission of distorted data to regulatory agencies (McGarity 

and Wagner 2008) and, in some cases, have shown that 

regulatory agencies and administrative bodies are limited by 

specific forms of ignorance (as opposed to knowledge) on 

chemicals (McGoey 2012; Richter, Cordner, and Brown 2020). 

In other cases, the role of industry has been to participate in the 

production of a regulatory framework that tends to favor their 

interests, since it is based on scientific knowledge produced 

within an epistemic form that shapes the production of 



 

knowledge and ignorance in a certain way (Suryanarayanan and 

Kleinman 2017). Some researchers have even shown how the 

very functioning of regulatory agencies, sometimes 

independently of industrial intervention, could generate 

organized forms of ignorance (Frickel and Edwards 2014). 

In this special issue, we extend this work on ignorance by 

looking at how industry asserts its interests, not just in the 

scientific sphere but also at other stages of policy-making and 

regulatory process. We do so with a specific focus on the types 

of tools or instruments industry uses to weigh in on those 

policies (Lascoumes and Le Gales 2007). In so doing, we 

highlight the pervasive nature of industry power as it can be 

observed in various areas of chemicals regulation.1 This raises 

questions that have not yet been adequately addressed in the 

literature on regulatory policies for commercial chemicals. 

Though some scholars have studied the use of standards and 

regulatory tools in the governance of toxic substances, the 

proliferation of these policy tools, and their propensity to create 

transnational economic markets, there remains a lack of work 

focusing on how these tools are built and used, and the role of 

industry in those processes. 

“Safe until proven guilty” often appears to be the principle 

governing chemical compound markets, although the European 

regulation of chemicals (namely Registration, Evaluation, 

Authorisation and Restriction of Chemicals [REACH]) was 

meant to change this model (Boullier 2019). As a consequence, 

the commercialization and use of many (potentially) toxic 

substances continue to be authorized at national and 

international levels (Boudia 2014; Casper 2003; Ross and 

Amter 2010). The various studies stressing the increasingly 

toxic nature of our societies and environment thus highlight the 

ineffectiveness of these different devices in their aims of 

protecting public health and the environment (Liboiron, Tironi, 



 

and Calvillo 2018; Boudia and Jas 2014; Davies and Mah 

2020). At the same time (though more discreetly), the 

proliferation of such regulatory devices has allowed the 

creation of markets and structured rules to regulate and 

facilitate the circulation of chemicals on a global scale, 

especially for the dominant players on the market. Policies 

regulating toxic substances through a wide range of 

administrative and technical tools are perceived primarily as 

protecting people and environments, yet their main effect is 

actually the creation, harmonization, and protection of markets 

(Djelic and Sahlin-Andersson 2006). For corporations (and 

multinationals in particular), national and international 

regulatory bodies offer another avenue through which to further 

their interests within their market. Far from being ordinary or 

neutral, government tools and health standards for toxic 

substances actually support specific economic interests through 

technical devices, as is attested to by bilateral or multilateral 

free trade agreement negotiations. Yet, while we know what 

these standards actually do, we don’t know how they are 

crafted. Social science research on regulatory science and the 

relationship between the scientific and commercial spheres has 

seldom opened the black box containing health and 

environmental standards (for exceptions, Abraham and 

Ballinger 2012; Boullier, Demortain, and Zeeman 2019). 

A number of scholars have hypothesized how neoliberal 

thinking has shaped regulatory policies in various sectors 

(Moore et al. 2011). Certain authors, heirs to a considerable 

literature on the spread of neoliberal ideology and policies 

(Dardot, Laval, and Elliott 2014; Crouch 2011; Harvey 2005), 

have therefore urged other scholars “to undertake detailed 

exploration of exactly how the external political-economic 

forces of neoliberalism are transforming technoscience” (Lave, 



 

Mirowski, and Randalls 2010, p. 1). For example, Abraham and 

Ballinger (2012) have pointed to the 

“ideological penetration” of the technical apparatus for 

regulating toxic substances by showing how commercial 

interests have shaped the validation of new tests for 

carcinogenicity. Despite the value of such an approach, 

neoliberal thinking is heterogeneous, rather than monolithic 

(Plehwe, Walpen, and Neunho¨ffer 2006, 1-24), and how it is 

assimilated depends primarily on the balance of power within 

the social arenas in which it is disseminated (Chorev 2013). The 

explicitly externalist approach to changes in technoscience 

arising from an overly automatic application of the notion of 

“neoliberalization” should serve as a deterrent against “pushing 

[its use] too far,” as was proposed in the case of urban sociology 

(Le Gal`es 2016). 

In contrast to those scientific works dealing with industry’s 

influence on regulation policies, other studies have examined 

regulatory spaces, though without identifying any specific role 

played by economic actors. Significantly, the authors of 

Controlling Chemicals, a classic book in the field, devoted only 

one of the twelve chapters to the “Chemical Industry” 

(Brickman, Jasanoff, and Ilgen 1985). Drawing on a 

comparative method, they identified different national models 

of the relationship between private companies in the chemical 

industry and public administration. While this type of approach 

does provide comprehensive synthesis and strong comparison 

between dominant legal–political complexes, it remains overly 

general in its analysis of power relations (Brickman 1984; 

Carpenter 2014; Rushefsky 1986; Vogel 2012). However, by 

studying the accumulation of technical details, we can grasp 

how regulatory systems that are structurally favorable to the 

circulation and use of toxic goods have taken shape (Richter, 

Cordner, and Brown 2018, 2020). When the literature on 



 

regulatory science narrows its empirical focus, it has generally 

done so without really questioning the role of economic 

interests. Many studies rely on the internal logics of scientific 

rationales (Demortain 2017, 2020) to explain the construction 

of regulatory tools and knowledge and their “regimes of 

objectivity” (Jasanoff 2011, 1990). Moreover, when this 

literature examines the changes in scientific paradigms that 

have punctuated regulatory science, it does so without 

specifically investigating the role played by market actors 

(Shostak 2013, 48-70). While these authors clearly highlight 

the different policies contained in regulatory tools, they pay 

little attention to the economic interests that have governed 

their elaboration and therefore fail to investigate the “economic 

policy” embedded in them (Cranor 1997). 

All this research thus overlooks some very important 

questions that STS is equipped to address, particularly when 

grounded in a political sociology of science approach (Frickel 

and Moore 2006). What are the mechanisms through which the 

voices of certain economic actors get prioritized over others? 

How are these actors’ economic interests framed in technical 

terms and rendered invisible through technical vocabulary or 

scientific instruments? How are alternatives less favorable to 

the economic actors involved ruled out, while other kinds of 

organizations (nongovernmental organizations and 

environmental associations) are marginalized? 

To answer these questions, we narrow the empirical focus to 

capture the micro-political power struggles at play in the 

making of regulatory tools and/or in the ways they are used. 

Since 1945, the number of devices regulating chemical-related 

health risks has grown exponentially, and this trend can be 

observed at both national and international levels. It intertwines 

a set of health standards, expert groups, and institutions, along 

with agreements that are more or less legally binding (Selin 



 

2010). “Inextricable webs of [technical] devices” (Jas 2014) 

have thus come to envelop a range of chemical-related health 

issues by categorizing them on the basis of modes of exposure 

or types of product use: occupational exposure (Henry 2017; 

Hansson 1998), food consumption (Lindner 2008; Ansell and 

Vogel 2006), medicine regulation (Hauray 2006; Carpenter 

2010), or pesticide marketing authorizations (Jas 2013). It is 

therefore very difficult to assess the extent of the issue, as we 

have to build new categories to simultaneously capture every 

dimension of the problem, as some of us proposed elsewhere 

through the analysis of “residues” (Boudia et al. 2021). 

Each of those devices has a backstory involving specific 

actors, stakes, and unrealized potential that can be identified 

through focused investigation. Every toxicity threshold and 

marketing authorization bears the trace of negotiations 

articulating scientific rationales for the determination of certain 

hazards and defending particular economic interests. Bringing 

together sociologists and historians specialized in the social 

studies of science, all of whom work on expertise and 

regulatory organizations in different fields of inquiry (and 

diverse empirical points of entry), this special issue endeavors 

to open up new areas of research and develop new analytical 

pathways. The articles study the arenas in which instruments 

and practical guidelines for public policy are negotiated, while 

also focusing on these devices themselves––that is, the 

instruments that are negotiated and used to regulate potentially 

dangerous activities. The aim is to observe the devices in the 

making or in action, from the selection of actors to the 

production of thresholds, criteria, and technical forms. This 

approach presents two major challenges that have been 

successfully overcome by the authors of the various articles: the 

confidential and closed nature of the arenas of regulation, and 

the technical barrenness of the tools produced there. 



 

Addressing the subject of the Organisation for Economic Co-

operation and Development (OECD) policies regulating toxic 

substances, Colleen Lanier-Christensen puts this issue of 

resources at the center of her analysis, showing that this 

technical knowledge was constructed against a backdrop of an 

uneven distribution of resources and institutional access among 

the actors involved in shaping regulatory tools. She specifically 

discusses an international agreement on Minimum Pre-

Marketing Data. This administrative tool specifies the 

minimum package or “base set” of data required for regulators 

to assess the safety of a chemical before it enters the 

marketplace. Approved by 24 OECD countries in 1980, it was 

effectively undermined in 1981 after US chemical industry 

associations convinced the United States to reverse its support 

for this international standard. The micro-political contests 

Lanier-Christensen examined demonstrate how industrial and 

environmental organizations mobilized resources and expertise 

to shape the knowledge standards of harmonized regulatory 

frameworks. US industry groups successfully shaped the 

outcomes of these struggles by taking advantage of swings in 

national regulatory politics to disrupt international consensus. 

This idea of an asymmetry of resources that separates 

industries from other types of actors involved in risk regulations 

(whether trade unions or national or international public 

administrations) is also one of the areas studied by Emmanuel 

Henry. His article uses the example of occupational exposure 

limits (OELs) for toxic substances, emphasizing the problem 

presented by the very nature of regulatory tools, which frame 

fundamentally social and political issues in scientific and 

technical terms. This way of defining the problem allows 

industrial actors both to position themselves on terrain that is 

richer in terms of available resources and to benefit from the 

slowness with which decisions of a highly technical and 



 

scientific nature are taken. In the case of asbestos and its 

substitutes, Henry shows how the implementation timescales of 

these regulations allow industries to adapt ahead of their 

enactment, limiting the economic loss that might have been 

inflicted by other methods of control. 

The dragging out of negotiations is, incidentally, a weapon 

expertly wielded by industries in other circumstances. This is 

shown by Angela Creager in the case of the Toxic Substances 

Control Act (TSCA), passed by the US Congress in 1976 after 

five years of debate. The TSCA was initially conceived as a 

means of specifying the toxicity tests that should be done before 

chemical substances enter the market, yet the final text included 

no generic requirements for testing, for either old or new 

chemicals. The long process of implementing the law, with its 

conflicting mandates, provided further opportunity for industry 

to shape what data the Environmental Protection Agency could 

request for commercial chemicals. While the deregulatory trend 

of the 1980s contributed to the weakening of government 

oversight of chemicals through the TSCA, industrial actors 

were able to use procedural requirements of US law to their 

own advantage throughout this period. 

Public administrations and regulatory bodies are not 

monolithic entities; it is unrealistic to think that, were it not for 

the involvement of industrial companies, these institutions 

would naturally lead to “neutral” policies or policies aligned 

with a certain “public interest”––the definition of which is 

always, in reality, historically and socially contextualized. This 

is what Valentin Thomas shows by focusing on the scientific 

and regulatory history of a biochemistry concept that was to 

turn out to be favorable to industry, by making it more difficult 

to confirm the carcinogenicity of a given chemical. Having used 

this concept as a weapon with which to defend their economic 

interests, some dominant actors in the chemical market made 



 

successive attempts to establish it within a number of American 

and international regulatory and scientific institutions, notably 

the International Agency for Research on Cancer. Thomas 

shows that the success or failure of these attempts was 

dependent on the power dynamics within these institutions, in 

which different kinds of interests (institutional, scientific) were 

engaged. 

This special issue therefore shifts the perspective on how 

several questions are addressed in the existing literature. First, 

studying these tools in the making or in action can shed light on 

their different rationales. While most studies on regulatory 

science examine technical standards from a cross-cutting 

perspective, granting much importance to the principles applied 

in legal rules, these articles focus on the making and 

implementation of regulatory tools, and they do so by trying to 

get as close as possible to the arenas in which they are 

negotiated and implemented and the actors involved. This 

makes it possible to highlight how the relations between 

industry and regulators adjust to each other. The nature of the 

relations between industrial and public actors is never totally 

predictable, and both alliance and resistance mechanisms can 

exist. Creager reveals, for example, that the industry courted 

certain segments of the Nixon administration, while other 

segments were much less receptive. It is also present in Lanier-

Christensen’s article, which shows that the OECD has been 

proactive in garnering the participation of industry, though the 

latter’s influence depended on alignment with dominant 

interests. While the US delegation sought to balance industry 

perspectives with those of environmental groups, the shift 

between the Carter and Reagan administrations created new 

opportunities for industry associations to further their 

regulatory agenda. 



 

Second, we propose moving beyond the 

ignorance/knowledge, decision/nondecision, and 

action/inaction dichotomies to highlight how the forms of 

public intervention themselves contribute to favoring the 

interests of industry at the expense of other categories of actors. 

As a follow-up to ignorance production studies, these articles 

highlight the fact that the making and use of some devices 

facilitate the persistence of ignorance and the unequal 

distribution of knowledge. They also show that, beyond 

scientific ignorance, industrial interventions contribute not only 

to the concealment of scientific knowledge but also and more 

broadly to the weighing up of nondecision or to the policy goal 

of making sure that regulation does not interfere with the 

marketing of chemicals. The articles by Creager and Lanier-

Christensen show that regulations aimed at ensuring the safety 

of products often do not require the submission of health or 

environmental data, either premarket or postmarket. When 

information requirements are voluntary, dangers can remain 

invisible. In other cases that are closer to scientific spaces, the 

articles by Thomas and Henry show that the goal is not to 

produce ignorance so much as to constrain the regulatory 

relevance of knowledge, which can have the same effect. This 

is clear when Thomas demonstrates that a biochemical concept 

called “peroxisome proliferation,” initially crafted to identify a 

new class of human carcinogens by drawing on animal 

bioassays, eventually changed its status and became a means of 

avoiding prevention policies, by making animal-to-human 

extrapolation more difficult. It is also visible when Henry 

shows how the use of OELs makes it possible to avoid certain 

extreme exposures of workers, while at the same time 

legitimizing their long-term exposure to lower doses. 

Third, we try to broaden inquiry beyond the scientific sphere 

and observe the activity of industries in other arenas and 



 

involving other players, such as those in the political and 

administrative spheres. This allows us to see that the 

“production of doubt” in the realm of knowledge is only 

effective if those actors having an interest in it translocate this 

doubt beyond the academic sphere. In this sense, Thomas 

observes the transfer of scientific research to regulatory spaces 

through the case of the “peroxisome proliferation” concept. 

Lanier-Christensen and Creager show that industries seek to 

intervene at the very core of negotiation of the rules for the 

marketing of chemicals––that is, far upstream of both the 

expertise processes and the production of scientific knowledge 

on the dangers of products. The example of biochemical tests 

for the detection of mutagenicity analyzed in Creager’s piece 

shows how industrialists and their contacts in the American 

federal administration can use the wording of a statute to avert 

overly restrictive regulation and to a degree unanticipated even 

by corporate actors. Once the regulatory rules are shaped, fewer 

resources need to be deployed in the scientific sphere (Hepler-

Smith 2019). 

These articles thus show how industry influence on expertise 

and regulation is undoubtedly far more pervasive and 

multifarious than has been conceptualized to date by social 

scientists. Putting this issue back at the heart of both the STS 

and the social sciences, research agenda is increasingly urgent 

and could lead to new inquiries able to highlight these logics 

even more widely, using fresh empirical examples. 
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