
HAL Id: hal-03348572
https://hal.science/hal-03348572v1

Submitted on 19 Sep 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Assessing speaker-independent character information for
acted voices

Mathias Quillot, Richard Dufour, Jean-François Bonastre

To cite this version:
Mathias Quillot, Richard Dufour, Jean-François Bonastre. Assessing speaker-independent character
information for acted voices. 23rd International Conference on Speech and Computer (SPECOM),
Sep 2021, Saint Petersburg, Russia. �hal-03348572�

https://hal.science/hal-03348572v1
https://hal.archives-ouvertes.fr


Assessing speaker-independent character
information for acted voices

Mathias Quillot[0000−0002−5858−2416], Richard Dufour[0000−0003−1203−9108], and
Jean-François Bonastre[0000−0001−7741−3346]
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Abstract. While the natural voice is spontaneously generated by peo-
ple, the acted voice is a controlled vocal interpretation, produced by
professional actors and aimed at creating a desired effect on the listener.
In this work, we pay attention to the aspects of the voice related to
the character played. We particularly focus on actors playing the same
video game role in different languages. This article is based on a recent
work which proposes to build a neural-network-based voice representa-
tion dedicated to the character aspects, namely p-vector. This represen-
tation is learnt from recordings only labeled with the acted character. It
showed its ability to associate two vocal examples related to the same
character, even if the character is unknown during the training phase.
However, there is still a possible confusion between speaker and character
dimension. To tackle this problem, We propose a protocol to highlight
the speaker-independent part of the character information (SICI). We
compare the original voice representation with an alternative where the
information relating to the characters is neutralised. This experiment
shows that performance is not a sufficient metric to assess the quality of
a character representation. It also offers the first evidence of the SICI in
the voice.

Keywords: voice casting · speaker recognition · character information
· speaker-independent character information · speaker information.

1 Introduction

For decades, the voice has attracted considerable attention from researchers.
In speech processing, several areas emerge, such as spoken language recogni-
tion [13], automatic speech recognition [14], speaker verification [3], emotion
recognition [22], speech understanding [11], voice transformation [21] or conver-
sion [5]. Research efforts in this quite diverse list of areas share one common
trait, in terms of the raw material being worked on: most focus on natural voice
recordings — spontaneous or read speech, telephone recordings, or speech re-
sulting from human-machine dialogues (through, for example, voice assistants).
In comparison, acted voice is poorly represented in speech processing, except
in the paralinguistics [6, 20] or speech synthesis [10, 19] fields, where recordings
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pronounced by professional actors, playing a specific emotion for instance, are
frequently encountered.

Unlike natural speech, acted voice is a controlled vocal interpretation often
encountered in audiovisual production. Directed by professional actors, it aims
to create a desired effect for the viewer by making manifest the behavior of a
fictional character or by facilitating their immersion. The voice is often distorted,
sometimes overplayed, in order to make the desired expressive effect more audi-
ble. Aspects of the actor’s interpretation not related to linguistic contents fall on
the listener’s side of a complex perception (cultural aspects and stereotypes are
obviously there). This interpretation depends on the listeners themselves and
their personal history but also on the specific context of each listening. This
double complexity, in terms of production and perception, perhaps explains why
the acted voice has such little presence in the literature on speech processing.
The articles [7–9, 15–17] cited in this paper are the only ones dealing with the
speech-processing-based automation of Voice Casting in the literature to our
knowledge.

In this article, we wish to address some of this complexity and we start with
the voices of professional actors playing characters for the gaming industry. We
rely on [7], a recent work which defines the p-vector, a neural-network-based
representation of the voice dedicated to the character aspects in acted voices.
The application context in [7] (like in related previous works [8, 9]) is voice
casting for audio dubbing. The final objective of this work is to assess how
close an actor acting in a target language is to the voice of a given character,
speaking in a source language. This can be referred to as character-based voice
similarity. In contrast to [16, 17], which proposed a voice similarity system for
the acted voice based on data labeled with speech classes (age, gender, emotions
. . . ) by an expert, the p-vector approach does not use any expert labels. This
representation is learnt from audio associated with the played character label,
without any additional information.

Although these approaches deal with final works (video games), another one
consists in working directly on the decision data from Artistic Directors. Re-
cently, researchers from Warner Bros. evaluated their models on this kind of
data. Unfortunately, these data are sensitive and their acquisition is not trivial
since it requires to work on the critical voice casting process. This is why we
decided to position ourselves in a task quite different from [15], since we do not
use Artistic Director decisions.

In order to evaluate the efficiency of the character representation in the voice
dubbing context, [8] proposes to detect whether a pair of speech extracts in the
source and the target language belongs, or not, to the same character, knowing
that the extracts within a pair are always spoken by different speakers. For that
purpose, a Siamese-network-based binary classifier like in [1, 12] is trained on
the top of p-vectors. Experimental results have shown the ability of the p-vector
representation to associate two voice excerpts related to the same character, even
when a particularly difficult scenario is employed, where the character and the
two speakers of a given pair of recordings are completely unknown during the
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training phase. However, there are several potential biases in this experiment,
like the fact that a given character is represented by a unique pair of actors, the
length of the speech extracts, their linguistic content or the influence of speaker-
specific information [8]. Even if the proposed protocol allows us to overcome
these biases as much as possible, the latter remains debatable because there is
still a possible entanglement between the speaker dimension and the character
aspects.

Hence, in order to tackle the bias issue of previous evaluation methods,
this article proposes a totally new approach to assess the presence of speaker-
independent character information (SICI) encoded by a character voice repre-
sentation like p-vectors. This evaluation can help verifying if systems do not
only learn to associate speaker identity but also if they base their decision on
character-specific aspects. The main idea is to start with a solution close to the
one proposed in [7, 8]. Then, we build an alternative model where information
about characters is neutralized during the training by swapping the character
labels of the voice recordings. This swapping is done at the actor level: all the
recordings pronounced by an actor are now wrongly associated to a character
label, chosen randomly. It is worth remembering that, because of the voice dub-
bing context of this work, this is tantamount to breaking the link between an
original actor and the dubber associated to him. When comparing the perfor-
mance of the original system against the second one, we expect to observe a
loss proportional to the part of the neutralized (speaker-independent) character
information.

The article is organized as follows. In Section 2, we give a brief overview of
the p-vector representation and the solution to evaluate it. In Section 3, we detail
the central part of this work, our protocol to estimate the relative quantity of
character information. We also present results obtained by applying our modified
data. For reproducibility purposes, scripts and models are available on GitHub1.
Results are then discussed in Section 4. We finally conclude in Section 5.

2 Character representation extraction and evaluation

In this section, we present an overview of our character similarity system. The
p-vector character-based voice representation, close to that proposed in [7, 8], is
then described, as well as the voice-similarity based approach used to evaluate
it. We also propose to evaluate these systems on a closed protocol where the test
speakers (and therefore characters) are known to the training phase.

2.1 Character similarity system overview

Figure 1 gives an overview of the complete character voice similarity produc-
tion chain used in this work. A p-vector (character-oriented representation) is

1 https://github.com/LIAvignon/specom2021-assessing-speaker-independent-
character-information-for-acted-voices
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obtained from a representation of the speech signal (sequence extractor). Then,
the decision module (decision) takes as input a pair of p-vectors and gener-
ates a score about the character similarity between them. Finally, this score is
compared to a decision threshold in order to obtain a binary decision.

pair of recordings

decision score
recording 1

sequence
extractor

character
representation

recording 2 sequence
extractor

character
representation

characterspeaker

Fig. 1. Production chain of scoring character voice similarity system from the signal
to similarity score.

2.2 Character-oriented representation

This section describes the character-oriented voice representation, named p-
vector, introduced in [7]. These p-vectors are built from a representation of
speech signal and are intended to highlight character information of a given
voice recording.

Each recording r ∈ train is associated with the acted character. We train
a Multi-Layer Perceptron (MLP) as classification system in order to recognize
the character in a closed space according to the given recording, whatever the
language in which it is acted. We give as input to the character extraction system
an i-vector representation [4] of 400 dimensions obtained from the recording’s
signal (i.e., indicated as ‘sequence extractor’ in Figure 1; details of the extraction
are explained in article [8]). The system calculates us back, for each class, the
probability that the recording belongs to the class (i.e., the character label).
Once the network is trained, [7] propose to use the last layer as embedding,
before softmax, as the p-vectors.

The neural network is composed of four Dense layers, all with 256 neurons,
accompanied by a tangent hyberbolic activation function and a dropout of 0.25,
except the fourth which is used as embedding, and has only 64 neurons and a
dropout of 0.5. A last layer of softmax at the end of the neural network is added.
The algorithm we use to train the network is adadelta with the cost function
categorical crossentropy. To avoid overfitting, we apply an early stopping with a
minimum delta to 0.1 and a patience of 10 epochs to training algorithm.
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2.3 Voice similarity model

As said before, in order to evaluate our character representation, we build a
character-based voice similarity on top of it. The task consists in deciding if a
pair of recordings, one in English and the other in French, belongs to the same
character or not. We compute, for each pair of voices X, the score Hf (X) and
compare it to a threshold set at the a posteriori EER (Equal Error Rate). The
voice similarity module is based on the Siamese Neural Network presented in [8].

Performance evaluation and confidence intervals The voice similarity
system (i.e., indicated as ‘decision’ in Figure 1) is used in this work to verify the
effectiveness of the character-oriented voice representation module (i.e., indicated
as ‘character representation’ in Figure 1). The performance is computed as the
binary accuracy of the voice similarity system, which is the ratio between the
number of correctly classified pairs over the total number of classified ones.

We also use a test of proportion to assess the statistical significance of accu-
racy differences. This method takes two proportions p1 and p2 and evaluates the
hypothesis H1 saying that the proportions are equivalents. A confidence interval
is computed using p2 and the hypothesis is confirmed if p̂ is in this interval. Oth-
erwise, the hypothesis is rejected. We compare accuracy a1 and a2 of two given
systems by applying this test with a significance level of 5% and with p1 = a1
and p2 = a2.

2.4 Corpus description

The main corpus is composed of voice recordings coming from the Mass-Effect 3
role-playing game. Originally released in English, the game has been translated
and revoiced in several other languages. In our experiments, we use the En-
glish and French versions of the audio sequences, representing about 7.5 hours
of speech in each language. Segments (or recordings) are 3.5 seconds long on
average. A character is then defined by a unique French-English couple of two
distinct speakers. To avoid any bias in terms of speaker identity, we consider only
a small subset, where we are certain that none of the actors play more than one
character. A single audio segment corresponds to a unique speaking slot from
an actor in a particular language. We have then applied a filter that keeps only
recordings for which the duration is greater than 1 second. Finally, we only keep
16 characters for which we have the largest number of recordings.

Contrary to the article [8] that proposes to apply a 4-fold protocol, we decided
in this paper to keep the 16 characters, and their 32 corresponding speakers, for
both training and testing phases. We split the corpora in three subsets: training
(train), validation (val), and test (test) using a 80/10/10 rule. All these subsets
are composed of different recordings but arising from the same 16 characters and
32 speakers. To build respectively the train, val and test subsets, we randomly
select for each character 144, 18, and 18 recordings, while balancing the number
of French and English recordings. We have then respectively a total of 2, 304,
288 and 288 recordings.
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For each subset, we build pairs of recordings where the first element is a
voice segment belonging to an actor in the source language (English), and the
second is a recording pronounced by another actor, the dubber, in the target
language (French). We associate the class target to pairs of voices coming from
the same character, and non-target otherwise. Pairs are made with randomly
selected segments while balancing targets and non-targets. This pairing process
is denoted original data. We have, for pairs respectively built from train, val and
test, 165, 888 , 2, 592 and 2, 592 pairs.

2.5 Performance of the p-vector representation

Table 1 shows the performance of the character-oriented voice similarity system
(prot 2) built upon the p-vectors. Performance of a voice comparison system
(prot 1) based only on the i-vectors (in this representation, no specific informa-
tion about the characters played is used) and of a random system are provided
for comparison purposes. A large difference of 7 points in accuracy (87% for
p-vectors versus 80% for i-vectors) is noticed. Looking at the confidence inter-
vals, this difference is strongly significant. It confirms the results observed in [7]
(using a different protocol) where it was found that the p-vector representation
seems to embed specific information about the played characters.

Table 1. Performance of i-vectors (i-v) and p-vectors (p-v) on original data. Random is
the theoretical performance of random system. 95% confidence interval limits indicated
in brackets.

sequence
extraction

character
layer (p-v) performance

random × × 0.50
[0.48, 0.52]

prot 1 i-v × 0.80
[0.78, 0.82]

prot 2 i-v original
0.87

[0.86, 0.88]

3 Estimation of the amount of character information in
the p-vector representation

Previous section empirically proves that the p-vector representation improves
the performance on a character-based similarity task. Nonetheless, this does
not ensure completely that the model captures character information, as the
p-vector representation is initially based on a speaker representation that may
still embody speaker-related information. In order to verify that the improve-
ment observed while using p-vector does not come from the ability to associate
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voices, we propose as a main contribution in this article to train our acted voice
similarity systems with misled data where the character information is supposed
being neutralized.

3.1 Random association protocol

The random association protocol we propose consists in training a neural network
on intentionally misled data. As shown by Figure 2, for each English actor Ai, we
associate a new French actor Dj different from the initial dubber one Di, while
keeping the constraint that a French actor is only paired with an English one.
To avoid gender bias, we still choose a pair of actors sharing the same gender
(male or female). As a character is represented by a unique pair of speakers,
it corresponds to a random labeling of the files in terms of characters. So, the
speakers are still associated by pair (one English and one French) but they no
longer belong to the same character inside a given pair.

The performance using this new association compared with the system with-
out p-vectors should show the “speaker” power of the p-vector. A performance
difference versus the character-based file pairing should indicate the part of char-
acter information embed into the p-vectors.

Character i

Ai - original actor

Di - dubber actor

A5 D5

A4 D4

A3 D3

A2 D2

A1 D1

Original Associations

A5 D5

A4 D4

A3 D3

A2 D2

A1 D1

Modified Associations

Fig. 2. Random association protocol where each actor Ai is originally associated to
the dubber Di.

3.2 Random associations subsets

As explained in Section 3.1, the random association protocol consists in in-
tentionally switching the dubber associated with each original actor and then
generating new subsets of voice pairs with the modified actor associations using
the same steps as presented in Section 2.4. This random association dataset is
noted modified.

Using this new modified protocol, two modules may be impacted, since they
can be trained from the original or modified character labels: the p-vector rep-
resentation (character representation) and the Siamese voice similarity system
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(decision). We then train a p-vector extractor, denoted as modified, with the new
randomly switched character labels for dubbing voices. In the same way, we also
train a version of our voice-similarity Siamese system using the modified labels.
Of course, when the voice similarity system is trained using the modified labels,
the same modified speaker pairing is used to assess the performance (in the test
dataset).

3.3 Experiments and results

Modifying protocol in order to highlight the Speaker-independent
character information (SICI) Our first experiment consists in assessing the
presence, or not, of SICI on voice representation. The modified protocol is a
means of removing character information. Therefore, the absolute difference be-
tween the score of systems trained on original or modified data is a clue to assess
the presence of SICI. With this in mind, we train an i-vector sequence extractor
and then build a p-vector embedding on top of it by using original or modi-
fied data. The character representation is then evaluated with a Siamese neural
network trained on character voice similarity as explained before. Table 2 sum-
marizes the system performance. To validate that the accuracies of two systems
are significantly different, the confidence intervals are written below the perfor-
mance scores. In this table, prot 3 and 4 respectively correspond to the modified
version of prot 1 and 2. We also propose a mixed version named prot 5 where
p-vectors (character module) are trained using original data and are then eval-
uated on the modified dataset (decision module) in order to assess the presence
of speaker information on the embedding.

Table 2. Performance (accuracy) of i-vector (i-v) and p-vector (p-v) representations
on modified data. 95% confidence interval limits are given in brackets. The rows for
”prot 1” and ”prot 2” are repeated from Table 1 for the reader’s convenience.

sequence
extractor

tying pairs
performancecharacter

layer (p-v)
decision

layer

prot 1 i-v × original
0.80

[0.78, 0.82]

prot 2 i-v original original
0.87

[0.86, 0.88]

prot 3 i-v × modified
0.80

[0.78, 0.82]

prot 4 i-v modified modified
0.84

[0.83, 0.85]

prot 5 i-v original modified
0.75

[0.73, 0.77]
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Comparison with a neural network sequence extractor As we based our
systems on i-vector speaker embedding, we also want to compare these results
with a neural network sequence extractor. For this purpose, we build an x-vector
extractor with the Kaldi [18] toolkit using the Voxceleb corpus [2]. We use it as
a sequence extractor in place of i-vectors. Then, we train p-vectors and evaluate
them with a Siamese neural network by following exactly the same original and
modified protocols used for i-vectors. Table 3 presents the results: protocols
from prot 6 to prot 10 respectively correspond to protocols from prot 1 to prot 5
where the only difference is the replacement of i-vectors by x-vectors approach
as sequence extractor.

Table 3. Performance (accuracy) of x-vector (x-v) and p-vector (p-v) representations
on modified data. 95% confidence interval limits are given in brackets.

sequence
extractor

tying pairs
performancecharacter

layer (p-v)
decision

layer

prot 6 x-v × original
0.85

[0.83, 0.87]

prot 7 x-v original original
0.90

[0.89, 0.91]

prot 8 x-v × modified
0.76

[0.74, 0.78]

prot 9 x-v modified modified
0.90

[0.89, 0.91]

prot 10 x-v original modified
0.77

[0.75, 0.79]

4 Discussion

The first part of our analysis will focus on the systems based on i-vectors, listed in
Table 2. Since prot 3 yields the same result as prot 1 (0.80), we can conclude that
neutralizing the character information has no effect on the accuracy of the sys-
tems. It confirms that the information encoded by i-vectors is mainly presented
from a speaker angle, skewing the Siamese network. These latter consequently
has difficulties finding speaker-independent character information (SICI).

We then analyze the contribution of the p-vectors on the information encod-
ing. As we know, building p-vectors on top of i-vectors highlights the character
information. This was demonstrated by the fact that p-vector system trained on
original data both for the character and decision layers did outperform the one
trained on i-vectors, respectively prot 2 (0.87) and prot 1 (0.80). We can also
notice in the Table 2 that p-vectors bring SICI.

Table 2 also shows the accuracy obtained on prot 5 (0.75). Even if p-vectors
learn to associate speakers with the original associations, the Siamese neural
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networks trained with modified data manage to find information that allows it
to associate speakers. As a consequence, we assume that speaker information is
present in p-vectors and that it is legitimate to wonder if this information does
not skew the decision module.

Since neural network approaches are state of the art in literature about
speaker representation, we have compared the use of i-vectors with a neural-
based sequence extractor, the x-vectors. In Table 3, we can observe that all the
scores are better than those obtained using i-vectors. While p-vectors built on
top of the x-vectors, and the x-vectors themselves, seem to encode more speaker
and character information, we can observe an inversion of behaviour when com-
paring with i-vector performance. Indeed, the absolute difference between prot 6
(0.85) and prot 8 (0.76) is about 9%, where similar systems for i-vectors did not
display any differences. In addition, we observe no difference between prot 7 and
prot 9 (0.90) while i-vectors performances show a significant absolute difference
of about 3%.

As we observe that no systems trained on modified data perform better than
those trained on original data, we assume that we are achieving the objective of
neutralizing character information as expected. This consequently allows us to
highlight the SICI to prevent speaker skewing.

These experiments also show that while systems based on x-vectors outper-
form those based on i-vectors (as shown in [7] and Tables 2 and 3), it does
not necessarily mean that this encodes a better quality representation. Indeed,
the peculiarities of our corpus facilitate the use of speaker information since
each actor from each language only plays one character. The system can learn
to associate together speaker identities and to disregard character information
not related to the speaker dimension. This consequently makes character and
speaker dimension really intertwined and difficult to disentangle. Thanks to our
approach, new works will be able to assess more precisely their character-based
model trained by speaker association and ensure that their system are not too
much speaker-oriented.

5 Conclusion and future work

In this article, we proposed to highlight the speaker-independent part related
to the character played in acted voices. We built up on p-vectors, a represen-
tation learning approach dedicated to character’s information in acted voices.
We used for evaluation purposes a Siamese network binary recognizer capable
of deciding whether two voices are linked to the same character or not. We first
went through previous paper experiments showing that p-vectors help to achieve
this task. Next, we moved on to the first objective of this work, which was to
assess whether p-vectors really capture information about the characters and
do not just memorize the voices of the speakers. For this, we have designed a
specific configuration capable of neutralizing information on the character in the
p-vector while retaining intact its capacities for memorizing the speaker-related
information.
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Our experiment has shown that this configuration neutralizes the character
and provides a good framework to analyze speaker bias from character-based
systems. Thanks to this method, we have also shown that p-vectors can highlight
part of character information related or not to speaker identity. However, we
have also highlighted that performance is not a good indicator of representation
quality. Indeed, the system achieving the best performances did not encode SICI,
leading us to conclude that the system only learns to associate speaker identities.

In future works, we first want to extend our work to other audiovisual pro-
ductions, such as movies, maybe less stereotypical than video-games. Second, the
p-vector character-based representation may suffer from the representation of the
speech sequence used in this work, the i-vectors. To overcome this limitation,
we will work on end-to-end representations directly trained with the objective
of focussing on character dimension.
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