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Abstract

We study the effect of the so-called ion potential or non-kinetic energies of bombarding ions during ionized physical vapor deposi-
tion of Cu using molecular dynamics simulations. In particular we focus on low energy high power impulse magnetron sputtering
(HiPIMS) deposition, in which the potential energy of ions can be comparable to their kinetic energy. The ion potential, as a short-
ranged repulsive force between the ions of the film-forming material and the surface atoms (substrate and later deposited film), is
defined by the Ziegler-Biersack-Littmark potential. Analyzing the final structure indicates that, including the ion potential leads to
a slightly lower interface mixing and fewer point defects (such as vacancies and interstitials), but resputtering and twinning have
increased slightly. However, by including the ion potential the collision pattern changes. We also observed temporary formation of
a ripple/pore with 5 nm height when the ion potential is included. The latter effect can explain the pores that have been observed
experimentally in HiPIMS deposited Cu thin films by atomic force microscopy.

1. Introduction

Over the past few decades, high power impulse magnetron
sputtering (HiPIMS) has attracted significant attention among
the variety of ionized physical vapor deposition (PVD) tech-
niques [1, 2]. In dc magnetron sputtering (dcMS) low plasma
density (1015 – 1017 m−3 [3]) and low ionization fraction in the
deposition flux (<10% [4]) is dictated by the thermal load at
high powers, which might be destructive to the cathode target.
As a result, the majority of the film forming species arriving at
the substrate surface in dcMS are electrically neutral and the
majority of the ions arriving at the substrate are ions of the
working gas. In HiPIMS the overheating issue of the cathode
target is resolved by applying unipolar high power pulses with a
low duty cycle and at low repetition frequency, while maintain-
ing similar time averaged power as for dcMS [1, 2]. Therefore
a peak electron density that is 2 – 3 orders of magnitude higher
than in dcMS, is achieved in the vicinity of the cathode tar-
get [5, 6, 7]. Due to the high electron density the ionization
mean free path of the sputtered species becomes shorter and the
ionization probability increases and a significant fraction of the
ions reaching the substrate are ions of the film-forming species.
As a result HiPIMS deposition presents smoother [8, 9, 10],
denser [11, 10], and less defective [12, 10] coatings, compared
to dcMS deposition. Further, by applying a substrate bias, the
bombarding energy of the ions of the film forming material can
be tuned in order to achieve desired film properties such as the
film texture and grain size [13, 14].

Molecular dynamics (MD) simulations have been shown to
be a promising tool in terms of revealing atomistic mechanisms

that contribute to various PVD techniques including dcMS and
HiPIMS [10, 14]. It is worth mentioning that MD simulations
of sputter deposition are divided into two categories: (i) mod-
eling the vicinity of the substrate, the so called deposition side,
and (ii) modeling the energetic working gas ions bombarding a
surface or the target side. So far the target side simulations are
focused on the sputter yield and energy distribution of ejected
atoms from the target [15, 16]. Recently, Brault [17] included
the working gas between target and deposition sides within a
multi-scale MD simulation. He suggested that the effect of the
gas phase in sputter deposition is limited to the narrowing of
the energy distribution as atoms travel towards the substrate.
It has also been shown that one can model the kinetic energy
of adatoms at desired pressure without considering a working
gas in the simulation [18]. Thus, it is reasonable to only model
the deposition side using a proper energy distribution within the
deposition flux.

Regarding HiPIMS deposition, MD simulations have indi-
cated that both ionization fraction and substrate bias change the
microstructure and film-substrate intermixing [10, 14]. Hence,
the variation of the film texture by bias voltage that has been
observed experimentally [19, 20, 13] can be attributed to the
change of wetting due to interface mixing. An alternative ex-
planation is based on thermal spikes [21] or the atomic scale

heating [22] models of impinging ions. However, an MD sim-
ulation in the absence of ions is inconsistent with these models,
as pointed out by Gilmore and Sprague [23]. Even energetic
deposition (10 – 40 eV) failed to make connection between MD
results and the above mentioned models [24]. On the other
hand, Müller [25] showed that low energy ion impacts (ions
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of the noble working gas) can generate thermal spikes that lead
to structure modification. Later, Anders [26] explained that the
non-kinetic energy of ions, which will be called ion potential

here after, cannot be ignored, and introduced several energy
terms of an ion:

Ei = E
0
i + ne∆V + Ec + Eiq + Eexc +

n
∑

Q=1

EQ , (1)

where E0
i is the initial kinetic energy of the ion of the sputtered

species, n is the ion valance, ∆V is the potential difference be-
tween the substrate and the plasma, Ec is the cohesive energy,
Eiq is the image charge interaction energy, and Eexc is a contri-
bution that only applies to ions with excited electron(s). Finally,
EQ is a cumulative ionization energy i.e. the summation of the
first, second, ... and up to the n-th ionization energy to be con-
sidered for multiply charged ions. Note that the terms E0

i and
Ec apply both to neutral atoms and ions. The term ne∆V takes
into account the possibility to control an ionized flux using a
substrate bias. Terms Ec, Eexc, EQ define the ion potential in-
dicated by Anders [26, 27], which must be treated carefully in
order to achieve a realistic simulation of an ionized PVD.

In an MD simulation E0
i can be defined in terms of initial ve-

locity. Since the simulated vacuum near the substrate is smaller
than the substrate sheath (< 1 mm), it is not possible to model
acceleration/deceleration of ions due to the substrate bias. In-
stead, it is convenient to consider the initial velocity corre-
sponding to the summation of E0

i and ne∆V [14]. Since we
are modelling the vicinity of the substrate, the above mentioned
initial velocity refers to the velocity prior to impact.

The term Ec is normally associated with the interatomic po-
tential i.e. an individual atom in the vacuum has zero potential
while the potential of an atom in the bulk is equal to Ec. The
image charge term is caused by the attraction between ions and
image charges (electrons) that appears within a few nanome-
ter depth from the surface [27]. According to the over-barrier

model [28], for a low valence ion that approaches a metallic
surface, neutralization occurs at a critical distance from the sur-
face. This allows ignoring the Eiq during deposition on a metal-
lic surface [14]. Both Eexc and EQ can be taken into account
using the electron force field (EFF) [29] which is available for
s and p electrons [30]. However, utilizing EFF is computa-
tionally intensive and increases the system size for taking into
account electrons.

An interesting possibility is modeling the ion potential as an
extra short-ranged repulsive interatomic potential [31, 10, 14].
The term extra means that we already included an interatomic
potential due to Ec that might accurately describe forces around
the equilibrium interatomic distances but not short-ranged ones
[31]. This method was first utilized by Müller [25] to model
working gas ions. He showed that bombarding a growing film
by ions of the working gas increases film density and smooth-
ness [32, 33]. Also, a higher ratio of working gas ions to neu-
tral atoms was found to reduce the number of voids [25]. Later,
Fang et al. [34] applied this model to the film forming ions and
obtained a negligible effect from the working gas ions. Re-
cently, Byggmästar et al. [31] applied the model for a realistic

simulation of cascade damage. They showed that the Ziegler-
Biersack-Littmark (ZBL) potential [35, Chap. 2] can compen-
sate the underestimation of the repulsive range by the embed-
ded atom method (EAM) [36, 37]. As a result, the threshold
displacement energy and many-body repulsion at short inter-
atomic distances can be precisely modeled.

More recently, we utilized a combination of the ZBL po-
tential and the EAM for a simulation of deposition with par-
tially and fully ionized flux of sputtered species [10]. It has
been shown experimentally that surface roughness decreases as
higher ionization fraction is utilized [8, 9]. This occurs through
the so-called bi-collision event, that causes a localized amor-
phization followed by recrystallization. The latter was not ob-
served in the previous MD simulation studies without consid-
ering ions [38, 18]. We could also observe in the simulation
results the formation of twinning during epitaxial growth of Cu
using HiPIMS [10], that had been reported in previous experi-
ments [39, 40]. Then, we showed that tuning the kinetic energy
of ions through a substrate bias allows minimizing the creation
of defects [14]. A similar trend of polycrystalline to epitax-
ial transition using a substrate bias has also been observed ex-
perimentally [19]. Moreover, it has been shown that energetic
deposition (e.g. in highly biased HiPIMS or cathodic arc de-
position) causes re-sputtering of deposited film and substrate, a
process known as potential sputtering [41]. This effect explains
the reduction of Cu deposition rate with increased substrate bias
observed experimentally [19].

The above mentioned examples clearly indicate the useful-
ness and reliability of describing the ion potentials using the
ZBL term. The aim of the present manuscript is to study the
effect of the ionic potential itself during the bombardment of
a solid. We compare two cases, with and without considering
the ZBL potential between ion and surface (substrate and later
deposited film), and discuss changes in the film properties. We
consider copper as the material of choice and assume a fully
ionized flux of sputtered species to represent the HiPIMS pro-
cess. This assumption is based on experimental findings from
HiPIMS discharges with Cu target. For a Cu target, during HiP-
IMS operation the ionization fraction of the sputtered flux up to
70% has been reported [42]. We can also ignore the working
gas ions because: (i) using HiPIMS, the working gas and metal
ions arrive at the substrate at different times [43] and (ii) in the
case of Cu it has been reported that up to 92% of ions arriving
at the substrate are ions of the target material [44]. We neglect
the contribution of Eexc, as there is a low probability of finding
excited ions far from the target [27]. For Cu the first ioniza-
tion energy is also relatively low (7.73 eV), and it can also be
neglected compared to the ion kinetic energies [26].

2. Method

MD simulations [45] were performed using the LAMMPS
[46, 47] package1. The EAM force field was employed to

1LAMMPS website, http://lammps.sandia.gov/ , distribution 14-
April-2018
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model the interactions of film/substrate atoms. In the EAM,
the total potential energy of atom i (Ei) is described by [36, 37]

Ei = Fi(ρi) +
1
2

∑

i, j

φi j(ri j) , (2)

where Fi is the embedding energy of atom i into electron den-
sity ρi and φi j is a pair potential interaction of atom i and
j at distance ri j. Note that the electron density ρi itself de-
pends on electron density of neighboring atoms ρi j so that
ρi =
∑

j ρi j(ri j).
The EAM potential relies on the same principles as the den-

sity functional theory and has been successfully applied to de-
termine equilibrium and near-equilibrium behaviour of various
metals and alloys. However, energetic deposition might push
the system far away from its equilibrium. To describe the short-
ranged forces acting when an energetic atom travels inside the
lattice we utilized the ZBL potential that has already been im-
plemented in many force fields such as EAM [16, 31], Tersoff
[48] and deep-learning [49] potentials. The ZBL potential is a
modification of screened Coulomb potential [35, Chap. 2]

V(ri j) =
ZiZ je

2

4πε0ri j

Φ

(ri j

a

)

, (3)

where the Zi and Z j are the atomic numbers of species i and j

that belong to the Coulomb term and e and ε0 stand for elemen-
tary charge and vacuum permitivity, respectively. Note that the
Coulomb term includes the atomic numbers in order to take into
account very short interatomic distances (<2 Å) where electron-
electron repulsion is dominating. Various ion potentials, such as
Neilson, Brinkman and Firsove [50, Chap. 2], consider a similar
Coulomb term while their screening function (Φ) might change.
The term Φ was introduced by Bohr [51] and later modified by
several authors. Finally, we apply the universal screening func-
tion Φ of Ziegler et al. [35] as discussed in our earlier work
[10, 14]. The interested reader is referred to Townsend et al.
[50, Chap. 2] for comparison of various ion potential descrip-
tions for the case of Cu.

We considered two scenarios of ion-surface (substrate, and
later deposited film) interaction: (i) EAM/ZBL and (ii) only
EAM i.e. with and without ion potential, respectively. The re-
pulsive nature of the ZBL potential may also result in exagger-
ated etching at high deposition rate. This issue can be solved by
a checking mechanism, i.e. if an ion stays on the surface or im-
plants into sublayers and remains there for 1 ps, it is considered
to be an atom belonging to the film and its ZBL potential with
respect to film atoms will be turned off. This 1 ps is consistent
with the time scale for the electrons and the lattice to reach an
equilibrium state after the localized heating due to high energy
ion impacts [26].

It is also worth mentioning that the ion-ion interaction in
the flux was modeled via a hybrid approach based on EAM
and ZBL potentials. This might seem unnecessary since the
flux travel towards the substrate is conventionally assumed to
be collision-less. The latter is only true within a fixed energy
flux, otherwise the energy distribution allows gas phase col-
lisions [10, 14]. Recently, Brault [17] demonstrated the gas

phase clustering using a multi-scale MD simulation, i.e. when
the deposition flux travels a distance similar to that in a typical
experiment, with gas phase collisions treated properly.

The substrate was assumed to be a single crystal Cu, consist-
ing of 16 (111) planes with 77×90 Å2 dimensions. This makes
the 〈111〉 orientation to be the growth direction. The substrate
was divided into 3-layers as proposed by Srivastava et al. [52].
A fixed monolayer is set at the bottom to prevent the other lay-
ers from moving after collisions, then three monolayers are set
as a thermostat layer to control the heat dissipation and prevent
melting, and the rest of the substrate is the surface layer. The
initial velocities of substrate atoms were defined randomly from
a Gaussian distribution, to mimic a temperature of 300 K, and
the substrate energy was minimized prior to relaxation.

For both cases studied, the deposition flux consisting of
22000 ions was introduced at a distance of 150 nm above the
substrate surface. The initial velocities of the ions towards the
substrate were assigned randomly, with a flat distribution corre-
sponding to the 0.1 – 40 eV energy range. The flat energy distri-
bution may seem a rather crude approximation. The energy dis-
tribution within deposition flux has been measured experimen-
tally for both dcMS and HiPIMS. The original measurement of
the ion energy distribution for Ti+ ions in HiPIMS operation in-
dicates a flat distribution up to 40 eV which then levels off [53],
while for Cu+ it levels off around 20 eV [44]. The process of in-
troducing species was a single ion every 0.1 ps, which produces
an equal deposition rate in both cases. One may think this will
generate deposition rate several orders of magnitude larger than
in a typical experiment. We would like to remark that, con-
sidering the pulse duration, the instantaneous deposition rate of
HiPIMS is 1 – 2 orders of magnitude higher than for dcMS [54].
Besides, experimental measurements indicate a variable inten-
sity of the ion flux during the pulse, reaching its peak within a
fraction of the pulse [55]. Therefore, for HiPIMS the instanta-
neous deposition rate is typically several orders of magnitude
higher than that of e.g. dcMS. However, the time scale that is
achieved in MD simulation is generally on the order of tens of
ns. Thus, MD simulations cannot capture the entire HiPIMS
pulse which is normally 50 – 400 µs long [2].

The time integration of the equation of motion was per-
formed using the Verlet algorithm [56, 57] with a timestep of
5 fs and sampling from the microcanonical (NVE) ensemble.
The Langevin thermostat [58] was only applied to the thermo-
stat layer with a damping of 5 ps for a total time of 2.5 ns. The
damping defines the timescale for resetting the temperature and
that generates a heat flow towards thermostat layer.

In order to study the film-substrate interface quantitatively,
we used the partial radial distribution function, gi j(r) introduced
by Ashcroft and Langreth [59], that was originally proposed
for homogeneous binary mixtures. Here we have adapted it to
the case of interface mixing, with the assumptions explained
elsewhere [14].

We considered the common neighbor analysis (CNA)
method [60, 61, 62] to characterize the local structure. CNA
allows us to distinguish between face centered cubic (fcc) and
hexagonal close-packed (hcp) structures which is of practical
importance in defect analysis [63, 64]. This is achieved by de-
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termining the angles between the nearest neighbors, and thus
the fcc and hcp lattices, having central and mirror symmetry
in (111) planes, respectively, can be distinguished by a slight
angle difference. The Ovito package2 was used to generate
atomistic illustrations and its Python interface was used for
post-processing of CNA and gi j(r) [65]. It is worth mention-
ing that Ovito allows utilizing an adaptive CNA, demonstrated
by Stukowski [66, 67] with variable cutoff calculation. This
means that it is not sensitive to the choice of cutoff for finding
the nearest neighbors. However, even the adaptive CNA char-
acterizes atoms located at the surface as disordered, due to the
lack of symmetry.

Furthermore, we studied vacancy and interstitial defects us-
ing the Wigner-Seitz (WS) method [68], based on the compar-
ison of a current structure with an initial or a perfect lattice
as reference. The method generates a primitive cell volume
for each atom in the reference lattice and counts current atoms
inside each volume. Thus, empty and over-occupied volumes
translate to vacancy and interstitial defects.

3. Results

3.1. Intermixing

Figure 1 shows the cross-section of the film/substrate lay-
ers, obtained with and without considering the ion potential in
the simulation. In both cases, severe intermixing is obtained
which is a characteristic of low biased HiPIMS deposition pro-
cess [14]. However, a relatively thicker transition region is ob-
tained when the ion potential is included in the simulation. Ta-
ble 1 summarizes the results quantitatively. In both cases almost
a 40 Å thick film is deposited. The exact values are presented
by Zmax

film in Table 1. There is a deviation between the number of
deposited species (22000) and the number of film atoms, Nfilm.
There are also losses in the substrate atoms indicated by ∆Nsub.
These quantities indicate a slightly increased resputtering when
considering the ion potential. This difference is referred to as
potential sputtering effect [41]. The value of Zmin

film refers to depth
of the lowermost film atom which is about 26 Å below the ini-
tial substrate surface for both cases. We also located the top-
most substrate atom in the film at the position denoted by Zmax

sub ,
which is at about 4 nm distance from original substrate surface.
Assuming Zmax

sub −Zmin
film represents the interface thickness, a value

of ∼60 Å is obtained with a negligible difference i.e. it is 4 Å
larger with ion potential included in the simulation.

3.2. Microstructure

The CNA analysis of films deposited with and without con-
sidering the ion potential is shown in figure 2. Various defects
can be observed and characterized in both cases. The presence
of a hcp layer in a fcc material is generally referred to as a
stacking fault, or a twinning when it is large enough. Vacan-
cies can be detected using CNA as empty sites enclosed by 12
disordered atoms. A tetrahedral or octahedral configuration of

2Ovito website, http://ovito.org/, Version 3.0.0-dev794

Figure 1: Cross-section of the film/substrate layers (a) with and (b) without
considering ion potential. The film atoms are illustrated by larger red atoms,
and substrate atoms are depicted smaller yellow atoms, for clarity. Note that
the substrate atoms are shifted in front of film atoms for a better illustration
of the transition region. The scale on the right shows height from the initial
substrate surface.

Table 1: Nfilm denotes number of film atoms and ∆Nsub refers to sputtered sub-
strate atoms, and Z indicate maximum/minimum position of the film/substrate
atoms with respect to the initial substrate surface.

Method with without
Nfilm (atom) 21646 21733

Zmin
film (Å) -25.8 -25.9

Zmax
film (Å) 42.8 44.0

∆Nsub (atom) 202 147
Zmax

sub (Å) 40.8 36.6

Figure 2: Demonstration of the microstructure using CNA for deposition (a)
with and (b) without ion potential. The yellow dashed line indicate initial sub-
strate surface. The fcc atoms are shown as semitransparent for illustration of
internal defects.

Table 2: The results from the WS analysis of the final structure with NV and NI

being the number of vacancies and interstitial atoms, respectively.

Method with without
NV

sub (atom) 911 959
NI

sub (atom) 427 448
NV

film (atom) 1066 1268
NI

film (atom) 1225 1288

4
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disordered atoms also represent an interstitial. Further details
on the point defects analysis by WS are summarized in Table 2.
The dashed line in figure 2 indicates the original substrate sur-
face that is used to distinguish between the film and substrate
defects.

It can be seen that, in both cases, low energy HiPIMS depo-
sition induces a considerable number of various defects into the
substrate. Introducing defects into the substrate is the character-
istic of ionized PVD and does not occur during e.g. evaporation
when almost all the film-forming species are neutral [10, 69].
However, as previously demonstrated [14], high ionization frac-
tion of HiPIMS allows us to tune the kinetic energy of the flux
using the substrate bias and efficiently minimizing the defects.
WS analysis also indicates a considerable number of point de-
fects, both in the film and in the substrate. Note that, however,
the density of vacancies is more uniform in the film and sub-
strate, while interstitials are mostly located in the films. This
means that both films here present a more compressive stress
than their substrates.

Regarding the effect of ion potential on the microstructure, it
can be seen that without the ion potential more point defects are
introduced both in the film and in the substrates. However, the
ratio of hcp atoms is higher when the ion potential is taken into
account.

3.3. Temporal behaviour

Figure 3 illustrates gi j(r) as a function of the elapsed time
during the simulated deposition with and without the ion po-
tential. The color map indicates the intensity of the normal-
ized gi j(r) i.e. the density of film-substrate bonds. The major
peak indicates the distance between the first nearest neighbors
(1NN). That is 2.49 Å at the early stage of deposition, and be-
comes 2.55 Å with the formation of the film. Such an increase
in the 1NN generally indicates an increase in the coordination
number, or, here, per atom film-substrate bonds. The distur-
bances in the gi j(r), which are more evident in the major peaks,
mean the redistribution of atoms due to collisions. Each col-
lision shifts the 1NN peak to lower distances, that indicates a
compression of the system. Then, the 1NN peaks relax to their
original position. The arrows point to four major collisions that
cause a clear shift in the 1NN peak. For a flat interface it is ex-
pected that gi j(r) tends to zero as the film thickness increases.
This is because in a flat interface the number of film-substrate
bonds remains constant while the total number of bonds grows.
In both cases here, the intensity of the major peak in general in-
creases. This is an indication of a continuous interface mixing
and the development of more film-substrate bonds.

Next, figure 4 shows the time evolution of the microstructure
during deposition. The arrows here correspond to collisions
indicated in figure 3. Looking into the fcc percentage, it can
be seen that after the indicated collisions the system requires
some time for recovery. The only exception is collision 1 in
figure 4(a), that occurs at the early stage of deposition. The
collisions indicated by arrows produce a severe amorphization
followed by a step change in the hcp percentage. We observed
that the rest of the collisions can only produce point defects.
To our knowledge Klokholm [70] was the first to suggest the

Figure 3: Variation of gi j(r) during the deposition (a) with and (b) without ion
potential. The colormap indicates normalized density of film-substrate atom
pairs. Arrows indicate considerable shift in 1NN peaks due to major collisions.
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Figure 5: Temporary surface roughness due to the ion potential obtained (a)
before and (b) after collision 3 (figure 4(a)), and (c) before collision 4.

existence of a disordered liquid-like material buried beneath the
advancing film surface during evaporation. He believed that,
during the evaporation, the energy of adatoms (0.1 – 4 eV) is
not high enough to cause the recovery of sub-surface layers.
Instead, we used ions and much higher energies (0.1 – 40 eV),
that allow for amorphous to crystalline phase change. However,
even this range of energies is not sufficient for the formation of
equilibrium fcc structure to proceed without defects. The latter
can be achieved only at higher energies, like 60 – 100 eV [14].

We would like to recall that we used similar initial velocities
in both cases studied. We found that when the ion potential is
considered the collision pattern changes. Note that without the
ion potential (see figure 4(b)) the collisions indicated by arrows
are more regularly spaced compared to the case with the ion
potential included in the simulation. This is mainly because the
presence or the absence of the ionic potential leads to a variation
of the kinetic energy in vicinity of the surface.

Figure 5 shows a temporary surface roughness that appears
after collision 3 in figure 4 (a). This ripple/pore remains al-
most unchanged until collision 4. The formation of similar rip-
ples, with significant surface roughness, has been observed af-
ter ion irradiation of Si surface under an angle using kinetic
Monte Carlo (KMC) simulations within binary collision ap-
proximation [71], hybrid MD/KMC [72], and also experimen-
tally [73, 74]. While these studies were focused on ions incident
under an angle, e.g. 80◦, we considered the initial velocity of
flux perpendicular to the substrate surface. However, the ap-
pearance of a pore indicates an elongation that is a characteris-
tic of oblique incidence. Thus, the deflection of the energetic
ions was achieved due to the repulsion between the ions and the
surface. We did not observe the formation of any pore with-
out considering the ion potential. This is due to the fact that
considering ion potential would lead to a more realistic colli-
sion behaviour, such as possibility of deflection, while the av-
erage behaviour or overall behaviour for longer timescale may
seem similar (cf. figures. 1–4). We would like to remark that
the formation of open pores has been verified by atomic force
microscopy of Cu thin films deposited by HiPIMS [19]. To the
best of our knowledge, in this work we have shown for the first
time that such effects can occur due to the ionic potential. The
formation of open pores at the surface has also been reported
for relatively harder materials, such as CrN and NbN deposited
by HiPIMS [75]. Thus, our findings are of general interest for
variety of thin film deposition processes.

It is worth mentioning that earlier we reported enhanced sur-
face roughness obtained by utilizing a flux of neutrals [10, 14].
Such a surface roughening were caused by so-called steering

effect [76]. The latter causes surface roughness by preferen-
tial landing of arriving neutrals on top of islands due to the
long-ranged attractive forces. However, the ion potential here
was applied through the ZBL potential which is of short-ranged
repulsive nature. Besides, the pore shown in figure 5 of the
present manuscript, appears immediately after collision 3 (fig-
ure 4(a)) and disappears after collision 4 while surface rough-
nesses observed using a flux of neutrals were formed gradually.

3.4. Discussion

A question that may rise here is when is it necessary to in-
clude ion potential? To answer the question we need to high-
light couple of considerations. As mentioned earlier, most of
the interatomic potentials, such as EAM are obtained by fitting
some particular properties at equilibrium condition. Thus, low
energy collisions, e.g. during deposition of neutral adatoms or
partially ionized flux, that does not push the system out of equi-
librium can be described without including ion potential. For
high ionization flux fractions, the probability of collisions that
may go far from equilibrium increases and one may consider
including ion potential. This also depends on the ions kinetic
energy i.e. very high kinetic energies deposit much more energy
into the film which then makes the influence of the ion potential
negligible. On the other hand, in the low kinetic energy regime,
there is lower probability of collisions with non-equilibrium
behaviour. However, there are conditions where ion potential
must be included such as when modelling the target side.

It is also worth mentioning that, conventionally ionized PVD
methods have been modeled with energetic neutrals rather than
ions (cf. Ref. [10] and references there in). Now another ques-
tion arises: can energetic neutrals compensate for the ion poten-
tial? The answer is that the ion potential is effective in a very
short interatomic distance that does not occur in all collisions.
Thus, the effect of the ion potential is very localized. How-
ever, energetic neutrals bombard everywhere on the surface and
modify the structure more homogeneously.

4. Summary

In summary, the effect of the ion potential energy on a film
deposited by highly ionized flux of the film-forming material,
such as during HiPIMS deposition is studied using MD simula-
tions. We considered two cases, with and without considering
the ZBL repulsive potential between ions and surface. We have
shown that there is a slight difference between the two cases,
in terms of surface roughness, interface mixing, point defects,
the microstructure, and the time evolution. In addition, we have
shown that the ion potential changes the collision pattern. In
particular, we have obtained a temporal ripple/pore with 50 Å
height difference, that can explain experimental results.
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[44] J. Vlček, P. Kudláček, K. Burcalová, J. Musil, Ion flux characteristics in
high-power pulsed magnetron sputtering discharges, Europhys. Lett. 77
(2007) 45002.

[45] M. P. Allen, D. J. Tildesley, Computer Simulation of Liquids, Oxford
University Press, Oxford, United Kingdom, 1989.

[46] S. Plimpton, Fast parallel algorithms for short-range molecular dynamics,
J. Comput. Phys. 117 (1995) 1–19.

7

http://dx.doi.org/10.1007/978-0-387-79108-1_8


[47] S. J. Plimpton, A. P. Thompson, Computational aspects of many-body
potentials, MRS Bulletin 37 (2012) 513–521.

[48] E. P. Bellido, J. M. Seminario, Molecular dynamics simulations of ion-
bombarded graphene, The Journal of Physical Chemistry C 116 (2012)
4044–4049.

[49] H. Wang, X. Guo, L. Zhang, H. Wang, J. Xue, Deep learning inter-atomic
potential model for accurate irradiation damage simulations, Applied
Physics Letters 114 (2019) 244101.

[50] P. D. Townsend, J. C. Kelly, N. E. W. Hartley, Ion implantation, sputtering
and their applications, Academic Press, New York, 1976.

[51] A. Bohr, Atomic interaction in penetration phenomena, Det Kongelige
Danske Videnskaberns Selskap 24 (1948) 1–52.

[52] D. Srivastava, B. J. Garrison, D. Brenner, Anisotropic spread of surface
dimer openings in the initial stages of the epitaxial growth of si on si
{100}, Phys. Rev. Lett. 63 (1989) 302.

[53] J. Bohlmark, M. Lattemann, J. T. Gudmundsson, A. P. Ehiasarian, Y. A.
Gonzalvo, N. Brenning, U. Helmersson, The ion energy distributions and
ion flux composition from a high power impulse magnetron sputtering
discharge, Thin Solid Films 515 (2006) 1522–1526.

[54] M. Kateb, H. Hajihoseini, J. T. Gudmundsson, S. Ingvarsson, Comparison
of magnetic and structural properties of permalloy grown by dc and high
power impulse magnetron sputtering, J. Phys. D Appl. Phys. 51 (2018)
285005.

[55] G. Greczynski, I. Petrov, J. E. Greene, L. Hultman, Paradigm shift in
thin-film growth by magnetron sputtering: From gas-ion to metal-ion ir-
radiation of the growing film, J. Vac. Sci. Technol. A 37 (2019) 060801.

[56] L. Verlet, Computer ”experiments” on classical fluids. I. Thermodynam-
ical properties of Lennard-Jones molecules, Physical Review 159 (1967)
98–103.

[57] M. Kateb, K. Dehghani, Comparison of fracture behavior of sharp with
blunt crack tip in nanocrystalline materials by molecular dynamics simu-
lation, Int. J. Mod. Phys.: Conf. Ser. 5 (2012) 410–417.

[58] T. Schneider, E. Stoll, Molecular-dynamics study of a three-dimensional
one-component model for distortive phase transitions, Phys. Rev. B 17
(1978) 1302.

[59] N. Ashcroft, D. C. Langreth, Structure of binary liquid mixtures. I, Phys.
Rev. 156 (1967) 685.

[60] P. J. Steinhardt, D. R. Nelson, M. Ronchetti, Bond-orientational order in
liquids and glasses, Phys. Rev. B 28 (1983) 784.

[61] C. L. Kelchner, S. J. Plimpton, J. C. Hamilton, Dislocation nucleation
and defect structure during surface indentation, Phys. Rev. B 58 (1998)
11085.

[62] H. Tsuzuki, P. S. Branicio, J. P. Rino, Structural characterization of de-
formed crystals by analysis of common atomic neighborhood, Comput.
Phys. Commun. 177 (2007) 518–523.

[63] M. Kateb, M. Azadeh, P. Marashi, S. Ingvarsson, Size and shape-
dependent melting mechanism of Pd nanoparticles, J. Nanoparticle Res.
20 (2018) 251.

[64] M. Azadeh, M. Kateb, P. Marashi, Determining phase transition using po-
tential energy distribution and surface energy of Pd nanoparticles, Com-
put. Mater. Sci. 170 (2019) 109187.

[65] A. Stukowski, Visualization and analysis of atomistic simulation data
with ovito–the open visualization tool, Model. Simul. Mater. Sci. Eng. 18
(2009) 015012.

[66] A. Stukowski, Structure identification methods for atomistic simulations
of crystalline materials, Modelling and Simulation in Materials Science
and Engineering 20 (2012) 045021.

[67] A. Stukowski, Computational analysis methods in atomistic modeling of
crystals, JOM 66 (2014) 399–407.

[68] K. Nordlund, M. Ghaly, R. Averback, M. Caturla, T. D. de La Rubia,
J. Tarus, Defect production in collision cascades in elemental semicon-
ductors and fcc metals, Physical Review B 57 (1998) 7556.

[69] M. Kateb, Stencil growth of metallic nanorod: An atomistic simulation,
IOP SciNotes 1 (2020) 034801.

[70] E. Klokholm, Intrinsic stress in evaporated metal films, J. Vac. Sci. Tech-
nol. 6 (1969) 138–140.

[71] B. Liedke, K.-H. Heinig, W. Möller, Surface morphology and inter-
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