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Number of spikes in single particle ICP-MS time scans:
from the very dilute to the highly concentrated range†

Pierre-Emmanuel Peyneau∗a and Martin Guillona

The particle number concentration (PNC) of dilute nanoparticle dispersions can be determined by
single particle inductively coupled plasma-mass spectrometry (sp-ICP-MS). Virtually equal to zero
for very dilute dispersions, the difference between the number of nanoparticles having entered the
plasma of the instrument and the number of detectable spikes in the time scan increases in a strongly
nonlinear fashion with the PNC. This counting bias, which was unquantified yet, is due to particle
event coincidences in the time scan and precludes at first sight the possibility to get meaningful
information about the PNC of even moderately concentrated dispersions. In this article, we show
that the counting bias is related to a stochastic process that models the spike occurrences in the
time scan. This stochastic theory turns out to be amenable to analytic methods and yields universal
predictions. We confirm their validity through Monte Carlo simulations and experiments with gold
nanoparticle dispersions, for the full spectrum of PNC values we tested.

1 Introduction
There is a need in environmental science for size- and chemically
sensitive analytical techniques able to provide direct informa-
tion on the particle number concentration (PNC)1,2 of nanoparti-
cle dispersions. Single particle inductively coupled plasma-mass
spectrometry3–6 (sp-ICP-MS) meets these requirements and has
been put forward over the last decade to analyze the presence
of natural or engineered nanoparticles in the environment, on a
particle per particle basis7.

The capacity of sp-ICP-MS to measure low PNCs is frequently
underlined8,9. It is one of the strengths of this technique for en-
vironmental nano-studies, where PNCs can be small. However,
it is not always the case7,10; dilution can be an option, but all
dispersions are not stable with respect to dilution11. Being able
to directly analyze concentrated nanoparticle dispersions would
be a very substantial improvement, as it would streamline the ex-
perimental workflow and alleviate concerns about the potential
aggregation or disaggregation processes induced by dilution.

This study intends to overcome the low PNC constraint hin-
dering the analytical potential of sp-ICP-MS6,12. For very dilute
dispersions of nanoparticles, the time-resolved signal – hereafter
called time scan – measured by sp-ICP-MS is made of a sequence
of spikes and the number of spikes is equal to the number of
nanoparticles in very good approximation6,12,13. This is no more
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the case as the PNC increases: peaks related to different nanopar-
ticles may overlap and the number of spikes can be much smaller
than the number of nanoparticles having entered the plasma of
the instrument12. This counting bias, which was as yet unquanti-
fied, is currently detrimental to quantification of even moderately
concentrated dispersions of nanoparticles. Taming the concen-
trated range is thus a major analytical challenge.

In this work, thanks to theoretical considerations supported by
Monte Carlo simulations, we derive the mathematical relation-
ship relating the average number of spikes to the average number
of nanoparticles introduced in the plasma of an ICP-MS instru-
ment. We then show that the strongly nonlinear equation we
obtained theoretically and checked numerically fits very well the
counting bias experimentally measured on gold nanoparticle dis-
persions, for a three orders of magnitude range of PNCs. We end
with a discussion about our findings and their range of potential
applications.

2 Theory and Monte Carlo simulations
When a nanoparticle dispersion is analyzed by sp-ICP-MS,
nanoparticles enter randomly in the plasma with an average
nanoparticle flux rate λ . If each particle contains a sufficient
mass of the monitored isotope, a fraction of the ion cloud gener-
ated in the plasma will be detected, leading to a short-lived peak
– hereafter called particle event – in the time scan. As demon-
strated recently, the time sequence of ion clouds can be mapped
to the points of discontinuity of a homogeneneous Poisson pro-
cess13. Consequently, the duration T between two successive
ion clouds (interarrival time) follows an exponential distribution
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with parameter λ 14, the probability density function (PDF) of this
distribution being

PDF(T ) = λe−λ t for t ≥ 0. (1)

In the very dilute limit where sp-ICP-MS experiments are per-
formed in practice, statistically, almost all the particle events left
by each ion cloud in the time scan are visible to the naked eye in
the time scan. This is no longer the case when the PNC increases:
indeed, the sequence of particle events stemming from each in-
dividual ion cloud is not necessarily discernable in the time scan
when λ−1 has the same order of magnitude as the duration of
particle events, that is typically equal to a few hundreds of mi-
croseconds6,15,16. This guesstimate shows that, in sp-ICP-MS, the
very dilute limit corresponds roughly to the range λ < 100s−1, an
estimate which is consistent with previous studies12. When λ is
larger, the counting bias – i.e. the difference between the number
of particle events, which is equal to the number of nanoparticles
having entered the plasma, and the number of spikes detectable
in a time scan – becomes non-negligible.

However, it turns out that this brief analysis can be considerably
refined. Step-by-step successive improvements will be the focus
of the next subsections, allowing us to quantify analytically the
average counting bias.

2.1 Zero dwell time and constant duration of particle events

For the sake of simplicity, we start by assuming that the dura-
tion of a particle event is constant and equal to τp and that the
time scan signal is continuously sampled (this corresponds to a
zero integration time, also called dwell time in mass spectrome-
try, hereafter denoted τdw). This situation is depicted in the left
part of Fig. 1. Two individual particle events separated by a time
interval greater than τp belong to two separated spikes; other-
wise, they belong to the same (composite) spike. From Eq. 1, the
time interval between the starts of two particle events has a prob-
ability Prob(T ≥ τp) =

∫+∞

τp
λe−λ t dt = e−λτp of being greater than

τp. Each single nanoparticle is thus detectable with a probability
e−λτp . Since the average number of particles entering the plasma
per unit of time is equal to λ , the average number of spikes 〈Ns〉
present in a time scan is given by

〈Ns〉= λe−λτp τobs, (2)

where τobs is the duration of the sp-ICP-MS experiment. In the
λτp→ 0 limit (very dilute limit in the terminology of Ref. 13), one
gets Ns = λτobs and we find ourselves in the theoretical framework
worked out in Ref. 13.

Eq. 2 is reminiscent of mathematically analogous problems in-
volving detector dead times, which are well documented for pho-
ton or ion counting and for the detection of nuclear events since
the 1930s17–20. Such questions have been recently studied in the
sp-ICP-MS context21. There is a mathematical one-to-one corre-
spondence – but not a physical one – between the pile-up problem
we considered and dead time problems. We stress that we did not
consider the dead time τdead of the detector in this work. Indeed,
for electron multipliers, τdead is typically worth a few dozens of

nanoseconds21–23, which is much less than τp. We thus neglected
τdead in our analysis.

2.2 Zero dwell time and random duration of particle events

The duration τ of a particle event is related to the dispersion of
the corresponding ion cloud during its transport within the instru-
ment. A wealth of complex processes affect the fate of ion clouds
in ICP-MS24–27, hence some fluctuations of τ. Thus, in experi-
ments, τ is not constant valued but can be modeled as a random
variable. Fortunately, it turns out that Eq. 2 remains valid pro-
vided that one replaces τp by the average value of τ, denoted 〈τ〉,
whatever the probability distribution of τ is,

〈Ns〉= λe−λ 〈τ〉
τobs. (3)

This result, which is both simple and quite surprising, is one of
the keypoint of the present theoretical analysis. We are not aware
of any elementary derivation of Eq. 3 for an arbitrary random
variable τ. The most straightforward demonstration of this result
relies on a branch of probability theory called renewal theory*

(see for instance Ref. 29).

2.3 General theory: non-zero dwell time and random dura-
tion of particle events

Experimentally, due to electronics limitations, the dwell time can-
not be strictly equal to zero. The continuous output signal gen-
erated by the instrument is thus discretized and is made up of
multiple readings. This discretization entails some modifications
of the theory, illustrated in the right part of Fig. 1. These are of
importance in sp-ICP-MS because the duration of an ion cloud has
the same order of magnitude as the minimum dwell time achiev-
able on current generation instruments (a few hundreds of mi-
croseconds vs. a range of 10 µs to a few milliseconds).

When τdw > 0, compared to Eq. 3, an additional multiplicative
factor appears in the mathematical expression of 〈Ns〉: the prob-
ability that there is no event over a duration (2−{t/τdw})τdw,
where {x} denotes the fractional part of x, assuming that the cur-
rent bin contains the end of the particle event associated with an
ion cloud (the associated reading is thus nonzero). Let u denote
{t/τdw}; according to Eq. 1, the probability we just mentioned
is equal to P = e−λ (2−u)τdw . So the next reading is zero with
probability P and nonzero with probability 1−P. However, u
is itself a random variable following a uniform distribution on
[0,1]: indeed, according to Poisson process theory, assuming that
there is an occurrence of a homogeneous Poisson process dur-
ing a given time interval, the position of this occurrence is uni-
formly distributed on the interval14. Thus, the random variable
T ′ = (2−u)τdw is uniformly distributed on the interval [τdw,2τdw],
as shown in the lower part of the right panel of Fig. 1. Therefore,
since u is uniformly distributed on [0,1], the average of P is equal
to
∫ 1

0 e−λ (2−u)τdw du = e−2λτdw (eλτdw − 1)/(λ τdw). Multiplying this

* For the anecdote, there exists old links between this subfield of mathematics and
analytical chemistry, since analytical questions stimulated some developments in
renewal theory 28.
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Fig. 1 Left panel: zero dwell time case. Each nanoparticle is transformed in an ion cloud by the plasma, and each ion cloud leaves a trace (called a
particle event) of duration τp in the continuous time-resolved signal. Please note that the shape of the particle events is sketchy in this figure. Since
the difference of time T between the starts of two successive particle events is exponentially distributed, the probability that two particle events are
well separated equals e−λτp . In this part of the scheme, there are 7 nanoparticles but only 6 spikes. Right panel: nonzero dwell time case. When the
dwell time is > 0, the time-resolved signal is discretized, giving rise to the time scan, which is made up of discrete readings. In this case, even when
two particle events are separated by a duration > τp, they can belong to the same composite spike if they produce nonzero readings in adjacent time
bins. For an ion cloud to be the last one of a given spike, the time difference between the end of the associated particle event and the end of the
next time bin ought to be large enough. This time difference can be modeled through the random variable T ′, that can be shown to be uniformly
distributed between τdw and 2τdw (see main text). In this part of the scheme, there are 7 nanoparticles but only 3 spikes.

value by the r.h.s. term of Eq. 3, one gets for the average number
of spikes in a time scan

〈Ns〉= e−2λτdw
(
eλτdw −1

)
e−λ 〈τ〉

τobs/τdw. (4)

This equation is the key result of our theoretical analysis. To our
knowledge, it had never been established previously. As for Eq. 3,
this result has a universal character in the sense that the average
number of spikes does not depend on the shape of the probability
distribution function of τ, but only on its average 〈τ〉, which is
a very fortunate property. Monte Carlo simulations ascertaining
the validity of Eq. 4 for various probability distributions of τ are
presented in Supplementary Information. They show excellent
agreement between Eq. 4 and computer simulations.

The evolution of 〈Ns〉 as a function of λ for a τobs = 60s exper-
iment is depicted in Fig. 2 for 〈τ〉 = 300 µs and 〈τ〉 = 1000 µs,
both for a zero and a 100 µs dwell time. This 300-1000 µs
range for 〈τ〉 is consistent with values reported in the litera-
ture16. When λ ≤ 100s−1, 〈Ns〉 starts to increase linearly, but
then, the curve quickly becomes concave, up to a maximum value
reached when the nanoparticle flux entering the plasma equals
λmax = 1

τdw
ln
(
1 + τdw

〈τ〉+τdw

)
. This maximum value is a rapidly

decreasing function of 〈τ〉. Then, 〈Ns〉 decreases and eventually
tends towards 0: indeed, at one point, when λ is large enough, all
the readings of the time scan are nonzero, and there is no more
any detectable spike. Besides, Fig. 2 demonstrates that when λ is
sufficiently large, 〈Ns〉 depends significantly both on 〈τ〉 and τdw.
Finally, Fig. 2 shows the excellent agreement between the average
number of spikes predicted theoretically by Eq. 4 and calculated
numerically by Monte Carlo simulation.

2.4 Stochastic process describing the spike count

Experimentally, the number of spikes detectable in a time scan is
a random integer that fluctuates from one experiment to another.
In the small λ limit (i.e. for very dilute nanoparticle dispersions),
when both λτdw � 1 and λ 〈τ〉 � 1, the time sequence of spikes
detectable in an experimental time scan can be mapped to the
points of discontinuity of a homogeneous Poisson process13. In
this limit, Ns thus follows a Poisson distribution. In addition, the
Fano factor30 F , which is defined as the ratio between the square
of the spike count standard deviation to the mean, is equal to
1. As shown recently, all these predictions are in excellent agree-
ment with experimental data13.

This is no longer true when λ 〈τ〉 is not much less than 1. A
non-negligible spike overlap entails some under-dispersion13. In
this challenging but more general case, which is the focus of this
study, Ns is still a discrete random variable, but according to re-
newal theory29, when λτobs� 1, it follows in very good approxi-
mation a normal distribution whose mean value is given by Eq. 4.
We indeed checked the normality of Ns (see Supplementary Infor-
mation).

We remind that the expression of 〈Ns〉 is universal, in the sense
that it depends on the probability density function of the particle
event duration τ only through its average 〈τ〉. This universal char-
acter does not hold for the standard deviation σ(Ns) of the spike
count. σ(Ns), which is a measure of the fluctuations affecting Ns,
can however be estimated by Monte Carlo simulation. Thanks to
a dedicated program written in Python, we ran 10,000 simula-
tions for different values of λ , assuming a constant duration τp

for all the particle events. These calculations yield a lower bound
for σ(Ns) since it is even greater when the duration of particle
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Fig. 2 Left: theoretical average number of spikes 〈Ns〉 as a function of the nanoparticle flux rate λ entering the plasma of the instrument, for
〈τ〉= 1000 µs (orange curves) and 〈τ〉= 300 µs (blue curves), each time with τdw = 100 µs (plain lines —) and a zero dwell time (dotted lines · · ·). The
gray dashed line (- - -) would be the average number of spikes in the time scan if each nanoparticle was detectable. The inset figure is a zoom on the
range λ < 500s−1. Top right: comparison between the simulated and theoretical average number of spikes in a time scan. Orange circles ◦ correspond
to 〈τ〉 = 1000 µs and blue circles ◦ to 〈τ〉 = 300 µs. The dashed line is here to guide the eye. Bottom right: empirical Fano factor F̂ calculated by
Monte Carlo simulation for different nanoparticle flux rates λ , both with 〈τ〉 = 1000 µs (orange circles ◦) and 〈τ〉 = 300 µs (blue circles ◦). The two
dashed horizontal lines correspond to the lower (0.972) and upper (1.028) bounds of the 95% confidence interval for F̂ when it is calculated from
10,000 independently drawn values (see main text).

events is a random variable with a nonzero variance: in this case,
there is an overdispersion due to the fluctuations of τ itself.

Given the expected Poissonity of the spike count in the very
dilute limit, we plotted in Fig. 2 the empirical Fano factor F̂ –
square of the empirical standard deviation divided by the em-
pirical mean – instead of the empirical standard deviation, ob-
tained from 10,000 randomly generated synthetic time scans, for
τp = 300 µs and τp = 1000 µs, with a 100 µs dwell time.

As expected, Fig. 2 shows that the empirical Fano factor is very
close to 1 when λ is small enough. For the smallest value we
simulated (λ = 10s−1), F̂ even belongs to the 95% confidence in-
terval of this estimator, [0.972,1.028], that can be calculated from
the Gamma approximation to the sampling distribution of F 31.
Once again, it is an illustration of the Poissonian character of the
spike count in the very dilute limit. F̂ starts to decrease when λ

increases, reaches a minimum value, and then increases again up
to a value close to 1, belonging to the 95% confidence interval,
suggesting the existence of an underlying homogeneous Poisson
process in the very concentrated range†.

† This result is surprising at first sight. Indeed, Poissonity is expected to be destroyed
as the particle events start to overlap. However, there is a kind of duality at play:
while the starts of the non-zero readings blocks can be mapped to the points of
discontinuity of a homogeneous Poisson process when λ is small enough, the starts
of the zero reading blocks can in turn be mapped to the points of discontinuity of
a homogeneous Poisson process when λ is sufficiently large. Since the number of
non-zero reading blocks is equal to the number of zero reading blocks in a time scan,
it implies that Ns once again follows a Poisson distribution when λ is large, hence

In any case, given the definition of the Fano factor, the em-
pirical standard deviation is equal to (F̂ 〈Ns〉)1/2. Since F̂ ≤ 1
whatever λ is worth, the coefficient of variation σ(Ns)/〈Ns〉 of the
number of spikes is always smaller than 〈Ns〉−1/2. The probability
distribution of Ns is thus fairly narrow; for instance, σ(Ns)/〈Ns〉 ≤
1/10 as soon as 〈Ns〉 ≥ 100.

3 Experimental validation

3.1 Instrument and settings

The sp-ICP-MS experiments were conducted with a Agilent 8900
ICP-MS-QQQ mass spectrometer, equipped with a Micromist con-
centric nebulizer and a Scott double pass spray chamber. The up-
take flow rate was set to 0.346mLmin−1. The measured isotope
was 197Au. Each measurement was performed during τobs = 60s
with a zero settling time. Finally, the dwell time τdw was set to
100 µs or 300 µs. The operating parameters of the instrument are
given in Supplementary Information.

3.2 Experimental protocol and samples

Experiments were performed with dispersions of 60nm gold
nanoparticles stabilized with a citrate buffer, purchased from
Sigma-Aldrich. The stock dispersion, whose PNC ≈ 1.9 ×
1010 mL−1, was shaked and ultrasonicated during 1min before
being diluted with several dilution factors: 250000, 7500, 3750,

the unit Fano factor found by Monte Carlo simulation.
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2500, 1875, 1500, 1250, 1071, 938, 833, 750, 682, 625, 577,
536, 500 and 250. For both values of the dwell time (100 and
300 µs), each diluted sample was analyzed three times by sp-ICP-
MS.

3.3 Time scan processing

Spikes were extracted from the time scans with a custom-written
Python program. In this work, a spike was defined as a sequence
of nonzero readings in a time scan. The number of such sequences
in a time scan is called the total spike count. By definition, each
spike is immediately preceded and followed by a zero reading:
between these zero readings at both ends of a single spike, all the
readings of a single spike have to be nonnegative.

However, experimental time scans are affected by a small level
of noise. To properly extract the spike count of a given experi-
mental time scan, one has to remove the noisy spikes stemming
from the noise affecting the zero baseline. In our study, we assim-
ilated the level of noise to the highest value among all the spikes
that lasted only during a single reading in the time scans mea-
sured on the most dilute samples (250,000× dilution factor). A
spike was considered as noisy when its summed intensity divided
by its temporal width was smaller than the level of noise found
previously from the 250,000× diluted samples.

Finally, the spike count was defined as the difference between
the total spike count and the number of noisy spikes. We under-
line that this counting method is very simple and generic since we
only processed the readings according to their zero/nonzero sta-
tus: we did not make any assumption on the shape, the intensity
or the duration of a spike.

The method we employed to determine the spike count of a
time scan is crucial for agreement with the theory. It differs from
the standard one, where an iterative algorithm is used to de-
termine a threshold value above which the signal is considered
as stemming from a nanoparticle5. It turns out that this latter
method is not well suited to the data processing of time scans
produced by concentrated dispersions. Indeed, in this case, the
overlap of many particle events generates a kind of effective back-
ground which may be confused with a nonzero dissolved back-
ground when the traditional approach is used. A comparison be-
tween both methods is provided in Supplementary Information to
illustrate this point.

3.4 Comparison with theory

The spikes were counted for all the experimental time scans. We
had three different time scans for every dilution factor and we
calculated the corresponding mean spike count.

The nanoparticle flux rate was estimated from the dilution fac-
tors and the number of spikes measured for the dispersion with
the highest dilution factor (250,000 in our experiments). Given
the PNC of the stock solution and the instrument settings, the
250,000x diluted dispersion was very dilute with respect to sp-
ICP-MS13. We were thus in the linear part of Fig. 2, where
the spike count is equal to the number of nanoparticles hav-
ing entered the plasma during the experiment in very good ap-
proximation. We thus inferred the nanoparticle flux rate λ250,000

when d f = 250,000. From this value, assuming that the trans-
port efficiency5 remained the same regardless d f , we deduced
the nanoparticle flux rate for the other solutions through λd f =

λ250,000×250000/d f .
However, this estimation is not very accurate because of the

counting fluctuations affecting the spike count and the existence
of a small systematic counting bias due to the little probability of
particle event overlap12. In the very dilute regime, the empiri-
cal Fano factor is equal to 1, meaning that the relative counting
fluctuations affecting Ns are equal to 1/〈Ns〉. Since we detected
≈ 1000 spikes in the times scans for the 250,000x diluted disper-
sion, according to the normal approximation to the Poisson dis-
tribution, the relative uncertainty affecting λ250,000 is comprised
between 0.905 and 1.095 with a 99.7% level of confidence. This
level of uncertainty is a genuine problem to compare the experi-
mental results with the theory, because the factor 250000/d f can
be very large – up to 103 for d f = 250 – which is a source of prop-
agating errors.

To circumvent this issue, we considered λ250,000 as a first
guess that needed to be slightly refined. Using the Levenberg-
Marquardt algorithm32, we numerically fitted the mean number
of spike counts detected in the experimental time scans to the
following two-parameter objective function,

fobj : (〈τ〉,δ ) 7→ e−2δλτdw
(
eδλτdw −1

)
e−δλ 〈τ〉

τobs/τdw. (5)

The raison d’être of parameter δ is to compensate for the un-
certainty affecting λ250,000, which is related to the counting fluc-
tuations and the possible small systematic counting bias we dis-
cussed.

The minimization of the residual sum of squares yields δ =

1.091 and 〈τ〉 = 803.4 µs for the time scans measured with τdw =

100 µs, and δ = 1.027 and 〈τ〉 = 807.7 µs for the time scans mea-
sured with τdw = 300 µs. As expected from a statistical viewpoint,
the δ values are within the range [0.905,1.095]. The 〈τ〉 values
inferred from the τdw = 100 µs and τdw = 300 µs sp-ICP-MS experi-
ments are very close to each other (803.4 vs. 807.7 µs), confirming
the accuracy and the robustness of the theoretical model.

The mean spike counts extracted from the experimental time
scans and the corresponding nanoparticle flux rates, corrected
for the δ values found through the optimization procedure, are
reported in Fig. 3, with the numerical adjustments. We used the
mean value 〈τ〉= 805.5 µs for both fits. Both adjustments appear
to be very good, despite the strong nonlinearity of the theoretical
model.

3.5 Experimental data-driven Monte Carlo simulations

We finally ran some Monte Carlo simulations with a constant val-
ued duration for the particle events, equal to 805.5 µs. The three-
fold standard deviations calculated from 10,000 runs are reported
in Fig 3. As explained in the theory section, these values are lower
bounds since the particle event duration is not constant valued in
the experiments.

Experimentally, the average spike duration measurable from a
time scan is necessarily greater than 〈τ〉 because of the discretiza-
tion of the time scan. When 〈τ〉 = 805.5 µs and for τdw = 100 µs,
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Fig. 3 Mean spike counts extracted from the experimental time scans
for τdw = 100 µs (circle symbols) and τdw = 300 µs (square symbols). The
dashed lines are the numerical adjustments to the model (Eq. 4) with the
same value for the average duration of a particle event, 〈τ〉 = 805.5 µs.
The three-sigma error bars associated with each data point were com-
puted by Monte Carlo simulation.

Monte Carlo calculations yield an average spike duration equal to
910 µs for λ = 10s−1. This duration agrees very well with a value
(906 µs) reported previously for 60nm gold nanoparticles16.

The difference between the average spike duration and the av-
erage particle event duration should vanish when τdw tends to-
wards 0. For the record, with τdw = 10 µs, a value currently
achievable with a few current-generation ICP-MS, Monte Carlo
simulations yield an average spike duration of 819 µs, a value
much closer to 〈τ〉= 805.5 µs than when τdw = 100 µs.

4 Discussion
Eq. 4 gives a quantitative estimate for the counting bias, i.e. the
difference between the number of spikes detectable in a time scan
and the number of nanoparticles having entered the plasma. The
existence of this counting bias and its impact on sp-ICP-MS mea-
surements had already been reported12, even in the case of dilute
nanoparticle dispersions, but to our knowledge, it had never been
accurately quantified yet.

Since 〈Np〉 = λτobs is the average number of particles entering
the plasma of the instrument during an sp-ICP-MS experiment,
Eq. 4 yields

〈Ns〉= e−2λτdw
eλτdw −1

λτdw
e−λ 〈τ〉〈Np〉. (6)

This relationship is strongly nonlinear when λ 〈τ〉 or/and λτdw

are not much less than 1. This nonlinearity stems from: i) the
possible overlap related to the finite duration of particle events;
ii) the discrete sampling of the continuous signal delivered by
the instrument each dwell time. These two sources of counting
bias are independent of each other, hence the two multiplicative
terms in Eq. 6, e−λ 〈τ〉 and e−2λτdw (eλτdw − 1)/(λτdw), the former
depending only on 〈τ〉 and the latter only on τdw.

In the sp-ICP-MS context, both origins of counting bias are of

importance since 〈τ〉 and τdw values are similar or differ at most
by one order of magnitude. In any case, this is not enough for
one source of bias to grossly dominate the other and both origins
have to be taken into account simultaneously.

This would not necessarily be the case with a different analyt-
ical technique. Indeed, the theory we devised is not restricted to
sp-ICP-MS. It could be applied to any analytical method where
discrete “objects” (be they cells, molecules, or micro- or nanopar-
ticles) enter randomly within an instrument and leave a short-
lived peak (trace), well above the baseline, in a time sampled
continuous one-dimensional output signal (e.g. a current trace in
resistive pulse sensing). Depending on the product of the sam-
pling rate f by the mean duration 〈τ〉peak of a “object” event, one
source of nonlinearity can be predominant. If f × 〈τ〉peak � 1,
the sampling bias prevails; if f ×〈τ〉peak� 1, the overlapping bias
dominates; finally, if f ×〈τ〉peak ≈ 1, as in sp-ICP-MS, neither the
sampling nor the overlapping bias can be neglected.

Going back to sp-ICP-MS, one may wonder whether the theory
remains valid when the nanoparticles have an arbitrary proba-
bility size distribution. Indeed, the particle event duration cor-
responding to a single particle is known to be correlated to the
size of the nanoparticle16. However, since Eq. 4 is applicable re-
gardless of the probability distribution of the spike duration, we
expect the theory to hold for every possible mixture of nanoparti-
cles of different sizes, with the polydispersity affecting solely the
value of the mean peak duration 〈τ〉. We checked successfully
this theoretical prediction on a mixture of 60 and 150 nm-sized
nanoparticles (see Supplementary Information).

5 Conclusion
In this study, we derived theoretically and checked numerically
and experimentally the mathematical relationship between the
average number of spikes 〈Ns〉 in a sp-ICP-MS time scan and the
average number of nanoparticles 〈Np〉 entering the ICP. The non-
linear relationship we obtained is very accurate and robust. In
particular, it does not depend on the shape of the distribution
of particle event durations, but only on its average. It is also
insensitive to the nonlinearities (e.g. detector saturation) poten-
tially induced by the pile-up of particle events. Because of these
properties, the theory presented in this work holds whatever the
particle size distribution of the nanoparticles in solution.

Experimentally, the relationship we unveiled is valid regardless
the value of the nanoparticle flux rate λ . It holds on three orders
of magnitude – from λ ≈ 10 to ≈ 104 s−1 – which is the maxi-
mum achievable dynamic range of the sp-ICP-MS technique from
a practical viewpoint. To our knowledge, such a dynamic range
had never been quantitatively explored so far in sp-ICP-MS.

From a practical viewpoint, the theory allows the accurate
quantification of the counting bias induced by the combination
of the finite duration of a particle event and the nonzero value of
the dwell time. This systematic bias is present even with dilute
dispersions and had never been so thoroughly studied yet.

We also think the theory we devised is a significant step forward
regarding the analysis of moderately to highly concentrated dis-
persions of nanoparticles. It paves the way for the determination
of the particle number concentration of such dispersions, since
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it relates a detectable quantity – the spike count – to a number
which is relevant from an analytical point of view – the number of
particles having entered the ICP. To move towards this stimulating
direction, besides the relationship between 〈Ns〉 and 〈Np〉 derived
in this study, we still need i) a good knowledge of the whole prob-
ability distribution of the number of spikes Ns; ii) a way to extract
an accurate value of the average duration of a particle event 〈τ〉
from a time-resolved signal whose integration time is often only
slightly smaller than typical 〈τ〉 values in sp-ICP-MS; iii) to deal
with the fact that two very different values of the nanoparticle
flux rate can yield the same average number of spikes; iv) to cope
with a possible nonzero value of the background signal, due to for
instance the presence of a substantial amount of the monitored el-
ement under dissolved form, or interferences. Once these issues
will have been settled, provided that the transport efficiency is
accurately known, the necessary ingredients to quantify the parti-
cle number concentration of nanoparticle dispersions of arbitrary
concentration by sp-ICP-MS will be available.

Finally, the theory in its present shape is focused on the parti-
cle number concentration. It does not allow the recovery of other
valuable information that are available when performing tradi-
tional sp-ICP-MS measurements on very dilute dispersions, such
as the probability distribution of the mass of the monitored ele-
ment in each particle. Finding a way to overcome this obstacle
would be a nice achievement.
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