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Abstract

In this paper we study a singular limit problem in the context of partially dissipative first order
quasilinear systems. This problem arises in multiphase fluid mechanics. More precisely, taking into
account dissipative effects for the velocity, we show that the so-called Kapila system is obtained as a
relaxation limit from the Baer-Nunziato (BN) system and derive the convergence rate of this process.
The main problem we encounter is that the (BN)-system does not verify the celebrated (SK) condition
due to Shizuta and Kawashima. It turns out that we can rewrite the (BN)-system in terms of new
variables such as to highlight a subsystem for which the linearized does verify the (SK) condition
which is coupled through lower-order terms with a transport equation. We construct an appropriate
weighted energy-functional which allows us to tackle the lack of symmetry of the system, provides decay
information and allows us to close the estimate uniformly with respect to the relaxation parameter.

Keywords— Two-phase flows, well-posedness, relaxation limit.

1 Introduction

1.1 Motivations

Multiphase flows are ubiquitous in real world applications ranging from engineering to biological systems.
The term multiphase includes flows that are topologically very different. As it is explained in [27], we
distinguish mixtures with separated phases flows (film flows, jet flows), mixed or transitional phase flows
(gas pockets in liquids) and dispersed phase flows (bubbly flows, sprays). Understanding the mathematical
qualitative properties of the different governing models is important, for instance, in order to construct
more pertinent numerical schemes which would increase the predictive power of these models.

In order to describe dispersed two-phase flows, besides the classical variables like densities, velocities
and state laws, one need to introduce two extra ones called volume fractions, measuring how much space
does one phase occupy at a given position in space. It goes without saying that in order to have a closed
system, besides the equations expressing conservation of mass and momentum, two extra equations are
needed.

In [1], Baer and Nunziato proposed a model for which the volume fractions verify

∂tα± + vI · ∇α± =
P± − P∓

ε
, (1.1)

where ε can be seen as a time relaxation parameter and, in practice, is chosen to be very small. The
unknown vI is interpreted as an interface velocity which depends on the densities, volumes fractions and
phase velocities. In [1], the interface velocity coincides with one of the phase velocities but different
choices have also been used in the literature, see for instance [26] and [35].

From the Baer-Nunziato model, Kapila et al. [28] proposed the following equations{
α+ + α− = 1,
P+ = P−.

(1.2)
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Of course, one might wonder what is the link between (1.1) and (1.2). First of all, from (1.1) one
immediately infers that

∂t (α+ + α−) + vI · ∇(α+ + α−) = 0.

Hence
α+ + α− = 1

is recovered provided it is true initially. Moreover, one expects to obtain the second equation of (1.2) in
the limit ε→ 0.

The same closure equations (1.2) are obtained using the so-called averaging methods [27] or variational
methods [21, 11]. In this framework, one can interpret the Baer-Nunziato model as a relaxation model
for the Kapila model.

Let us mention that in the mathematical community [8, 6], equations (1.1) are refereed to as PDEs
closure laws while (1.2) are called algebraic closure laws.

Multiphase models received a lot of attention from the mathematical community recently. In the
context of weak solutions we mention the results of Novotny [30], Novotny and Pokorny [31], Bresch,
Mucha and Zatorska [10], Vasseur, Wen and Yu [37]. About applications in biology see Gwiazda et al [32]
and Debiec et al [18]. We shall bring up that in all the above papers, viscosity plays a crucial role.

In [5], constructing upon previous works [9, 8, 7], the authors showed that it is possible to obtain a
viscous Baer-Nunziato system following a homogenization procedure. The basic assumption is that if we
zoom in the mixture, we arrive at a mesoscale where the two phases are separated. Assuming that each
phase verifies the Navier-Stokes equations in their own domain, the authors were able to write a closed
system for the mixture. When going back to the macroscopic scale, loosely speaking, the density of a fluid
mixture is assumed to wildly oscillate between two reference densities. The propagation of oscillations
is quantified through Young measures and it is shown that if these measures are convex combinations of
Dirac masses at initial time, then this structure is preserved for later times. At this point, it is important
to note that in these papers, the authors obtained equations for the volume fractions α± of the form (1.1)
while the relaxation time ε is proportional to the mean viscosity of the two phases.

In this paper, we justify rigorously that the solutions of a one-velocity Baer-Nunziato model tend, when
the relaxation parameter ε goes to 0, to solutions of a multiphase fluid system with algebraic closure laws
(1.2). Moreover, we derive an explicit convergence rate of the relaxation process.

1.2 Presentation of the models and main results

We consider a mixture of two compressible fluids filling the ambient space Rd with d ≥ 2. The charac-
teristic state function of the two phases will be denoted separately by +, −. We suppose that the flow of
the mixture is animated by a single velocity vector field:

u : R+ × Rd → Rd.

We denote the two mass densities of the phases ± by

ρ± : R+ × Rd → R+

and we introduce the volume fractions of the fluid ±

α± : R+ × Rd → [0, 1].

The multidimensional version of the system obtained in [5] reads:

∂tα± + u · ∇α± = ± α+α−
2µ+ λ

(P+ (ρ+)− P− (ρ−)) ,

∂t (α±ρ±) + div (α±ρ±u) = 0,
∂t(ρu) + div(ρu⊗ u)−Aµ,λu+∇P + ηρu = 0,
ρ = α+ρ+ + α−ρ−,
P = α+P+ (ρ+) + α−P− (ρ−)

(BN)
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where we added a damping term in the equation of the velocity with a parameter η ≥ 1. This terms
models elastic-type drag forces slowing down the fluid and it is a crucial in our mathematical analysis
since it allows to use techniques coming from the theory of partially dissipative hyperbolic systems. The
relevant model with common pressure is obtained in [7]. Above, Aµ,λ stands for the Lamé operator:

Aµ,λu = µ∆u+ (µ+ λ)∇ div u

with µ, λ given constants verifying

µ ≥ 0, λ+ µ ≥ 0 and ν = λ+ 2µ ≤ 1.

The functions P+ and P− model the internal barotropic pressures for each fluid. We will assume that
they take the following explicit form

P± (s) = A±s
γ± for all s ≥ 0, (1.3)

where γ± ≥ 1, A± > 0 are given constants. Moreover, without loss of generality, we will suppose that

γ+ > γ−. (1.4)

The density and pressure of the mixture are denoted by

ρ = α+ρ+ + α−ρ− and P = α+P+ (ρ+) + α−P− (ρ−) .

We are concerned with solutions that satisfy

α± (t, x)→ ᾱ±, ρ± (t, x)→ ρ̄±, u (t, x)→ 0Rd as |x| → ∞, (1.5)

where 0 < ᾱ± ≤ 1, 0 < ρ̄± are given constants and

ᾱ+ + ᾱ− = 1. (1.6)

We denote by (α±0, ρ±0, u0) the initial condition:

α±(t, x)|t=0 = α±0, ρ±(t, x)|t=0 = ρ±0, u(t, x)|t=0 = u0, x ∈ Rd. (1.7)

Notice that when ν := 2µ+ λ tends to 0, System (BN) formally converges to the following system:
α+ + α− = 1,
∂t (α±ρ±) + div (α±ρ±u) = 0,
∂t(ρu) + div(ρu⊗ u) +∇P + ηρu = 0,
ρ = α+ρ+ + α−ρ−,
P = P+ (ρ+) = P− (ρ−) .

(K)

Our main goal is to justify the relaxation/inviscid limit on a solid mathematical background, at least
when the initial data (α±0, ρ±0, u0) are close to the constant equilibrium (ᾱ±, ρ̄±, 0). Inasmuch as we
expect the limiting pressures to agree in the vanishing viscosity limit, and in order to avoid initial time
layers, we will suppose that the pressures are at equilibrium at infinity:

P+ (ρ̄+) = P− (ρ̄−)
not.
= P̄ . (1.8)

Throughout the paper, C stands for a “harmless” constant. We are now in the position of stating our
main results. First we state our uniform (with respect to µ and λ) global existence result for the System
(BN).

3



Theorem 1.1 Let d ≥ 2 and assume that the parameters satisfy µ ≥ 0, λ+ µ ≥ 0, ν ≤ 1 and η ≥ 1. Let
constants ᾱ± ∈ (0, 1) , ρ̄± > 0 satisfy (1.6) and (1.8). There exists a constant c1 > 0 independent of the
viscosity coefficients µ, λ such that for any initial data (α+0, α−0, ρ+0, ρ−0, u0) verifying

‖(α±0 − ᾱ±, ρ±0 − ρ̄±, u0)‖
B
d
2−1∩B

d
2+1 ≤ c1,

then System (BN) admits a unique global-in-time solution (α+, α−, ρ+, ρ−, u) such that (α± − ᾱ±, ρ± − ρ̄±, u) ∈ Cb(R+;B
d
2
−1 ∩B

d
2

+1),
P+ (ρ+)− P− (ρ−)

2µ+ λ
∈ L1(R+;B

d
2
−1 ∩B

d
2 ) and u ∈ L1(R+;B

d
2 ∩B

d
2

+1).

Moreover, the following estimate holds true uniformly with respect to the viscosity coefficients µ and λ:

‖(α± − ᾱ±, ρ± − ρ̄±, u)‖
L∞(R+;B

d
2−1∩B

d
2+1)

+ ‖u‖
L1(R+;B

d
2 ∩B

d
2+1)

1

2µ+ λ
‖P+ (ρ+)− P− (ρ−)‖

L1(R+;B
d
2−1∩B

d
2 )
≤ Cc1,

with a universal constant C > 0.

Remark 1.1 The same result is valid for the quasilinear first order system associated to (BN), in other
words, the viscosity plays no role in the mathematical analysis, the same result is valid if Aµ,λ ≡ 0.

As a consequence of relaxation limit arguments, we obtain the following theorem regarding System
(K).

Theorem 1.2 Let d ≥ 2 and η ≥ 1. Let constants ᾱ± ∈ (0, 1) , ρ̄± > 0 satisfy (1.6) and (1.8). There
exists a constant c2 > 0 depending on η, γ±, A± and d such that for any initial data (α+0, α−0, ρ+0, ρ−0, u0)
verifying

‖(α±0 − ᾱ±, ρ±0 − ρ̄±, u0)‖
B
d
2−1∩B

d
2+1 ≤ c2,

then System (K) admits a unique global-in-time solution (α+, α−, ρ+, ρ−, u) such that{
(α± − ᾱ±, ρ± − ρ̄±, u) ∈ Cb(R+, B

d
2
−1 ∩B

d
2

+1),

ρ± − ρ̄± ∈ L1(R+;B
d
2

+1) and u ∈ L1(R+;B
d
2 ∩B

d
2

+1).

It turns out that we can further obtain a convergence rate of solutions of System (BN) towards
solutions of System (K).

Theorem 1.3 Let d ≥ 3 and assume the same hypothesis on the parameters as in Theorem 1.1. Let
(αν+, α

ν
−, ρ

ν
+, ρ

ν
+, u

ν) (resp. (α+, α−, ρ+, ρ−, u)) be the solution to the Cauchy problem (BN), associated
with the initial data (αν+0, α

ν
−0, ρ

ν
+0, ρ

ν
−0, u

ν
0), from Theorem 1.1 (resp. (K)-(1.7) from Theorem 1.2) such

that

‖(
αν+0ρ

ν
+0

αν+0ρ
ν
+0 + αν0−ρ

ν
−0

− α+0ρ+0

α+0ρ+0 + α−0ρ−0
, P ν±0 − P±0, u

ν
0 − u0)‖

B
d
2−

3
2 ∩B

d
2−

1
2

+ ‖P ν+0 −
γ+α

ν
−P

ν
+

γ+αν−P
ν
+ + γ−αν+P

ν
−

(P ν+0 − P ν−0)− P+0‖
B
d
2−

3
2 ∩B

d
2−

1
2
≤ C
√
ν

Then there exists a constant C > 0 independent of ν such that (αν+, α
ν
−, ρ

ν
+, ρ

ν
+, u

ν) converges toward
(α+, α−, ρ+, ρ−, u) in the following sense

‖(αν± − α±, ρν± − ρ±, ρν−−ρ−, uν − u)‖
L∞(B

d
2−

1
2 )

+ ‖ρν± − ρ±‖L2(B
d
2−

1
2 )

+ ‖uν − u‖
L1(B

d
2−

1
2 )
≤ C
√
ν.

Remark 1.2 The rather strange condition on the difference of initial data is due to a technical limitation
on the composition arguments, see Proposition 2.3 for more details. In Section 6, we state a more
comprehensive theorem concerning stability between the two systems, which immediately implies Theorem
1.3.
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1.3 A short review of recent results concerning partially dissipative systems

Since we are interested in the inviscid limit, our approach will use techniques from partially dissipative
first order quasilinear systems, that is, systems of the following general form:

∂tw +

d∑
j=1

∂jFj(w) =
Q(w)

ε
with Q(w) =

(
0

q(w)

)
, ε > 0 (1.9)

where w ∈ Rn and ε > 0 is a given parameter. These types of models govern the dynamic of physical
systems out of thermodynamic equilibrium which is typically the case in gas dynamics. The constant ε
can be seen as a relaxation time and in practice is very small. Observe that, a priori, the dissipative effect
does not concern all the components of the unknown w ∈ Rn. In order to obtain global existence results,
for initial data close to equilibria, one aims at recovering such an effect for all the components of w. And
as observed in [12], using the Chapman-Enskog expansion, one can deduce a more accurate correction for
the limiting system which has the general form

∂tw +
d∑
j=1

∂jFj(w)− ε
d∑

i,j=1

∂j(Bij(w)∂jw) =
Q(w)

ε
. (1.10)

A first approach in order to obtain global-in-time existence results for initial data around a constant
equilibria is restricted to systems verifying the so called (SK) condition which was established by Shizuta
and Kawashima in [36]. This is an explicit linear stability criterion which ensures that all the components
of w decay as t → +∞. In order to extend these results to more general quasilinear systems, a second
condition was put forward by Yong in [39]: the existence of an entropy that provides a symmetrisation
compatible with the dissipation Q appearing in system (1.9).

In a situation close to the one we consider here, Qu and Wang in [33] established a global existence
result for quasilinear hyperbolic systems such that one and only one of the eigen-family violates the (SK)
condition. The (BN)-system satisfies this condition but it doesn’t satisfy all the conditions necessary
to directly apply their result and more importantly, we need to obtain uniform estimates to tackle the
relaxation problem.

The study of relaxation problems associated to systems of conservation laws can be tracked back to
the work of Chen and al [12]. More recently, Giovangigli and Yong in [24, 25] studied a relaxation-limit
problem arising in the dynamics of perfect gases out of thermodynamical-equilibrium. At a mathematical
level, they dealt with dissipative and diffusive systems of conservation laws of the form (1.10). Roughly
speaking, assuming the existence of an entropy compatible with the diffusion and dissipation operators,
they proved the local existence of solutions for the Cauchy problem as well as error estimates between
solutions at fixed ε and the solution of the limit system. We mention that as their results hold only
locally in time, the (SK) condition is not relevant in their work (the dissipative term being responsible
for the large-time behaviour of the solution). We also mention some previous work by Giovangigli and
Matuszewski [23, 22] where they study chemically-reactive multicomponent flows.

Recently, Danchin and the second author in [14, 13] studied partially dissipative hyperbolic systems
satisfying both the (SK) and a symmetrisation condition (which is weaker than the one imposed by Yong in
[39])1 in the framework of critical homogeneous Besov spaces. In particular, this includes the compressible
Euler system with damping in the velocity equation which has been studied in several papers [20, 38, 29].
In some sense, this is the functional analysis framework which uses the optimal regularity that one has to
impose on the initial data in order to obtain global well-posedness results. They combined two ideas in
order to obtain these results. On the one hand, inspired by the work of Beauchard and Zuazua [3] they

1They consider non-conservative partially dissipative hyperbolic systems that are Friedrichs-symmetrizable
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constructed a Lyapunov functional implying that, close to equilibrium, the low frequencies of the solutions
of the non-linear system (1.9) behave, qualitatively, like a heat equation. And on the other hand, they
highlighted a damped mode which enjoys better decay properties in low frequencies and deduced from it
crucial regularity enhancement in order to close the a priori estimates.

It turns out that this method is flexible enough to be adapted for the systems (BN) and (K) if we
want to obtain a well posedness result. However, the estimates that one would obtain by adapting the
results from [14, 13] would not uniform with respect to the parameters µ and λ, thus they cannot be used
directly in order to justify this vanishing viscosity limit.

1.4 Strategy of proof

Our problem is not covered by the papers mentioned above and it is not completely clear if and how the
general theories from [3, 13, 24, 25, 23, 22] could be adapted to study (BN) and the associated relaxation
limit. The first obvious reason is that (BN) is not a system of conservation laws because the equations
of the volume fractions cannot be put in conservative form. The second reason is that the entropy that is
naturally associated with this system is not positive definite since it is linear with respect to the volume
fractions. Concerning global existence results, we remark that the associated quasilinear system does
not satisfy the (SK) condition as it admits the eigenvalue 0. It turns out that the situation is not too
degenerate in the sense that the eigenspace associated to the eigenvalue 0 is of dimension 1 and that,
roughly speaking, the non-degenerate part (i.e. the part associated to non-zero eigenvalues) fulfils the
(SK) condition. Thus we will be able to isolate the undamped mode, and rewrite the remaining system
as a partially dissipative quasilinear system satisfying the (SK) condition while the undamped mode will
be seen as a parameter and always appears in nonlinear terms as a prefactor of a function of the damped
variable.

More precisely, after observing that there exist four main unknowns in the system, namely, α+, ρ+, ρ−
and u we consider a change of variables that leaves the velocity u invariant:

(y, w, r) = Φ (α+, ρ+, ρ−)

where the variable w is proportional to P+ − P− and r is like an effective pressure. The system verified
by the new variables is of the form

∂ty + u · ∇y = 0,

∂tw + u · ∇w +
(
H̄1 +H1(w, r, y)

)
div u+

(
H̄2 +H2(w, r, y)

)w
ν

= 0,

∂tr + u · ∇r +
(
H̄3 +H3(w, r, y)

)
div u =

(
H̄4 +H4(w, r, y)

)w2

ν
,

∂tu+ u · ∇u− 1

ρ
Aµ,λu+ ηu+

1

ρ
∇r + (γ+ − γ−)

1

ρ
∇w = 0,

(1.11)

where H̄i and Hi (for i = 1, 2, 3, 4) stands for the constant part and perturbation part, respectively. The
very specific form of the nonlinear part appearing in the above system is crucial to close our estimates.
Obviously there is no hope to recover time decay properties for y and in fact we only need L∞T integrability
on y, therefore we will treat this transport equation separately. Considering the system satisfied by the
three unknowns (w, r, u) and by adapting similar ideas developed in [3, 14, 13] to this sub-system, we will
obtain the necessary integrability on all the components of the solution, which will allow us to obtain
uniform a priori estimates with respect to λ and µ.

The main difference with the papers by Danchin and the second author is that we cannot perform
a rescaling to keep track of the coefficients as what they did, because we are not able to treat the low
frequencies in Bd/2 as ρ lacks of time integrability since the complex form of the pressure.

It is important to point out that system (1.11) does not verify the (SK) condition and it is not
symmetric. However, the subsystem formed by the last three equations of (1.11) satisfies the (SK)
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condition and the coupling with the first equation is achieved via lower-order terms. In order to deal with
the lack of symmetry, we construct a nonlinear energy-functional in order to derive a priori estimates.

Another technical difficulty that we encounter is that we cannot recover uniform dissipation with
respect to 1/ν for w at the higher energy level (i.e. d/2 + 1). We can recover such a strong decay
effect only for the d/2−energy level. This renders delicate the estimation of nonlinear terms which are
proportional with 1/ν. Thus, the quadratic form of the nonlinearity appearing in the equation of r turns
out to be crucial.

Moving on to the justification of the relaxation limit, the fact that the solutions to the Kapila system
(K) are obtained as limits of the (BN) system is a consequence of the uniform estimates and classical
weak-compactness arguments. In order to obtain a convergence rate, we estimates the difference of the
solutions of the two systems. Since we are not able to a obtain decay rate for ∂t(P

ν
+ − P ν−) in any space,

we define a new unknown to avoid treating this term as a source term. Under a smallness assumption
depending on ν and on the difference of the initial data we are able to obtain decay rate of

√
ν in

L∞(B
d
2
− 3

2 ∩B
d
2
− 1

2 ) which allows us to recover decay rate for the source terms involving the unknown α±.
But still, it seems hard to control α± in the spaces L1(Bs) for any s, to our knowledge, this is the reason
why we end up with a convergence rate equal to

√
ν.

The rest of the paper unfolds as follows.
The next section is devoted to Littlewood-Paley theory and Besov spaces with some of its useful properties.
In Section 3, we rewrite the original (BN)-system into good unknowns and give a theorem for the refor-
mulated system, that is Theorem 3.1.
In Section 4 we derive a priori estimates uniform with respect to the viscosity parameters for a mixed
linear partially dissipative hyperbolic system and prove Theorem 3.1.
The fifth section is devoted to the stability estimates between (BN)-system and (K)-system, which implies
Theorem 1.3.
Finally in the Appendix, we show some basic estimates for several classical linear problem.

2 A primer on Besov spaces and Littlewood-Paley theory

At this stage, we need to introduce a few notations and the main functional spaces that we will use in
our paper. First, throughout the paper, we fix a homogeneous Littlewood-Paley decomposition (∆̇j)j∈Z
that is defined by

∆̇j , ϕ(2−jD)

where ϕ stands for a smooth function supported in C = {ξ ∈ Rd, 5/6 ≤ |ξ| ≤ 12/5} such that∑
q∈Z

ϕ(2−jξ) = 1 for ξ 6= 0.

Following [2], we introduce the homogeneous Besov semi-norms:

‖u‖Bs ,
∥∥2js‖∆̇ju‖L2(Rd)

∥∥
`1(Z)

.

Notice that, since we will only work with homogeneous Besov spaces with second index equal to 2 and
third index equal to 1, we omitted those index in the definition of the norm. Then define the homogeneous
Besov spaces Bs (for any s ∈ R and (p, r) ∈ [1,∞]2) to be the subset of u in S ′h such that ‖u‖Bs is finite.

To any element u of S ′h, we associate the low and high frequency of its Besov norms through 2 if r <∞

‖u‖`Bs ,
∑
j≤0

2js
∥∥∥∆̇ju

∥∥∥
L2

and ‖u‖hBs ,
∑
j≥−1

2js
∥∥∥∆̇ju

∥∥∥
L2
·

2For technical reasons, we need a small overlap between low and high frequencies.
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We define

u` =
∑
j≤−1

∆̇ju, and uh = u− u`.

We will frequently use that

‖u`‖Bs ≤ C‖u‖`Bs and ‖uh‖Bs ≤ C‖u‖hBs .

For any Banach space X, index ρ in [1,∞] and time T ∈ [0,∞], we use the notation

‖u‖LρT (X) ,
∥∥‖u‖X∥∥Lρ(0,T )

and ‖u‖hLρT (X) ,
∥∥‖u‖hX∥∥Lρ(0,T )

and similarly, with ` instead of h, for the low frequencies. If T = +∞, then we just write ‖ ‖u‖ ‖Lρ(X).
Finally, in the case where u has n components zj in X, we slightly abusively keep the notation ‖u‖ to mean∑

j∈{1,··· ,n} ‖uj‖X . Moreover, for our computations, we need to introduce the following Chemin-Lerner
norms:

‖u‖
L̃ρT (Bsp,r)

,
∥∥2js‖∆̇ju‖LρT (Lp)

∥∥
`r(Z)

.

Those spaces are link to the classical one through the Minkowski inequality, indeed we have:

if r ≥ ρ, ‖u‖
L̃ρT (Bsp,r)

≤ ‖u‖LρT (Bsp,r)
and if r ≤ ρ, ‖u‖

L̃ρT (Bsp,r)
≥ ‖u‖LρT (Bsp,r)

.

We now state some classical results that can be found in [2]. First, we introduce product laws.

Proposition 2.1 Let s ∈]0,∞[. Then, Bs ∩ L∞ is an algebra and we have

‖uv‖Bs ≤ C
(
‖u‖L∞‖v‖Bs + ‖u‖Bs‖v‖L∞

)
· (2.1)

If, furthermore, −d/2 < s ≤ d/2, then the following inequality holds:

‖uv‖Bs ≤ C‖u‖
B
d
2
‖v‖Bs . (2.2)

and if (s1, s2) ∈]− d/2, d/2[ such that s1 + s2 > 0, then

‖uv‖
Bs1+s2−

d
2
≤ C‖u‖Bs1‖v‖Bs2 . (2.3)

Then, we state a result concerning commutator estimates.

Proposition 2.2 Consider s ∈
]
−d

2 − 1, d2
]
. The following inequalities hold true:

2j(s+1)‖[u, ∆̇j ]v‖L2 ≤ Ccj‖∇u‖
B
d
2
‖v‖Bs . (2.4)

Finally we present a proposition related to composition operator that can be found in [34] p.387-388.

Proposition 2.3 Let m ∈ N and s > 0. Let G be a function in C∞(Rm) such that G(0, .., 0) = 0.
Then for every real-valued functions f1, .., fm in Bs ∩ L∞, the function G(f1, .., fm) belongs to Bs ∩ L∞
and we have

‖G(f1, .., fm)‖Bs ≤ ‖(f1, .., fm)‖Bs (1 + C(‖(f1‖L∞ + ...+ ‖fm)‖L∞)) .

We give classical estimates concerning the damped transport equation and the Lamé system in the
Appendix.
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3 A reformulation of the System (BN) and sketch of the proof

The first part of this section will concern the reformulation of the System (BN) so it is in the range of
application of recent developments about partially dissipative hyperbolic system. Then we state a global
existence result which contains the statement of Theorem 1.1.

3.1 Change of unknowns

Here, we propose new unknowns that are more appropriate to obtain uniform a priori estimates. First,
observe that by adding the equations of α+ and α− together we get

Dt(α+ + α−) = 0,

where Dt is the material derivative defined by

Dt := ∂t + u · ∇. (3.1)

Thus, at least formally, if the initial data considered satisfies

α+0 + α−0 = 1,

then this property remains true for latter times. Thus, the number of independent unknowns for system
(BN) is reduced to four: α+, ρ+, ρ− and u.

We now consider the change of unknowns from (α+, ρ+, ρ−) to (w,R, Y ) given by

(w,R, Y ) := Φ (α+, ρ+, ρ−) = (Φ1 (α+, ρ+, ρ−) ,Φ2 (α+, ρ+, ρ−) ,Φ3 (α+, ρ+, ρ−)) , (3.2)

with 

Φ1 (α+, ρ+, ρ−) =
P+ (ρ+)− P− (ρ−)

γ+

α+
+
γ−
α−

,

Φ2 (α+, ρ+, ρ−) = α+P+ (ρ+) + α−P− (ρ−)− (γ+ − γ−)
P+ (ρ+)− P− (ρ−)

γ+

α+
+
γ−
α−

,

Φ3 (α+, ρ+, ρ−) =
α+ρ+

α+ρ+ + α−ρ−
.

(3.3)

We see its equilibrium state (w̄, R̄, Ȳ ) will be (0, P̄ , ᾱ+ρ̄+
ᾱ+ρ̄++ᾱ−ρ̄−

).

The differential of the transformation computed at (ᾱ+, ρ̄+, ρ̄−) is

0
P ′+ (ρ̄+)
γ+

ᾱ+
+
γ−
ᾱ−

−P ′− (ρ̄−)
γ+

ᾱ+
+
γ−
ᾱ−

0 ᾱ+P
′
+ (ρ̄+)− (γ+ − γ−)

P ′+ (ρ̄+)
γ+

ᾱ+
+
γ−
ᾱ−

ᾱ−P
′
− (ρ̄−) + (γ+ − γ−)

P ′− (ρ̄−)
γ+

ᾱ+
+
γ−
ᾱ−

ρ̄+ρ̄−
ρ̄2

ᾱ+ᾱ−ρ̄−
ρ̄2

− ᾱ+ᾱ−ρ̄+

ρ̄2


,

such that the Jacobian of the transformation computed at (ᾱ+, ρ̄+, ρ̄−) is

J|(ᾱ+,ρ̄+,ρ̄−) =
ρ̄+ρ̄−
ρ̄2
·
P ′+ (ρ̄+)P ′− (ρ̄−)

γ+

ᾱ+
+
γ−
ᾱ−

> 0.

Thus, owing to the Inverse Function Theorem there exists constants δ1, δ2 and a function

Ψ : Bδ2(w̄, R̄, Ȳ )→ Bδ1(ᾱ+, ρ̄+, ρ̄−)
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(w,R, Y ) 7→ (α+, ρ+, ρ−)

such that Ψ is one-to-one and Ψ is the inverse of the restriction of Φ to the ball Bδ1(ᾱ+, ρ̄+, ρ̄−). Thus,
Ψ is smooth on the ball Bδ2(w̄, R̄, Ȳ ) ⊂ R3. An extension theorem in the book of Evans [19] (p. 254)
enables us to assume that Ψ is smooth in R3 without loss of generality, this extension of Ψ will be useful
later to use a composition lemma.

Consider (w,R, Y, u) (0, x) such that

‖(w,R, Y, u)(0, ·)− (0, P̄ ,
ᾱ+ρ̄+

ᾱ+ρ̄+ + ᾱ−ρ̄−
, 0)‖

B
d
2−1∩B

d
2+1 ≤ c (3.4)

where c is chosen such that c ≤ δ2
4 . Furthermore, define

Tmax = sup

{
T > 0 : ‖(w,R, Y, u)(t, ·)− (0, P̄ ,

ᾱ+ρ̄+

ᾱ+ρ̄+ + ᾱ−ρ̄−
, 0)‖

B
d
2−1∩B

d
2+1 ≤ 2c

}
. (3.5)

Obviously, owing to the embedding B
d
2
−1 ∩B

d
2

+1 ↪→ L∞t,x, it is clear that (w,R, Y, u)(t, x) lies in a ball

centered in (0, P̄ , ᾱ+ρ̄+
ᾱ+ρ̄++ᾱ−ρ̄−

, 0) with radius depending on δ2, on the time interval [0, Tmax). Theorem 3.1

in the next subsection shows that for c chosen sufficiently small then Tmax = +∞, and thus (α+, ρ+, ρ−) =
Ψ(w,R, Y ) for all time.

Let us now derive the equations of (w,R, Y, u). We observe from the first and the second equations of
System (BN) that

α±(∂tρ± + div(ρ±u)) = ∓α+α−ρ±
ν

(P+(ρ+)− P−(ρ−)).

Since we work with the power laws P±(ρ±) = A±ρ
γ±
± (which we simply represent by P±), by multiplying

the two equations above by P ′± respectively, we obtain that

DtP± + γ±P± div u = ∓γ±α∓P±
ν

(P+ − P−).

Taking into consideration the equations of α±, we get that

DtP + (γ+α+P+ + γ−α−P−) div u+
α+α−
ν

(P+ − P−)
(
(γ+ − 1)P+ − (γ− − 1)P−

)
= 0, (3.6)

which we further put under the form

DtP+(γ+α+P+ +γ−α−P−) div u+(γ+ − 1)
α+α−
ν

(P+−P−)2 +(γ+ − γ−)
α+α−
ν

(P+−P−)P− = 0. (3.7)

Next, observe that

Dt (P+ − P−) + (γ+P+ − γ−P−) div u+ (
γ+P+

α+
+
γ−P−
α−

)
α+α−
ν

(P+ − P−) = 0, (3.8)

which we further put under the form

Dt (P+ − P−)+(γ+P+−γ−P−) div u+
γ+α−
ν

(P+ − P−)2 +

(
γ+

α+
+
γ−
α−

)
α+α−
ν

(P+ − P−)P− = 0. (3.9)

Notice that we chose to define the effective pressure R by:

R = P − (γ+ − γ−)
P+ − P−
γ+
α+

+ γ−
α−

=
γ−α+

γ+α− + γ−α+
P+ +

γ+α−
γ+α− + γ−α+

P−
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to cancel the coupling between P+ − P− and P− in (3.7), and the choice of

w =
P+ − P−
γ+
α+

+ γ−
α−

=
α+α−

γ+α− + γ−α+
(P+ − P−)

enables us to rewrite the pressure in a simple form: P = R + (γ+ − γ−)w. The unknown w can be
comprehended as the damped part of the pressure. A straightforward computation yields

Dt

( γ+

α+
+
γ−
α−

)−1
=
γ+α

2
− − γ−α2

+

γ+α− + γ−α+

w

ν

and 
P+ = R+

γ+

α+
w,

P− = R− γ−
α−

w.

Then the equation of w reads

Dtw + F1divu+ F2
w

ν
= 0 (3.10)

with 
F1 :=

(γ+ − γ−)α+α−
γ+α− + γ−α+

R+
γ2

+α− + γ2
−α+

γ+α− + γ−α+
w,

F2 := (γ+α− + γ−α+)R−
(γ+ − γ2

+)α2
− − (γ− − γ2

−)α2
+

α+α−
w,

and the equation of R reads

DtR+ F3 div u = F4
w2

ν
(3.11)

with 
F3 :=

γ+γ−
γ+α− + γ−α+

(
R+ (γ+ − γ−)w

)
,

F4 :=
γ+γ−
α+α−

(
1− (γ+α− + γ−α+)

)
.

Moreover, we have
α+ = Ψ1(w,R, Y ), α− = 1−Ψ1(w,R, Y ). (3.12)

Next, as

Y =
α+ρ+

ρ
,

we observe that
DtY = 0. (3.13)

We denote the perturbations of Y and R by

y := Y − ᾱ+ρ̄+

ᾱ+ρ̄+ + ᾱ−ρ̄−
, r = R− P̄ . (3.14)

We see that there exists a function G0 of the unknowns (w, r, y) such that

1

ρ
=

1

α+ρ+ + α−ρ−
= F̄0 +G0(w, r, y), with F̄0 :=

1

ᾱ+ρ̄+ + ᾱ−ρ̄−
.
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Gathering the equations (3.10), (3.11), (3.13) and the equation of u together, we obtain the following
system in terms of the unknowns (y, w, r, u):

Dty = 0,

Dtw +
(
F̄1 +G1

)
divu+

(
F̄2 +G2

)w
ν

= 0,

Dtr +
(
F̄3 +G3

)
divu = F4

w2

ν
,

Dtu−
(
F̄0 +G0

)
Aµ,λu+ ηu+

(
F̄0 +G0

)
∇r + (γ+ − γ−)

(
F̄0 +G0

)
∇w = 0

(3.15)

where 
F̄1 :=

(γ+ − γ−)ᾱ+ᾱ−
γ+ᾱ− + γ−ᾱ+

P̄ > 0,

F̄2 := (γ+ᾱ− + γ−ᾱ+)P̄ > 0,

F̄3 :=
γ+γ−

γ+α− + γ−α+
P̄ > 0,

Gi(w, r, y) := Fi − F̄i for each i = 1, · · · , 3.

(3.16)

Note that by virtue of (3.12) and (3.14), the Gi (for i = 0, 1, 2, 3) can be written as smooth functions of
the unknowns (w, r, y) which vanish at origin.

3.2 Elements of proof for Theorem 1.1

Let us observe that the first equation is a pure transport equation, and there is a linear coupling between
the second to fourth equations. As we are considering viscosity vanishing limit, we need to get appropriate
estimates independent of µ, ν, in other words we should hardly use the smoothing effect of operator Aµ,ν .
This fact motives us to study the following mixed linear system:

∂tw + v · ∇w +
(
h1 +H1

)
divu+ (h2 +H2)

w

ν
= S2,

∂tr + v · ∇r +
(
h3 +H3

)
divu = S3,

∂tu+ v · ∇u−
(
h4 +H4

)
Aµ,λu+ ηu+

(
h5 +H5

)
∇r +

(
h6 +H6

)
∇w = S4

(3.17)

where S2, S3, S4 and H1, H2, · · · , H6 are given functions of (t, x), and h1, · · · , h6 are given positive con-
stants.

Inspired by the work of Beauchard and Zuazua in [3], the work of Danchin in [16] and following the
work of Danchin and the second author in [13, 14], we expect that System (3.17) behaves like the heat
equation in the low frequencies regime while we expect a damping effect for the high frequencies under if
H1, · · · , H6 are small enough. Moreover we expect to recover better integrability properties for w and u
in the low frequency regime because they undergo direct damping.

Precisely, we obtain the following a priori estimates uniformly with respect to µ, λ, ν.

Proposition 3.1 Let d ≥ 2 and let parameters satisfy µ, λ+ µ ≥ 0, ν = 2µ+ λ ≤ 1 and η ≥ 1. Assume
that

H1, H2, · · · , H6, v ∈ C1(R+;S(Rd)), ‖Hi‖L∞t,x ≤
1

2
hi, i = 1, 2, · · · 6. (3.18)

Let −d
2 < s1 ≤ d

2 − 1 and s1 ≤ s2 − 1 ≤ s1 + 1. Let (w, r, u) be a solution of system (3.17) on the time
interval [0, T ). There exists a positive constant c0 independent of µ, λ such that if

6∑
i=1

‖Hi‖
L∞t (B

d
2−1∩B

d
2+1)
≤ c0, (3.19)

then the following estimate holds on [0, T ) :
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‖(w, r, u)‖`
L̃∞t (Bs1 )

+ ‖(w, r, u)‖h
L̃∞t (Bs2 )

+ κ
(
‖(w, r, u)‖`L1

t (B
s1+2) + ‖(w, r, u)‖hL1

t (B
s2 )

)
+

∫ t

0
(‖(∂tw,

w

ν
)‖`Bs1 + ‖(∂tw,

w

ν
)‖hBs2−1) +

∫ t

0
(‖(∂tu, ηu, ∂tr)‖`Bs1+1 + ‖(∂tu, ηu, ∂tr)‖hBs2−1)

+

∫ t

0
(‖µ∆u, (µ+ λ)∇divu‖`Bs1+1 + ‖µ∆u, (µ+ λ)∇divu‖hBs2−1)

≤ exp
(
C
(
H(t) + V (t)

))(
‖(w0, r0, u0)‖Bs1∩Bs2 +

∫ t

0
‖(S2, S3, S4)(τ)‖Bs1∩Bs2

)
. (3.20)

where V (t) :=

∫ t

0
‖v(τ)‖

B
d
2 ∩B

d
2+1 , H(t) :=

6∑
i=1

‖∂tHi(t)‖
B
d
2

and κ is a constant defined by (4.26).

Remark 3.1 It turns out that we have to choose c0 << min{η, 1

η
}, therefore we are not able to take into

account the case when η → ∞ in the same time as the relaxation parameter ν → 0. This is due to the
overdamping phenomena that described in e.g. [40].

We will now state a global-in-time existence result for (3.15). First, let us introduce the functional
spaces which appear in the global existence theorem and the rest of the paper :

Es1,s2T , {(y, w, r, u) ∈ Cb([0, T ], Bs1 ∩Bs2), (w, r, u)h ∈ L1([0, T ], Bs2), r` ∈ L1([0, T ], Bs1+2),

(
w

ν
, ∂tw)` ∈ L1([0, T ], Bs1), (

w

ν
, ∂tw)h ∈ L1([0, T ], Bs2−1), (ηu, ∂tr, ∂tu)` ∈ L1([0, T ], Bs1+1)

(ηu, ∂tr, ∂tu)h ∈ L1([0, T ], Bs2−1), (µ∆u, (µ+ λ)∇divu)` ∈ L1([0, T ], Bs1+1

and (µ∆u, (µ+ λ)∇divu)h ∈ L1([0, T ], Bs2−1}.

We define ‖ · ‖Es1,s2T
as the norm associated to Es1,s2T and if T = +∞, we use the notation Es1,s2 and

replace the interval [0, T ] by R+.
We have the following theorem.

Theorem 3.1 Let d ≥ 2 and assume that the parameters satisfy µ ≥ 0, λ+ µ ≥ 0, 0 < ν ≤ 1 and η ≥ 1.
Let the constants ᾱ± ∈ (0, 1) , ρ̄± > 0 satisfying (1.6) and (1.8). There exists a constant c > 0 independent
of the viscosity coefficients µ, λ such that for any initial data such that

‖(y0, w0, r0, u0)‖
B
d
2−1∩B

d
2+1 ≤ c

then System (3.15) admit a unique global-in-time solution (y, w, r, u) in the space E
d
2
−1, d

2
+1. Moreover,

the following estimate holds true uniformly w.r.t. the viscosity coefficients µ and λ:

‖(y, w, r, u)‖
L∞(B

d
2−1∩B

d
2+1)

+ ‖(w, r, u)‖
L1(B

d
2+1)

+ ‖w
ν
‖
L1(B

d
2−1∩B

d
2 )

+ ‖ηu‖
L1(B

d
2 )
≤ Cc. (3.21)

For d ≥ 3, using Proposition 2.3 related to composition operator, Theorem 3.1 directly implies Theo-
rem 1.1. In the two-dimensional setting, however, the Proposition 2.3 fails to work as the regularity index
is equal to 0 and therefore one must be careful when trying to recover the regularity properties for the
original unknowns. Let us explain how to proceed to this issue. For example, concerning α+− ᾱ, we have

α+ − ᾱ = Ψ1(w,R, Y )−Ψ1(0, P̄ ,
ᾱ+ρ̄+

ᾱ+ρ̄+ + ᾱ−ρ̄−
).

Using the decomposition
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Ψ1(w,R, Y )−Ψ1(0, P̄ ,
ᾱ+ρ̄+

ᾱ+ρ̄+ + ᾱ−ρ̄−
)

=
(
∂wΨ1(0, P̄ ,

ᾱ+ρ̄+

ᾱ+ρ̄+ + ᾱ−ρ̄−
) +G1(w, r, y)

)
w +

(
∂RΨ1(0, P̄ ,

ᾱ+ρ̄+

ᾱ+ρ̄+ + ᾱ−ρ̄−
) +G2(w, r, y)

)
r

+
(
∂Y Ψ1(0, P̄ ,

ᾱ+ρ̄+

ᾱ+ρ̄+ + ᾱ−ρ̄−
) +G3(w, r, y)

)
y,

where G1, G2, G3 are smooth functions vanishing at (0, 0, 0). We get, thanks to product law (2.2) that

‖α+ − ᾱ+‖B0 ≤ C(1 + ‖(G1, G2, G3)(w, r, y)‖B1)‖w, r, y‖B0

And by Proposition 2.3 we see ‖(G1, G2, G3)(w, r, y)‖B1 is under control, thus we can recover estimate
for α+ − ᾱ+ in the space Cb(R+;B0). Doing similar arguments for α−, ρ+ and ρ−, one can finally deduce
Theorem 1.1 and also Theorem 1.2 in the case d = 2.

4 Analysis of the linear system (3.17)

This section is devoted to the proof of Proposition 3.1 for the linear system (3.17). We first localize (3.17)
in frequencies thanks to the Littlewood-Paley decomposition, then use a renormalized energy method to
estimate each dyadic block. In the following computations, assume that we are given a smooth solution
(y, w, r, u) of (3.17) on [0, T )× Rd. And (qj)j∈Z is a generic sequence such that∥∥∥(qj)j∈Z

∥∥∥
`1(Z)

≤ 1.

We will consider the following energy functional,

Lj (t) :=

√∫
Rd

(h6

h1
w2
j +

h5

h3
r2
j + |uj |2 + 2ε`uj · ∇rj

)
for j ≤ 0

and

Lj (t) :=

√∫
Rd

(h6 +H6

h1 +H1
w2
j +

h5 +H5

h3 +H3
r2
j + |uj |2 + 2εh2−2juj · ∇rj

)
for j > 0

where εh, εl > 0 are constants that will be fixed later on such that

|Lj(t)|2 ∼ ‖(wj , rj , uj)(t)‖2L2 . (4.1)

The next two steps will explain how we constructed those two functionals to derive a priori estimates
in low and high frequencies, respectively.

4.1 Low frequencies analysis

Throughout this part, we shall suppose that j ≤ 0. Using spectral localization properties, that is

‖∇rj‖L2 ≤
12

5
2j‖rj‖L2 ≤

12

5
‖rj‖L2 ,

we easily obtain that as soon as ε` ≤ min{ 5h5

24h3
,

5

24
} then (4.1) is satisfied in the following way

C2
1

4
‖(wj , rj , uj)(t)‖2L2 ≤ L2

j (t) ≤ 4C2
2‖(wj , rj , uj)(t)‖2L2 , (4.2)
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where C1 = min{h6

h1
,
h5

h3
, 1}, C2 = max{h6

h1
,
h5

h3
, 1} and note that

C1 ≤
h6

h1
,
h5

h3
, 1 ≤ C2. (4.3)

In the sequel we will use C1 and C2 frequently. Indeed, one has

L2
j =

∫
Rd

(h6

h1
w2
j +

h5

h3
r2
j + |uj |2 + 2ε`uj · ∇rj

)
≥ h6

h1
‖wj‖2L2 +

h5

h3
‖rj‖2L2 + ‖uj‖2 −

12

5
ε`(‖uj‖2L2 + ‖rj‖2L2)

≥ min{h6

h1
,
h5

2h3
,
1

2
}‖(wj , rj , uj)‖2L2 ≥

C2
1

4
‖(wj , rj , uj)‖2L2

and

L2
j ≤

h6

h1
‖wj‖2L2 +

h5

h3
‖rj‖2L2 + ‖uj‖2 +

12

5
ε`(‖uj‖2L2 + ‖rj‖2L2)

≤ max{h6

h1
,
3h5

2h3
,
3

2
}‖(wj , rj , uj)‖2L2 ≤ 4C2

2‖(wj , rj , uj)‖2L2 .

Applying the operator ∆̇j to the three equations of (3.17) yields
∂twj + v · ∇wj + h1 div uj + h2

wj
ν

= ∆̇jS2 −K1
j ,

∂trj + v · ∇rj + h3 div uj = ∆̇jS3 −K2
j ,

∂tuj + v · ∇uj − h4Aµ,λuj + ηuj + h5∇rj + h6∇wj = ∆̇jS4 −K3
j ,

(4.4)

where K1
j ,K

2
j ,K

3
j will act as source terms

K1
j = [∆̇j , v]∇w + ∆̇j(H1 divu) +

1

ν
∆̇j(H2w)

K2
j = [∆̇j , v]∇r + ∆̇j(H3 divu),

K3
j = [∆̇j , v]∇u− ∆̇j(H4Aµ,λ u) + ∆̇j(H5∇r) + ∆̇j(H6∇w).

Multiplying the first equation of (4.4) with
h6

h1
wj , the second equation with

h5

h3
rj , the last one with

uj , respectively, we get

1

2

h6

h1

d

dt
‖wj‖2L2 + h6

∫
Rd
wj divuj +

h2h6

h1

‖wj‖2L2

ν
≤ h6

h1
‖wj‖L2(‖∆̇jS2‖L2 + ‖K1

j ‖L2)

+
h6

h1
‖wj‖2L2‖div v‖L∞ ,

1

2

h5

h3

d

dt
‖rj‖2L2 + h5

∫
Rd
rj divuj ≤

h5

h3
‖rj‖L2(‖∆̇jS3‖L2 + ‖K2

j ‖L2) +
h5

h3
‖rj‖2L2‖div v‖L∞

and

1

2

d

dt
‖uj‖2L2 + h4

(
µ‖∇uj‖2L2 + (µ+ λ)‖divuj‖2L2

)
+ η‖uj‖2L2 − h5

∫
Rd
rj divuj − h6

∫
Rd
wj divuj

≤‖uj‖L2(‖∆̇jS4‖L2 + ‖K3
j ‖L2) + ‖uj‖2L2‖div v‖L∞ .
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Summing up the resulting inequalities together, we obtain

1

2

d

dt

(h6

h1
‖wj‖2L2 +

h5

h3
‖rj‖2L2 + ‖uj‖2

)
+
h2h6

h1

‖wj‖2L2

ν
+ h4

(
µ‖∇uj‖2L2 + (µ+ λ)‖divuj‖2L2

)
+ η‖uj‖2L2

≤C2‖wj‖L2(‖∆̇jS2‖L2 + ‖K1
j ‖L2) + C2‖rj‖L2(‖∆̇jS3‖L2 + ‖K2

j ‖L2)

+ ‖uj‖L2(‖∆̇jS4‖L2 + ‖K3
j ‖L2) + C2‖(wj , rj , uj)‖2L2‖div v‖L∞ . (4.5)

We observe that the left-hand side of (4.5) does not provide any decay information for r. Recovering such
information is our objective in the following lines. Taking the gradient of the second equation in (4.4),
one find that ∇rj verifies

∂t∇rj + h3∇divuj = −∇(v · ∇rj) +∇(∆̇jS3 −K2
j ).

Multiplying this equation with uj , testing the equation of uj from (4.4) with ∇rj and summing up the
results we end up with

d

dt

∫
Rd

(uj · ∇rj) + h5‖∇rj‖2L2

≤h3‖divuj‖2L2 + ‖divuj‖L2‖v · ∇rj‖L2 + h4‖Aµ,λuj‖L2‖∇rj‖L2

+ η‖uj‖L2‖∇rj‖L2 + h6‖∇wj‖L2‖∇rj‖L2 + ‖v · ∇uj‖L2‖∇rj‖L2

+ ‖divuj‖L2(‖∆̇jS3‖L2 + ‖K2
j ‖L2) + ‖∇rj‖L2(‖∆̇jS4‖L2 + ‖K3

j ‖L2). (4.6)

Recall definition of Lj , by combining (4.5) and (4.6) one has

1

2

d

dt
L2
j +

h2h6

h1

‖wj‖2L2

ν
+ h5ε`‖∇rj‖2L2 + η‖uj‖2L2 + h4

(
µ‖∇uj‖2L2 + (µ+ λ)‖divuj‖2L2

)
≤C2‖wj‖L2(‖∆̇jS2‖L2 + ‖K1

j ‖L2) + C2(‖rj‖L2 + ε`‖divuj‖L2)(‖∆̇jS3‖L2 + ‖K2
j ‖L2)

+ (‖uj‖L2 + ε`‖∇rj‖L2)(‖∆̇jS4‖L2 + ‖K3
j ‖L2) + C2‖(wj , rj , uj)‖2L2‖div v‖L∞

+ ε`

(
h3‖divuj‖2L2 + h4‖Aµ,λ uj‖L2‖∇rj‖L2 + η‖uj‖L2‖∇rj‖L2 + h6‖∇wj‖L2‖∇rj‖L2

)
+ ε`(‖divuj‖L2‖v · ∇rj‖L2 + ‖∇rj‖L2‖v · ∇uj‖L2). (4.7)

At this stage, we are ready to estimate the right-hand side of (4.7). Using (4.2) and C1 ≤ 1 ≤ C2, we
have

C2‖wj‖L2(‖∆̇jS2‖L2 + ‖K1
j ‖L2) + C2‖rj‖L2(‖∆̇jS3‖L2 + ‖K2

j ‖L2) + ‖uj‖L2(‖∆̇jS4‖L2 + ‖K3
j ‖L2)

≤C2‖(wj , rj , uj)‖L2 ‖(∆̇jS2, ∆̇jS3, ∆̇jS4, K
1
j , K

2
j , K

3
j )‖L2

≤2C2

C1
Lj ‖(∆̇jS2, ∆̇jS3, ∆̇jS4, K

1
j , K

2
j , K

3
j )‖L2 .

Since ε` ≤ 5
24 , j ≤ 0, we have

C2ε`‖divuj‖L2(‖∆̇jS3‖L2 + ‖K2
j ‖L2) + ε`‖∇rj‖L2(‖∆̇jS4‖L2 + ‖K3

j ‖L2)

≤C2ε`
12

5
‖(uj , rj)‖L2(∆̇jS3, ∆̇jS4, K

2
j , K

3
j )‖L2 ≤

C2

C1
Lj ‖(∆̇jS3, ∆̇jS4, K

2
j , K

3
j )‖L2 .

Obviously, using again (4.2) we obtain

C2‖(wj , rj , uj)‖2L2‖div v‖L∞ ≤
4C2

C2
1

L2
j ‖div v‖L∞ .
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Owing to the fact that j ≤ 0, we use the following inequalities

‖∇uj‖L2 ≤
12

5
‖uj‖L2 , ‖∇rj‖L2 ≤

12

5
‖rj‖L2 , ‖∇wj‖L2 ≤

12

5
‖wj‖L2 , (4.8)

and Young’s inequality to write

ε`h3‖divuj‖2L2 ≤ ε`h3(
12

5
)2‖uj‖2L2 ≤ 6h3ε`‖uj‖2L2 ,

ε`η‖uj‖L2‖∇rj‖L2 ≤
8η2

h5
ε`‖uj‖2L2 +

h5

8
ε`‖∇rj‖2L2 ,

ε`h6‖∇wj‖L2‖∇rj‖L2 ≤
8h2

6

h5
ε`‖∇wj‖2L2 +

h5

8
ε`‖∇rj‖2L2

≤ 48h2
6

h5
ε`‖wj‖2L2 +

h5

8
ε`‖∇rj‖2L2 .

Using once more (4.2) and ε` ≤ 5
24 , we arrive at

ε`‖divuj‖L2‖v · ∇rj‖L2 ≤ ε`(
12

5
)2‖uj‖L2‖rj‖L2‖v‖L∞ ≤

5

C2
1

L2
j ‖v‖L∞ ,

ε`‖∇rj‖L2‖v · ∇uj‖L2 ≤ ε`(
12

5
)2‖uj‖L2‖rj‖L2‖v‖L∞ ≤

5

C2
1

L2
j ‖v‖L∞ .

Similar arguments lead to the following estimate:

‖Aµ,λ uj‖L2 ≤
12

5
µ‖∇uj‖L2 +

12

5
(µ+ λ)‖divuj‖L2 ,

then, using the fact that 0 ≤ max{µ, µ+ λ} ≤ ν, we readily have

‖Aµ,λ uj‖2L2 ≤ 12 ν (µ‖∇uj‖2L2 + (µ+ λ)‖divuj‖2L2),

and thus

ε`h4‖Aµ,λ uj‖L2‖∇rj‖L2 ≤ ε`(
8

h5
h2

4‖Aµ,λ uj‖2L2 +
h5

8
‖∇rj‖2L2)

≤ 96h2
4ν

h5
ε`
(
µ‖∇uj‖2L2 + (µ+ λ)‖divuj‖2L2

)
+
h5

8
ε`‖rj‖2L2 .

Inserting above estimates into (4.7) we are led to

1

2

d

dt
L2
j + (

h2h6

c1
− 48h2

6

h5
νε`)
‖wj‖2L2

ν
+
h5

2
εl‖∇rj‖2L2 + (η − 6h3ε` −

8η2

h5
ε`)‖uj‖2L2

+(h4 −
96h2

4ν

h5
ε`) (µ‖∇uj‖2L2 + (µ+ λ)‖divuj‖2L2)

≤3C2

C1
Lj ‖(∆̇jS2, ∆̇jS3, ∆̇jS4, K

1
j , K

2
j , K

3
j )‖L2 +

14C2

C2
1

L2
j

(
‖div v‖L∞ + ‖v‖L∞

)
. (4.9)

Let us choose ε` > 0 such that

ε` ≤ min{ 5h5

24h3
,

5

24
},

h2h6

2h1
≤ h2h6

h1
− 48h2

6

h5
νε`,
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η

2
≤ η − 6h3ε` −

8η2

h5
ε`,

h4

2
≤ h4 −

96h2
4

h5
νε`

for example one may take

ε` =
1

192
min{h5

h3
, 1,

h2h5

h1h6 ν
,

h5η

h3h5 + η2
,
h5

h4 ν
}.

Under the consideration of such ε`, we further define

κ :=
1

4
min{h2h6

h1 ν
, h5 ε`, η} (≥ min{ h2h6

2h1 ν
,
h5ε`

2
(
5

6
)2,

η

2
}). (4.10)

Combining the fact that
5

6
2j‖rj‖L2 ≤ ‖∇rj‖L2 , the fact that for all j ≤ 0, 22j‖(wj , uj)‖2L2 ≤ ‖(wj , uj)‖2L2 ,

and (4.2), one is able to rewrite (4.9) as

1

2

d

dt
L2
j +

κ

4C2
2

22j L2
j

≤3C2

C1
Lj ‖(∆̇jS2, ∆̇jS3, ∆̇jS4, K

1
j , K

2
j , K

3
j )‖L2 +

14C2

C2
1

L2
j

(
‖div v‖L∞ + ‖v‖L∞

)
. (4.11)

Owing to Proposition 2.1 we know that the product is continuous from (notice that s1 ∈ (−d
2 ,

d
2 − 1])

B
d
2 ×Bs1 to Bs1 and B

d
2
−1 ×Bs1+1 to Bs1 (4.12)

Then, using the commutator estimate (2.4) and (4.12), we obtain that (notice that s1 ≤ s2 − 1)

‖K1
j ‖L2 ≤ C2−s1jqj

(
‖∇v‖

B
d
2
‖∇w‖Bs1−1 + ‖H1 divu‖Bs1 +

1

ν
‖H2w‖Bs1

)
≤ C2−s1jqj

(
‖v‖

B
d
2+1‖w‖Bs1 + ‖H1‖

B
d
2
‖u‖Bs1+1 + ‖H2‖

B
d
2
‖w
ν
‖Bs1

)
‖K2

j ‖L2 ≤ C2−s1jqj

(
‖∇v‖

B
d
2
‖∇r‖Bs1−1 + ‖H3 divu‖Bs1

)
≤ C2−s1jqj

(
‖v‖

B
d
2+1‖r‖Bs1 + ‖H3‖

B
d
2
‖u‖Bs1+1

)
.

The term ∆̇j(H5∇r) appearing in K3
j deserves some particular attention. Using (4.12) we observe

that the product maps

B
d
2

+1+s1−s2 ×Bs2−1 ↪→ Bs1 ( note that
d

2
+ 1 + s1 − s2 ≤

d

2
),

and we infer that

‖∆̇j(H5∇r)‖L2 ≤ C2−s1jqj

(
‖H5∇r`‖Bs1 + ‖H5∇rh‖Bs1

)
≤ C2−s1jqj

(
‖H5‖

B
d
2−1‖∇r`‖Bs1+1 + ‖H5‖

B
d
2+1+s1−s2

‖∇rh‖Bs2−1

)
≤ C2−s1jqj

(
‖H5‖

B
d
2−1‖r‖`Bs1+2 + ‖H5‖

B
d
2+1+s1−s2

‖r‖hBs2
)
. (4.13)

In conclusion, using once more the commutator estimate (2.4) and (4.12), we obtain

‖K3
j ‖L2 ≤ C2−s1jqj

(
‖v‖

B
d
2+1‖u‖Bs1 + ‖H4‖

B
d
2
‖Aµ,λu‖Bs1 + ‖H6‖

B
d
2
‖∇w‖Bs1
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+ (‖H5‖
B
d
2−1‖r‖`Bs1+2 + ‖H5‖

B
d
2+1+s1−s2

‖r‖hBs2 )
)
.

Define L`j = 2s1j Lj . Recall assumption (3.19) and by interpolation, we write (notice that ν < 1)

2s1j‖(K1
j ,K

1
j ,K

3
j )‖L2

≤Cqj
(
‖∇v‖

B
d
2
‖(w, r, u)‖Bs1 + c0

(
‖w
ν
‖Bs1 + ‖w‖Bs1+1 + ‖u‖Bs1+1 + ‖Aµ,λ u‖Bs1 + ‖r‖`Bs1+2 + ‖r‖hBs2

))
≤CK‖∇v‖

B
d
2
L`j + C‖∇v‖

B
d
2

(
qj‖(w, r, u)‖Bs1 −KL`j

)
+ Cc0 qj

(
‖w
ν
‖Bs1 + ‖(w, u)‖Bs1+1 + ‖Aµ,λ u‖Bs1 + ‖r‖`Bs1+2 + ‖r‖hBs2

)
where K is a positive large constant to be fixed later.

Applying Lemma A.1 from the Appendix, we get

L`j(t) + κ 22j

∫ t

0
L`j(τ)

≤ exp
(CKC2

2

C2
1

V (t)
){
L`j(0) +

∫ t

0
qj(τ)

(
‖(S2, S3, S4)(τ)‖Bs1

+ ‖∇v(τ)‖
B
d
2

(
qj ‖(w, r, u)(τ)‖Bs1 −KL`j(τ)

))
+

∫ t

0
c0

(
‖w
ν
‖`Bs1 + ‖w

ν
‖hBs2−1 + ‖u‖Bs1+1 + ‖Aµ,λ u‖Bs1 + ‖r‖`Bs1+2 + ‖r‖hBs2

)}
Note that L`j(t) may be replaced by sup[0,t] L`j(τ) on the left-hand side of above inequality. Thanks to

(4.2) and after summation on j ≤ 0, we conclude that

‖(w,r, u)‖`
L̃∞t (Bs1 )

+ κ ‖(w, r, u)‖`L1
t (B

s1+2)

≤ exp
(CKC2

2

C2
1

V (t)
){
‖(w0, r0, u0)‖`Bs1 +

∫ t

0
‖∇v(τ)‖

B
d
2

(
‖(w, r, u)(τ)‖Bs1 −K

∑
j≤0

L`j(τ)
)

+

∫ t

0

(
‖(S2, S3, S4)(τ)‖Bs1 + c0

(
‖w
ν
‖Bs1 + ‖(w, u)‖Bs1+1 + ‖Aµ,λ u‖Bs1 + ‖r‖`Bs1+2 + ‖r‖hBs2

))}
.

(4.14)

4.2 High frequencies analysis

Throughout this part, we shall suppose that j > 0. First of all, recall the definitions of C1, C2 from (4.3)
and notice that the assumptions (3.18), (3.19) ensure that

1

2
hi ≤ hi +Hi ≤

3

2
hi i = 1, · · · , 6, (4.15)

C1

3
≤ h6

3h1
≤ h6 +H6

h1 +H1
≤ 3h6

h1
≤ 3C2,

C1

3
≤ h5

3h3
≤ h5 +H5

h3 +H3
≤ 3h5

h3
≤ 3C2, (4.16)

and

‖∇
(h6 +H6

h1 +H1

)
‖L∞t,x + ‖∇

(h5 +H5

h3 +H3

)
‖L∞t,x ≤ 6c0

h1 + h6

h2
1

+ 6c0
h5 + h3

h2
3

≤ C3c0, (4.17)

‖∂t
(h6 +H6

h1 +H1

)
(t)‖L∞x + ‖∂t

(h5 +H5

h5 +H3

)
(t)‖L∞x ≤

(
6
h1 + h6

h2
1

+ 6
h5 + h3

h2
3

)
‖(∂tH1, ∂tH3, ∂tH5, ∂tH6)(t)‖L∞x
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≤ C3H(t) (4.18)

with C3 := 6
h1 + h6

h2
1

+ 6
h5 + h3

h2
3

.

Using spectral localization properties, we have

2−2j‖∇rj‖L2 ≤
12

5
2−j‖rj‖L2 ≤

24

5
‖rj‖L2 ,

thus we easily obtain that as soon as εh ≤ min{ 5h5

144h3
,

5

48
}, (4.1) is satisfied in the following way

C2
1

9
‖(wj , rj , uj)‖2L2 ≤ L2

j (t) ≤ 4C2
2‖(wj , rj , uj)(t)‖2L2 . (4.19)

Indeed, one has

L2
j =

∫
Rd

(h6 +H6

h1 +H1
w2
j +

h5 +H5

h3 +H3
r2
j + |uj |2 + 2εh2−2juj · ∇rj

)
≥ h6

3h1
‖wj‖2L2 +

h5

3h3
‖rj‖2L2 + ‖uj‖2 −

24

5
εh(‖uj‖2L2 + ‖rj‖2L2)

≥ min{ h6

6h1
,
h5

6h3
,
1

6
}‖(wj , rj , uj)‖L2 ≥

C2
1

9
‖(wj , rj , uj)‖2L2

and

L2
j ≤

3h6

h1
‖wj‖2L2 +

3h5

h3
‖rj‖2L2 + ‖uj‖2 +

24

5
εl(‖uj‖2L2 + ‖rj‖2L2) ≤ 4C2

2‖(wj , rj , uj)‖2L2 .

Slightly different from (4.4), after applying the operator ∆̇j to the three equations of (3.17), page 12,
we write that

∂twj + v · ∇wj + (h1 +H1) div uj + (h2 +H2)
wj
ν

= ∆̇jS2 + T 1
j ,

∂trj + v · ∇rj + (h3 +H3) div uj = ∆̇jS3 + T 2
j ,

∂tuj + v · ∇uj − (h4 +H4)Aµ,λuj + η uj + (h5 +H5)∇rj + (h6 +H6)∇wj = ∆̇jS4 + T 3
j ,

(4.20)

where T 1
j , T

2
j , T

3
j are commutators defined by

T 1
j = [v, ∆̇j ]∇w + [H1, ∆̇j ] div u+

1

ν
[H2, ∆̇j ]w,

T 2
j = [v, ∆̇j ]∇r + [H3, ∆̇j ] div u,

T 3
j = [v, ∆̇j ]∇u− [H4, ∆̇j ]Aµ,λu+ [H5, ∆̇j ]∇r + [H6, ∆̇j ]∇w.

Now, multiplying the first equation of (4.20) with
h6 +H6

h1 +H1
wj and the second equation with

h5 +H5

h3 +H3
rj ,

we get from (4.15)-(4.18) that

1

2

d

dt

∫
Rd

h6 +H6

h1 +H1
w2
j +

h2h6

6h1

‖wj‖2L2

ν
+

∫
Rd

(h6 +H6)wj divuj

≤1

2

∫
Rd

{
w2
j ∂t

(h6 +H6

h1 +H1

)
+
h6 +H6

h1 +H1
w2
j div v + w2

j v · ∇
(h6 +H6

h1 +H1

)
+ 2(∆̇jS2 + T 1

j )
h6 +H6

c1 +H1
wj

}
≤‖wj‖2L2

{∥∥∥∂t(h6 +H6

h1 +H1

)∥∥∥
L∞

+
∥∥∥h6 +H6

h1 +H1

∥∥∥
L∞
‖div v‖L∞ +

∥∥∥∇(h6 +H6

h1 +H1

)∥∥∥
L∞
‖v‖L∞

}
+ ‖wj‖L2

∥∥∥h6 +H6

h1 +H1

∥∥∥
L∞

(‖∆̇jS2‖L2 + ‖T 1
j ‖L2)
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≤‖wj‖2L2

(
C3H(t) + 3C2‖div v‖L∞ + C3c0‖v‖L∞

)
+ 3C2‖wj‖L2(‖∆̇jS2‖L2 + ‖T 1

j ‖L2)

and

1

2

d

dt

∫
Rd

h5 +H5

h3 +H3
r2
j +

∫
Rd

(h5 +H5)rj divuj

=
1

2

∫
Rd

{
r2
j ∂t

(h5 +H5

h3 +H3

)
+
h5 +H5

h3 +H3
r2
j div v + r2

j v · ∇
(h5 +H5

h3 +H3

)
+ 2(∆̇jS3 + T 2

j )
h5 +H5

h3 +H3
rj

}
≤‖rj‖2L2

{∥∥∥∂t(h5 +H5

h3 +H3

)∥∥∥
L∞

+
∥∥∥h3 +H5

h3 +H3

∥∥∥
L∞
‖div v‖L∞ +

∥∥∥∇(h5 +H5

h3 +H3

)∥∥∥
L∞
‖v‖L∞

}
+ ‖rj‖L2

∥∥∥h5 +H5

h3 +H3

∥∥∥
L∞

(‖∆̇jS3‖L2 + ‖T 2
j ‖L2)

≤‖rj‖2L2

(
C3H(t) + 3C2‖div v‖L∞ + C3c0‖v‖L∞

)
+ 3C2‖rj‖L2(‖∆̇jS3‖L2 + ‖T 2

j ‖L2).

Multiplying the velocity equation with uj and observing that

−
∫
Rd

(h4 +H4)Aµ,λuj · uj = µ

∫
Rd
∇uj : ∇

(
(h4 +H4)uj

)
+ (µ+ λ)

∫
Rd

divuj div
(
(h4 +H4)uj

)
≥h4

2
µ‖∇uj‖2L2 +

h4

2
(µ+ λ)‖divuj‖2L2

− (µ‖∇uj‖L2 + (µ+ λ)‖divuj‖L2)‖uj‖L2‖∇H4‖L∞ ,

we get that

1

2

d

dt
‖uj‖2L2 +

h4

2
µ‖∇uj‖2L2 +

h4

2
(µ+ λ)‖divuj‖2L2 + η ‖uj‖2L2

−
∫
Rd

(h6 +H6)wj divuj + (h5 +H5)rj divuj

≤
∫
Rd

{
|uj |2 div v + (∆̇jS4 + T 3

j )uj + wj uj · ∇H6 + rj uj · ∇H5

}
+ (µ‖∇uj‖L2 + (µ+ λ)‖divuj‖L2)‖uj‖L2‖∇H4‖L∞

≤‖uj‖2L2‖div v‖L∞ + ‖uj‖L2(‖∆̇jS
4‖L2 + ‖T 3

j ‖L2 + ‖wj‖L2‖∇H6‖L∞ + ‖rj‖L2‖∇H5‖L∞)

+ (µ‖∇uj‖L2 + (µ+ λ)‖divuj‖L2)‖uj‖L2‖∇H4‖L∞

≤‖uj‖2L2‖div v‖L∞ + c0‖uj‖L2

(
‖wj‖L2 + ‖rj‖L2 + µ‖∇uj‖L2 + (µ+ λ)‖divuj‖L2

)
+ ‖uj‖L2(‖∆̇jS

4‖L2 + ‖T 3
j ‖L2).

Summing up the resulting inequalities together, we obtain

1

2

d

dt

∫
Rd

(h6 +H6

h1 +H1
w2
j +

h5 +H5

h3 +H3
r2
j + |uj |2

)
+
h2h6

6h1

‖wj‖2L2

ν
+ η ‖uj‖2L2

+
h4

2
µ‖∇uj‖2L2 +

h4

2
(µ+ λ)‖divuj‖2L2

≤‖(wj , rj , uj)‖2L2

(
C3H(t) + 3C2‖div v‖L∞ + C3h0‖v‖L∞

)
+ 3C2‖wj‖L2(‖∆̇jS2‖L2 + ‖T 1

j ‖L2)

+ 3C2‖rj‖L2(‖∆̇jS3‖L2 + ‖T 2
j ‖L2) + ‖uj‖L2(‖∆̇jS4‖L2 + ‖T 3

j ‖L2)

+ c0‖uj‖L2

(
‖wj‖L2 + ‖rj‖L2 + µ‖∇uj‖L2 + (µ+ λ)‖divuj‖L2

)
. (4.21)

Observe that the left-hand side of (4.21) does not encode any decay properties for r. For this, take
into account that ∇rj verifies

∂t∇rj +∇ (v · ∇rj) +∇ ((h3 +H3) div uj) = ∇(∆̇jS3 + T 2
j ). (4.22)
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Hence multiplying this equation with uj , testing the equation of uj from (4.20) with ∇rj and summing
up the results we end up with

d

dt

∫
Rd

(uj · ∇rj) + h5‖∇rj‖2L2

=

∫
Rd

{
v · ∇rj div uj + (h3 +H3) |div uj |2 − (v · ∇uj) · ∇rj + (h4 +H4)Aµ,λuj · ∇rj

− η uj · ∇rj − (h6 +H6)∇wj · ∇rj − (∆̇jS3 + T 2
j ) divuj + (∆̇jS4 + T 3

j ) · ∇rj −H5|∇rj |2
}

≤2‖v‖L∞‖∇rj‖L2‖divuj‖L2 + (h3 + ‖H3‖L∞)‖divuj‖2L2 + (h4 + ‖H4‖L∞)‖Aµ,λuj‖L2‖∇rj‖L2

+ η ‖uj‖L2‖∇rj‖L2 + (h6 + ‖H6‖L∞)‖∇wj‖L2‖∇rj‖L2 + (‖∆̇jS3‖L2 + ‖T 2
j ‖L2)‖divuj‖L2

+ (‖∆̇jS4‖L2 + ‖T 3
j ‖L2)‖∇rj‖L2 +

h5

2
‖∇rj‖2L2 . (4.23)

Using the spectral localization of rj , uj and εh ≤ 5
48 , we have

εh2−2j2‖v‖L∞‖∇rj‖L2‖divuj‖L2 ≤ 2εh(
12

5
)2‖v‖L∞‖rj‖L2‖uj‖L2

≤ ‖v‖L∞(‖rj‖2L2 + ‖uj‖2L2).

Using Young’s inequality and (4.15), we have

εh2−2j(h3 + ‖H3‖L∞)‖divuj‖2L2 ≤ εh(
12

5
)2 3h3

2
‖uj‖2L2 ≤ 9h3εh‖uj‖2L2 ,

εh2−2j(h6 + ‖H6‖L∞)‖∇wj‖L2‖∇rj‖L2 ≤ εh2−2j 3h6

2
‖∇wj‖L2‖∇rj‖L2

≤ εh2−2j(
h5

16
‖∇rj‖L2 +

16

h5
(
3h6

2
)2‖∇wj‖2L2)

≤ εh2−2j h5

16
‖∇rj‖L2 + 256

h2
6

h5
εh‖wj‖2L2 .

Moreover, taking into account that max{µ, µ+ λ} ≤ ν we obtain that

εh2−2j(h4 + ‖H4‖L∞)‖Aµ,λuj‖L2‖∇rj‖L2

≤εh2−j
3h4

2

12

5
(µ‖∇uj‖L2 + (µ+ λ)‖divuj‖L2)‖∇rj‖L2

≤εh2−2j h5

16
‖∇rj‖2L2 + εh

16

h5
(
3h4

2

12

5
)2(µ‖∇uj‖L2 + (µ+ λ)‖divuj‖L2)2

≤2−2j h5

16
εh‖∇rj‖2L2 + 512

h2
4

c5
νεh(µ‖∇uj‖2L2 + (µ+ λ)‖divuj‖2L2).

As j ≥ −1, we use the following rough inequalities:

εh2−2jη ‖uj‖L2‖∇rj‖L2 ≤ εh2−2j(
16η2

h5
‖uj‖2L2 +

h5

16
‖∇rj‖2L2)

≤ 2−2j h5

16
εh‖∇rj‖2L2 +

64η2

h5
εh‖uj‖2L2 ,

εh2−2j(‖∆̇jS3‖L2 + ‖T 2
j )‖L2)‖divuj‖L2 ≤ εh2−2j 12

5
2j(‖∆̇jS3‖L2 + ‖T 2

j )‖L2)‖uj‖L2

≤ 24

5
εh‖uj‖L2(‖∆̇jS3‖L2 + ‖T 2

j )‖L2),

εh2−2j(‖∆̇jS4‖L2 + ‖T 3
j )‖L2)‖∇rj‖L2 ≤ εh2−2j 12

5
2j(‖∆̇jS4‖L2 + ‖T 3

j )‖L2)‖rj‖L2
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≤ 24

5
εh‖rj‖L2(‖∆̇jS4‖L2 + ‖T 3

j )‖L2).

Inserting the above estimates into (4.23), one has

εh2−2j
( d
dt

∫
Rd

(uj · ∇rj) +
h5

4
‖∇rj‖2L2

)
≤‖v‖L∞(‖rj‖2L2 + ‖uj‖2L2) + 256

h2
6

h5
εh‖wj‖2L2 + (9h3εh +

64η2

h5
εh)‖uj‖2L2

+
24

5
εh‖uj‖L2(‖∆̇jS3‖L2 + ‖T 2

j )‖L2) +
24

5
εh‖rj‖L2(‖∆̇jS4‖L2 + ‖T 3

j )‖L2)

+ 512
h2

4

h5
νεh(µ‖∇uj‖2L2 + (µ+ λ)‖divuj‖2L2). (4.24)

Remembering the definition of Lj , summing up (4.21) and (4.24) and keeping in mind that εh ≤ 5
48 ,

we obtain

1

2

d

dt
L2
j + (

h2h6

6h1
− 256

h2
6

h5
νεh)

‖wj‖2L2

ν
+ 2−2j h5

4
εh‖∇rj‖2L2 + (η − 9h3εh −

64η2

h5
εh)‖uj‖2L2

+ (
h4

2
− 512

h2
4

h5
νεh)

(
µ‖∇uj‖2L2 + (µ+ λ)‖divuj‖2L2

)
≤ ‖(wj , rj , uj)‖2L2

(
C3H(t) + 3C2‖div v‖L∞ + (C3c0 + 1)‖v‖L∞

)
+ c0‖uj‖L2

(
‖wj‖L2 + ‖rj‖L2 + µ‖∇uj‖L2 + (µ+ λ)‖divuj‖L2

)
+ 3C2‖(wj , rj , uj)‖L2‖∆̇jS2, ∆̇jS3, ∆̇jS4, T

1
j , T

2
j , T

3
j )‖L2 . (4.25)

Let us choose εh > 0 such that

εh ≤ min{ 5h5

144h3
,

5

48
},

h2h6

12h1
≤ h2h6

6c1
− 256

h2
6

h5
νεh,

η

2
≤ η − 9h3εh −

64η2

h5
εh,

h4

4
≤ h4

2
− 512

h2
4

c5
νεh,

for example one may take

εh =
1

3072
min

{h5

h3
, 1,

h2h5

h1h6 ν
,

h5η

h3h5 + η2
,
h5

h4 ν

}
.

Comparing to ε` which has been defined in the previous part, we see that 1
16ε` ≤ εh ≤ ε`. Thus, one has

2−2j h5
4 εh‖∇rj‖

2
L2 ≥ h5

256ε`‖rj‖
2
L2 . We now update the definition of κ in (4.10) by

κ :=
1

256
min{h2h6

h1 ν
, h5 ε`, η} (≥ min{ h2h6

12h1 ν
,
h5

256
ε`,

η

2
}). (4.26)

Then using (4.19) we are able to rewrite (4.25) as

1

2

d

dt
L2
j +

κ

4C2
2

L2
j ≤

9

C2
1

L2
j

(
C3H(t) + 3C2‖div v‖L∞ + (C3c0 + 1)‖v‖L∞

)
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+
3h0

C1
Lj
(
‖wj‖L2 + ‖uj‖L2 + µ‖∇uj‖L2 + (µ+ λ)‖divuj‖L2

)
+

3C2

C1
Lj ‖∆̇jS2, ∆̇jS3, ∆̇jS4, T

1
j , T

2
j , T

3
j )‖L2 . (4.27)

Now, we start to estimate T 1
j , T

2
j , T

3
j , which require some particular attention. For example, the term

[H5, ∆̇j ]∇r in T 3
j . We write

[H5, ∆̇j ]∇r = [H5, ∆̇j ]∇r`j + [H5, ∆̇j ]∇rh

and by Proposition 2.2, we have

2s2j ‖[H5, ∆̇j ]∇rh‖L2 ≤ Cqj‖∇H5‖
B
d
2
‖∇rh‖Bs2−1 ≤ Cqj‖∇H5‖

B
d
2
‖r‖hBs2 ,

2s2j ‖[H5, ∆̇j ]∇r`‖L2 ≤ 2( d
2

+1)j ‖[H5, ∆̇j ]∇r`‖L2

≤ Cqj‖∇H5‖
B
d
2
‖∇r`‖

B
d
2
≤ Cqj‖∇H5‖

B
d
2
‖r‖`Bs1+2 .

Above, the conditions that

s1 + 2, s2 ≤
d

2
+ 1

are crucial. The other terms can be estimated using similar argument, we thus obtain

‖T 1
j ‖L2 ≤ C2−s2jqj

(
‖∇v‖

B
d
2
‖∇w‖Bs2−1 + ‖∇H1‖

B
d
2
‖divu‖Bs2−1 + ‖∇H2‖

B
d
2
(‖w
ν
‖`Bs1+1 + ‖w

ν
‖hBs2−1)

)
,

‖T 2
j ‖L2 ≤ C2−s2jqj

(
‖∇v‖

B
d
2
‖∇r‖Bs2−1 + ‖∇H3‖

B
d
2
‖divu‖Bs2−1

)
and

‖T 3
j ‖L2 ≤C2−s2jqj

(
‖∇v‖

B
d
2
‖∇u‖Bs2−1 + ‖∇H4‖

B
d
2
‖Aµ,λu‖Bs2−1 + ‖∇H5‖

B
d
2
(‖r‖`Bs1+2 + ‖r‖hBs2 )

+ ‖∇H6‖
B
d
2
‖∇w‖Bs2−1

)
.

Thanks to smallness assumption (3.19), we gather that

2s2j‖(T 1
j , T

2
j , T

3
j )‖L2

≤ Cqj‖∇v‖
B
d
2
‖(w, r, u)‖Bs2 + Cc0 qj

(
‖(w, u)‖Bs2 + ‖( 1

ν
w, Aµ,λ u)‖Bs2−1 + (‖r‖`Bs1+2 + ‖r‖hBs2 )

)
≤ CK2s2jLj‖∇v‖

B
d
2

+ C‖∇v‖
B
d
2

(
qj‖(w, r, u)‖Bs2 −K2s2jLj

)
+ Cc0 qj

(
‖(w, u)‖Bs2 + ‖Aµ,λ u‖Bs2−1 + (‖w

ν
‖`Bs1+1 + ‖w

ν
‖hBs2−1) + (‖r‖`Bs1+2 + ‖r‖hBs2 )

)
.

Define Lhj = 2s2jLj , and use Gronwall’s Lemma which implies that

Lhj (t) +
κ

4C2
2

∫ t

0
Lhj (τ)

≤ exp
(CKC2

2

C2
1

(
C3(H(t) + V (t)) + V (t)

))
{
Lhj (0) +

∫ t

0
qj(τ)

(
‖(S2, S3, S4)(τ)‖Bs2 + ‖∇v(τ)‖

B
d
2

(
qj ‖(w, r, u)(τ)‖Bs2 −KLhj (τ)

))
+

∫ t

0
c0

(
‖(w, u)‖Bs2 + ‖Aµ,λ u‖Bs2−1 + (‖w

ν
‖`Bs1+1 + ‖w

ν
‖hBs2−1) + (‖r‖`Bs1+2 + ‖r‖hBs2 )

)}
.
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Note that Lhj (t) may be replaced by sup[0,t] Lhj (τ) on the left-hand side of above inequality. Thanks
to (4.19), we conclude after summation over j ≥ −1, that

‖(w, r,u)‖h
L̃∞t (Bs2 )

+ κ ‖(w, r, u)‖hL1
t (B

s2 )

≤ exp
(CKC2

2

C2
1

(
C3(H(t) + V (t)) + V (t)

))
{
‖(w0, r0, u0)‖hBs2 +

∫ t

0

(
‖(S2, S3, S4)(τ)‖Bs2 + ‖∇v(τ)‖

B
d
2

(
‖(w, r, u)(τ)‖Bs2 −K

∑
j≥−1

Lhj (τ)
))

+ c0

∫ t

0

(
‖(w, u)‖Bs2 + ‖Aµ,λ u‖Bs2−1 + (‖w

ν
‖`Bs1+1 + ‖w

ν
‖hBs2−1) + (‖r‖`Bs1+2 + ‖r‖hBs2 )

)}
.

(4.28)

We are now going to show that inequalities (4.14) and (4.28) entails a decay for w and u. In fact, one
finds from (4.2) and (4.19) that∫ t

0
‖∇v(τ)‖

B
d
2

(
‖(w, r, u)(τ)‖Bs1 −K

∑
j≤0

L`j(τ)
)

+

∫ t

0
‖∇v(τ)‖

B
d
2

(
‖(w, r, u)(τ)‖Bs2 −K

∑
j≥−1

Lhj (τ)
)

≤
∫ t

0
‖∇v(τ)‖

B
d
2

(
‖(w, r, u)(τ)‖Bs1∩Bs2 −

C1K

3

(∑
j≤0

2s1j‖(wj , rj , uj)‖L2 +
∑
j≥−1

2s2j‖(wj , rj , uj)‖L2

)
≤
∫ t

0
‖∇v(τ)‖

B
d
2

(
‖(w, r, u)(τ)‖Bs1∩Bs2 −

C1K

6

(
‖(w, r, u)(τ)‖Bs1 + ‖(w, r, u)(τ)‖Bs2

)
≤ 0

when we choose K =
12

C1
. Thus, we conclude from summing up (4.14) and (4.28) that

‖(w, r, u)‖`
L̃∞t (Bs1 )

+ ‖(w, r, u)‖h
L̃∞t (Bs2 )

+ κ
(
‖(w, r, u)‖`L1

t (B
s1+2) + ‖(w, r, u)‖hL1

t (B
s2 )

)
≤ exp

(CC2
2

C2
1

(
C3H(t) + max{C3, 1}V (t)

))
{
‖(w0, r0, u0)‖`Bs1 + ‖(w0, r0, u0)‖hBs2 +

∫ t

0
‖(S2, S3, S4)(τ)‖Bs1∩Bs2

+ c0

∫ t

0

(
(‖w
ν
‖Bs1∩Bs2−1 + ‖Aµ,λ u‖Bs1∩Bs2−1 + ‖(w, u)‖Bs1+1∩Bs2 + (‖r‖`Bs1+2 + ‖r‖hBs2 )

)}
.

(4.29)

4.3 The damping effects and estimation for time derivatives

We will now recover uniform estimates concerning the decay and time derivatives of our solutions. We
have the following lemma.

Lemma 4.1 Under the hypotheses in Proposition 3.1 then∫ t

0
(‖(∂tw,

w

ν
)‖`Bs1 + ‖(∂tw,

w

ν
)‖hBs2−1) +

∫ t

0
(‖(∂tu, u, ηu, ∂tr)‖`Bs1+1 + ‖(∂tu, ηu, ∂tr)‖hBs2−1)

+

∫ t

0
(‖µ∆u, (µ+ λ)∇divu‖`Bs1+1 + ‖µ∆u, (µ+ λ)∇divu‖hBs2−1)

≤ C
(
‖(w0, r0, u0)‖Bs1∩Bs2 +

∫ t

0
‖(v,∇v)‖

B
d
2
‖(w, r, u)‖Bs1∩Bs2 +

∫ t

0
‖(S2, S3, S4)‖Bs1∩Bs2

+

∫ t

0
(‖r‖`Bs1+2 + ‖(w, r, u)‖hBs2 )

)
. (4.30)
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Proof. Let us first look at the equation of w in System (3.17), which reads

∂tw + v · ∇w +
h2

ν
w = −1

ν
H2w − (h1 +H1) divu+ S2.

We infer from Proposition A.2 (take r1 = s1, r2 = s2 − 1) that

‖w(t)‖`Bs1 +
h2

ν

∫ t

0
‖w(τ)‖`Bs1 ≤ ‖w0‖`Bs1 + C

∫ t

0
‖v(τ)‖

B
d
2
‖w‖Bs1+1

+

∫ t

0

(
‖1

ν
H2w‖`Bs1 + ‖(h1 +H1) divu‖`Bs1 + ‖S2‖`Bs1

)
and

‖w(t)‖hBs2−1 +
h2

ν

∫ t

0
‖w(τ)‖hBs2−1 ≤ ‖w0‖hBs2−1 + C

∫ t

0
‖∇v‖

B
d
2
‖w‖Bs2−1

+

∫ t

0

(
‖1

ν
H2w‖hBs2−1 + ‖(h1 +H1) divu‖hBs2−1 + ‖S2‖hBs2−1

)
.

By assumption (3.19) and s1 ≤ s2 − 1, one has

1

ν
‖H2w‖`Bs1 ≤

C

ν
‖H2‖

B
d
2
‖w‖Bs1 ≤

Cc0

ν
(‖w‖`Bs1 + ‖w‖hBs2−1),

‖(h1 +H1)divu‖`Bs1 ≤ C(h1 + ‖H1‖
B
d
2
)‖u‖Bs1+1 ,

1

ν
‖H2w‖hBs2−1 ≤

C

ν
‖H2‖

B
d
2
‖w‖Bs2−1 ≤

Cc0

ν
(‖w‖`Bs1 + ‖w‖hBs2−1),

‖(h1 +H1)divu‖hBs2−1 ≤ C(h1 + ‖H1‖
B
d
2
)‖u‖Bs2 .

Assuming that c0 ≤ h2
2C , we conclude that

‖w(t)‖`Bs1 + ‖w(t)‖hBs2−1 +
h2

2ν

∫ t

0
(‖w(τ)‖`Bs1 + ‖w(τ)‖hBs2−1)

≤ ‖w0‖`Bs1 + ‖w0‖hBs2−1 + C

∫ t

0
(‖v‖

B
d
2
‖w‖Bs1+1 + ‖∇v‖

B
d
2
‖w‖Bs2−1)

+ C

∫ t

0
(‖u‖Bs1+1 + ‖u‖Bs2 ) + C

∫ t

0
(‖S2‖`Bs1 + ‖S2‖hBs2−1) . (4.31)

The estimate of the time derivative comes readily from the equation of w, we have∫ t

0
(‖∂tw‖`Bs1 + ‖∂tw‖hBs2−1)

≤
∫ t

0

(
‖v · ∇w‖`Bs1 + ‖(h2 +H2)

w

ν
‖`Bs1 + ‖(h1 +H1)divu‖`Bs1 + ‖S2‖`Bs1

+ ‖v · ∇w‖hBs2−1 + ‖(h2 +H2)
w

ν
‖hBs2−1 + ‖(h1 +H1)divu‖hBs2−1 + ‖S2‖hBs2−1

)
≤ C

∫ t

0

(
‖v‖

B
d
2
‖w‖Bs1+1∩Bs2 + (‖w

ν
‖`Bs1 + ‖w

ν
‖hBs2−1) + ‖u‖Bs1+1∩Bs2 + (‖S2‖`Bs1 + ‖S2‖hBs2−1)

)
.

This combined with (4.31) implies that

‖w(t)‖`Bs1 + ‖w(t)‖hBs2−1 +
h2

4ν

∫ t

0
(‖w(τ)‖`Bs1 + ‖w(τ)‖hBs2−1) +

h2

4C

∫ t

0
(‖∂tw‖`Bs1 + ‖∂tw‖hBs2−1)
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≤ ‖w0‖`Bs1 + ‖w0‖hBs2−1 + C

∫ t

0
(‖v‖

B
d
2
‖w‖Bs1∩Bs2 + ‖∇v‖

B
d
2
‖w‖Bs2−1)

+ C

∫ t

0

(
‖u‖Bs1+1∩Bs2 + (‖S2‖`Bs1 + ‖S2‖hBs2−1)

)
,

which further gives

h2

4ν

∫ t

0
(‖w(τ)‖`Bs1 + ‖w(τ)‖hBs2−1) +

h2

4C

∫ t

0
(‖∂tw‖`Bs1 + ‖∂tw‖hBs2−1)

≤ ‖w0‖`Bs1 + ‖w0‖hBs2 + C

∫ t

0
‖(v,∇v)‖

B
d
2
‖w‖Bs1∩Bs2

+ C

∫ t

0

(
‖u‖Bs1+1∩Bs2 + (‖S2‖`Bs1 + ‖S2‖hBs2−1)

)
. (4.32)

Next, we consider the equation of u in System (3.17) and we write that

∂tu+ v · ∇u− h4µ∆u− h4(λ+ µ)∇divu+ ηu

=H4µ∆u+H4(λ+ µ)∇divu− (h5 +H5)∇r − (h6 +H6)∇w + S4.

Applying Proposition A.3 (take r1 = s1 + 1, r2 = s2 − 1) to above equation gives that

‖u(t)‖`Bs1+1 + ‖u(t)‖hBs2−1 + µ

∫ t

0
(‖∇u‖`Bs1+2 + ‖∇u‖hBs2 )

+ (λ+ µ)

∫ t

0
(‖divu‖`Bs1+2 + ‖divu‖hBs2 ) + η

∫ t

0
(‖u‖`Bs1+1 + ‖u‖hBs2−1)

. ‖u0‖`Bs1+1 +‖u0‖hBs2−1 +

∫ t

0
(‖v‖

B
d
2+1‖u‖Bs1+1∩Bs2−1 +‖v‖

B
d
2
‖u‖Bs1+2∩Bs2 )+

∫ t

0
‖S4‖`Bs1+1 +‖S4‖hBs2−1

+

∫ t

0

(
µ‖H4∆u‖`Bs1+1 + (λ+ µ)‖H4∇divu‖`Bs1+1 + ‖(h5 +H5)∇r‖`Bs1+1 + ‖(h6 +H6)∇w‖`Bs1+1

)
+

∫ t

0

(
µ‖H4∆u‖hBs2−1 + (λ+ µ)‖H4∇divu‖hBs2−1 + ‖(h5 +H5)∇r‖hBs2−1 + ‖(h6 +H6)∇w‖hBs2−1

)
Then we use the low and high frequencies decomposition, and product law (2.2) to estimate (notice that
s2 − 1 ≤ s1 + 1)

µ‖H4∆u‖`Bs1+1 ≤ µ(‖H4∆u`‖`Bs1+1 + ‖H4∆uh‖`Bs2−1)

≤ Cµ‖H4‖
B
d
2
(‖∇u‖`Bs1+2 + ‖∇u‖hBs2 ).

Similarly, we have

(λ+ µ)‖H4∇divu‖`Bs1+1 ≤ C(λ+ µ)‖H4‖
B
d
2
(‖divu‖`Bs1+2 + ‖divu‖hBs2 ),

‖(h5 +H5)∇r‖`Bs1+1 ≤ C(h5 + ‖H5‖
B
d
2
)(‖r‖`Bs1+2 + ‖r‖hBs2 ),

‖(h6 +H6)∇w‖`Bs1+1 ≤ C(h6 + ‖H6‖
B
d
2
)(‖w‖`Bs1+2 + ‖w‖hBs2 ).

For terms of high frequencies part, using product law (2.2) and low and high frequencies decomposition,
and the fact that s2 − 1 ≤ s1 + 1 again, we have

µ‖H4∆u‖hBs2−1 ≤ Cµ(‖H4∆u`‖hBs1+1 + ‖H4∆uh‖hBs2−1)

≤ Cµ‖H4‖
B
d
2
(‖∇u‖`Bs1+2 + ‖∇u‖hBs2 )
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and similarly

(λ+ µ)‖H4∇divu‖hBs1+1 ≤ C(λ+ µ)‖H4‖
B
d
2
(‖divu‖`Bs1+2 + ‖divu‖hBs2 ),

‖(h5 +H5)∇r‖hBs2−1 ≤ C(h5 + ‖H5‖
B
d
2
)(‖r‖`Bs1+2 + ‖r‖hBs2 ),

‖(h6 +H6)∇w‖hBs2−1 ≤ C(h6 + ‖H6‖
B
d
2
)
(
‖w‖`Bs1+2 + ‖w‖hBs2

)
.

Choosing c0 small enough, we see that

‖u(t)‖`Bs1+1 + ‖u(t)‖hBs2−1 + µ

∫ t

0
(‖∇u‖`Bs1+2 + ‖∇u‖hBs2 )

+ (λ+ µ)

∫ t

0
(‖divu‖`Bs1+2 + ‖divu‖hBs2 ) + η

∫ t

0
(‖u‖`Bs1+1 + ‖u‖hBs2−1)

≤ C(‖u0‖`Bs1+1 + ‖u0‖hBs2−1) + C

∫ t

0
(‖∇v‖

B
d
2
‖u‖Bs1+1∩Bs2−1 + ‖v‖

B
d
2
‖u‖Bs2 )

+ C

∫ t

0
(‖S4‖`Bs1+1 + ‖S4‖hBs2−1) + C

∫ t

0
(‖(w, r)‖`Bs1+2 + ‖(w, r)‖hBs2 ) .

The estimates of the time derivative ∂tu will be obtained through the equation of u. Notice that

‖v · ∇u‖`Bs1+1 ≤ ‖v · ∇u`‖`Bs1+1 + ‖v · ∇uh‖`Bs2−1

≤ C‖v‖
B
d
2
(‖u‖`Bs1+1 + ‖u‖hBs2 ) ≤ C‖v‖

B
d
2
‖u‖Bs1+1∩Bs2

and

‖v · ∇u‖hBs2−1 ≤ C‖v‖
B
d
2
‖u‖Bs2 .

Then one immediately has∫ t

0
(‖(∂tu, ηu)‖`Bs1+1 +‖(∂tu, ηu)‖hBs2−1)+

∫ t

0
(‖µ∆u, (µ+λ)∇divu‖`Bs1+1 +‖µ∆u, (µ+λ)∇divu‖hBs2−1)

≤ C(‖u0‖`Bs1+1 + ‖u0‖hBs2−1) + C

∫ t

0
(‖∇v‖

B
d
2
‖u‖Bs1+1∩Bs2−1 + ‖v‖

B
d
2
‖u‖Bs1+1Bs2 )

+ C

∫ t

0
(‖S4‖`Bs1+1 + ‖S4‖hBs2−1) + C

∫ t

0
(‖(w, r)‖`Bs1+2 + ‖(w, r)‖hBs2 ) . (4.33)

At last, we show estimates of the time derivative of r. Recall that r satisfies

∂tr = −v · ∇r + (h3 +H3)divu+ S3,

thus we have (note that s2 − 1 ≤ s1 + 1)∫ t

0
‖∂tr‖hBs2−1 ≤

∫ t

0

(
‖v · ∇r‖hBs2−1 + ‖(h3 +H3)divu‖hBs2−1 + ‖S3‖hBs2−1

)
≤ C

∫ t

0

(
‖v‖

B
d
2
‖r‖Bs2 + (h3 + ‖H3‖

B
d
2
)(‖u‖`Bs1+2 + ‖u‖hBs2 )

)
+

∫ t

0
‖S3‖hBs2−1 ,

and ∫ t

0
‖∂tr‖`Bs1+1 ≤

∫ t

0

(
‖v · ∇r‖`Bs1+1 + ‖(h3 +H3)divu‖`Bs1+1 + ‖S3‖`Bs1+1

)
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≤ C
∫ t

0

(
‖v‖

B
d
2
(‖r‖`Bs1+2 + ‖r‖hBs2 ) + (h3 + ‖H3‖

B
d
2
)(‖u‖`Bs1+2 + ‖u‖hBs2 )

)
+

∫ t

0
‖S3‖`Bs1+1 .

Combine (4.32), (4.33) and above two inequalities, keep in mind that η ≥ 1, we conclude that (4.30) is
satisfied.

Completion of the proof of Proposition 3.1 Multiplying (4.30) by a small constant (far less than
κ) and adding it to (4.29). Then by applying Gronwall’s lemma and taking c0 small enough, we are able
to obtain (3.20). The proof of Proposition 3.1 is completed. �

5 Proof of Theorem 3.1

Here we expose the main arguments one has to use to obtain the existence of a unique global-in-time
solution for System (3.15). We follow the scheme explained in details in [17]. As we mentioned in the
Remark 3.1, we are not able to consider the case η → ∞. For simplicity, we take η = 1 in the sequel of
the paper. In this section we set the value of the regularity indexes s1 = d

2 − 1 and s2 = d
2 + 1, it’s the

only setting in which we can derive our global existence result. Note that the couple (s1, s2) satisfies the
conditions in Theorem 3.1.

5.1 Existence scheme

Here we expose a classical iterative method to build a solution.

5.1.1 Iterative existence scheme

We consider the sequence (Zn)n∈N = (yn, wn, rn, un)n∈N with smoothed out initial data

(yn0 , w
n
0 , r

n
0 , u

n
0 ) = (Ṡny0, Ṡnw0, Ṡnr0, Ṡnu0)

where Ṡnf =
∑

j≤n ∆̇jfj and define the first term of the sequence Z0 = (0, 0, 0, 0). Then, assuming that

Zn is smooth and globally well defined, we choose Zn+1 as the solution of the following linear system (the
existence and uniqueness of solutions for such system can be found in e.g. [4])

∂ty
n+1 + un · ∇yn+1 = 0,

∂tw
n+1 + un · ∇wn+1 +

(
F̄1 +Gn1

)
divun+1 +

(
F̄2 +Gn2

)wn+1

ν
= 0,

∂tr
n+1 + un · ∇rn+1 +

(
F̄3 +Gn3

)
divun+1 = Fn4

(wn)2

ν
,

∂tu
n+1 + un · ∇un+1 + un+1 + (F̄0 +Gn0 )∇rn+1 + (γ+ − γ−) (F̄0 +Gn0 )∇wn+1 = (F̄0 +Gn0 )Aµ,λun+1

(yn+1, wn+1, rn+1, un+1)t=0 = (yn+1
0 , wn+1

0 , rn+1
0 , un+1

0 )
(5.1)

where Gni , Gi(w
n, rn, un) for i ∈ 0, 3. In the next part, we prove uniform estimates for Zn in E

d
2
−1, d

2
+1.

First step: uniform estimates

We shall use the following classical inductive argument:
We claim that there exists constants c and N , such that if we assume that ‖Z0‖

B
d
2−1∩B

d
2+1 < c then for

all n ∈ N, we have

‖Zn‖
E
d
2−1, d2+1 ≤ Nc. (5.2)
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This is obviously true for n = 0, let’s assume that it is true for some fixed n ∈ N and prove it for n+ 1.
First, looking at the equation of yn+1 and applying proposition A.2 with a = 0 and f = 0, we get∥∥yn+1 (τ)

∥∥
B
d
2−1∩B

d
2+1 +

∫ t

0

∥∥∂tyn+1(τ)
∥∥
B
d
2
dτ ≤ ‖y0‖

B
d
2−1∩B

d
2+1 exp

(
C

∫ T

0
‖un (τ)‖

B
d
2+1 dτ

)
Then, using (5.2), we get∥∥yn+1 (τ)

∥∥
L∞T (B

d
2−1∩B

d
2+1)

+

∫ t

0

∥∥∂tyn+1(τ)
∥∥
B
d
2
dτ ≤ ceNc. (5.3)

Then, to recover some estimates for (wn+1, rn+1, un+1), we need to apply Proposition 3.1 to (5.1) without
the equation of yn+1, to do so, we have to show that for all i ∈ 0, 3, we have

‖Gni ‖L∞T (L∞) ≤ CNc. (5.4)

To that matter, expressing ρ as a function of r, w, y and using (5.2), we get

‖ρn‖
L̃∞T (B

d
2−1∩B

d
2+1)
≤ C(‖rn‖

L̃∞T (B
d
2−1∩B

d
2+1)

+ ‖wn‖
L̃∞T (B

d
2−1∩B

d
2+1)

+ ‖yn‖
L̃∞T B

d
2−1∩B

d
2+1)

)

≤ CNc. (5.5)

Next, as the Gi are smooth functions vanishing at origin, we can apply the composition Lemma 2.3 and,
for all i ∈ 1, 3, obtain

‖Gi (rn, wn, yn)‖
L̃∞T (B

d
2−1∩B

d
2+1)
≤ C ‖(rn, wn, yn)‖

L̃∞T (B
d
2−1∩B

d
2+1)
≤ CNc. (5.6)

This combined with the inductive hypothesis (5.2) tells us that (5.4) is satisfied.
Therefore, applying Propositions 3.1 to (5.1) and adding the resulting inequality to (5.3), we obtain

‖(yn+1, wn+1, rn+1, un+1)(t)‖
B
d
2−1∩B

d
2+1 +

∫ t

0
‖(wn+1, rn+1, un+1)(τ)‖

B
d
2+1 dτ

+

∫ t

0
‖w

n+1

ν
(τ)‖

B
d
2−1∩B

d
2
dτ +

∫ t

0
‖un+1(τ)‖

B
d
2
dτ +

∫ t

0
‖(∂τyn+1, ∂τw

n+1, ∂tr
n+1, ∂tu

n+1)(τ)‖
B
d
2
dτ

≤ CeCNc + exp(CV n(t))
(
‖(w0, r0, u0)‖

B
d
2−1∩B

d
2+1 +

∫ t

0
‖Fn4

(wn)2

ν
)(τ)‖

B
d
2−1∩B

d
2+1 dτ

)
,

where V n(t) =

∫ t

0

( 3∑
i=0

‖∂tGni (τ)‖
B
d
2

+‖vn(τ)‖
B
d
2 ∩B

d
2+1

)
dτ. Then, in order to obtain the desired estimate,

we need to control the right hand side terms using an inductive argument. Defining Gn4 := F4− F̄4, thanks
to (5.6) and (5.2), we have∫ t

0
‖(Fn4 )

(wn)2

ν
‖
B
d
2−1∩B

d
2+1 ≤ C(F̄4 + ‖Gn4‖L∞T (B

d
2 )

)‖wn‖
L∞T (B

d
2−1∩B

d
2+1)
‖w

n

ν
‖
L1
T (B

d
2 )

≤ C(1 + ‖Gn4‖L∞T (B
d
2 )

)‖Zn‖2
E
d
2−1, d2+1

≤ CN2c2.

Concerning V n, it is clear that

∫ t

0
‖vn(τ)‖

B
d
2 ∩B

d
2+1 dτ ≤ Cc. Thus we are left with controlling the terms

with time-derivative. For all i ∈ 0, 3, we have

∂tG
n
i =

∂Gni
∂y

∂ty
n +

∂Gni
∂r

∂tr
n +

∂Gni
∂w

∂tw
n (5.7)
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Using that the Gni are smooth functions and (5.2), we obtain∫ t

0

3∑
i=1

‖∂tGni (t)‖
B
d
2
≤ CNc.

Gathering all those estimates, we obtain

‖Zn+1‖
E
d
2−1, d2+1 +

∫ t

0
‖w

n+1

ν
‖
B
d
2−1∩B

d
2

+

∫ t

0
‖ηun+1‖

B
d
2
≤ CeCNc(c+ CN2c2).

Thus, choosing c small enough and a suitable N , the inductive hypothesis is fulfilled for n+ 1, and thus
for all n ∈ N.

Second step: Existence of a solution

Here we show that the sequence (Zn)n∈N converges in D′(R+ × Rd) to a solution Z of (3.15) which has
the desired regularity properties. The following lemma will imply that (Zn)n∈N is a Cauchy sequence in
a suitable space and also the uniqueness of the solution.

Lemma 5.1 Let U = (y1, w1, r1, u1) and V = (y2, w2, r2, u2) be two solutions of (3.15) having, respec-

tively, U0 and V0 as initial data and such that U, V ∈ E
d
2
−1, d

2
+1

T . We set Ṽ = U − V , it satisfies

‖Ṽ ‖
E
d
2−1, d2
T

≤ C(‖Ṽ0‖
B
d
2−1∩B

d
2

+R(T )‖Ṽ ‖
E
d
2−1, d2
T

) (5.8)

with R(T ) = ‖V ‖
L∞T (B

d
2+1∩B

d
2−1)

+
1

ν
‖w1‖

L1
T (B

d
2 )

+
1

ν
‖w1‖2

L1
T (B

d
2 )

+ ‖V ‖
L∞T (B

d
2−1∩B

d
2 )

1

ν
‖(w1, w2)‖

L1
T (B

d
2 )
.

Proof. Let first consider the case d ≥ 3. Observe that Ṽ is a solution of
∂tỹ + u1 · ∇ỹ = ũ∇y2,
∂tw̃ + u1 · ∇w̃ +

(
F̄1 +G1(w1, r1, y1)

)
div ũ+ F̄2w̃ = R1 +R1(U)−R1(V ),

∂tr̃ + u1 · ∇r̃ +
(
F̄3 +G3(w1, r1, y1)

)
div ũ = R2 +R2(U)−R2(V ),

∂tũ+ u1 · ∇ũ− (F̄0 +G0,1)Aµ,λũ+ ηũ+ (F̄0 +G0,1)∇r̃ + (γ+ − γ−) (F̄0 +G0,1)∇w̃ = R3

(5.9)

where

R1 = −ũ∇w2 − (G1(w1, r1, y1)−G1(w2, r2, y2))divu2,

R2 = ũ∇r2 − (G3(w1, r1, y1)−G3(w2, r2, y2))divu2,

R3 = −ũ∇u2 − (G0,1 −G0,2) (−Aµ,λu2 +∇r2 + (γ+ − γ−)∇w2) ,

R1(U) = −G2(w1, r1, y1)
w1

ν
and R2(U) = −F4(w1, r1, y1)

w2
1

ν
.

From similar arguments as for system (5.1), we can apply Proposition 3.1 to the three last equations

of (5.9) and Proposition A.2 for the equation of ỹ in the case r1 =
d

2
− 1 and r2 =

d

2
, we obtain

‖Ṽ ‖
E
d
2−1, d2
T

≤ exp
(
C

∫ t

0
V (τ)

)(
‖Ṽ0‖

B
d
2−1∩B

d
2

+

∫ t

0
‖(ũ∇y2,R1, R1(U)−R1(V ),R2, R2(U)−R2(V ),R3)‖

B
d
2−1∩B

d
2

)
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where V (t) =
3∑
i=0

‖∂tGi(w1, r1, y1)‖
B
d
2

+ ‖u1‖
B
d
2 ∩B

d
2+1 . Again, using from the smoothness of the Gni and

(5.7), it is clear that there exists a C such that∫ t

0
V (T ) ≤ C.

Concerning the source terms, since

R1(U)−R1(V ) = −G2(w1, r1, y1)
w1

ν
+G2(w2, r2, y2)

w1

ν
−G2(w2, r2, y2)

w1

ν
+G2(w2, r2, y2)

w2

ν

and similarly for R2, using composition Lemma 2.3, for i = 1, 2, we obtain

‖Ri(U)−Ri(V )‖
B
d
2
.

1

ν
‖w1‖

B
d
2
‖Ṽ ‖

B
d
2

+
1

ν
‖w̃‖

B
d
2
‖V ‖

B
d
2

+
1

ν
‖w1‖2

B
d
2
‖Ṽ ‖

B
d
2

+
1

ν
‖w̃‖

B
d
2
‖(w1, w2)‖

B
d
2
‖V ‖

B
d
2
.

Similarly

‖Ri(U)−Ri(V )‖
B
d
2−1 .

1

ν
‖w1‖

B
d
2
‖Ṽ ‖

B
d
2−1 +

1

ν
‖w̃‖

B
d
2
‖V ‖

B
d
2−1

+
1

ν
‖w1‖2

B
d
2
‖Ṽ ‖

B
d
2−1 +

1

ν
‖w̃‖

B
d
2
‖(w1, w2)‖

B
d
2
‖V ‖

B
d
2−1 .

Using composition Lemma 2.3, Corollary 2.66 from [2] and product law we obtain∫ T

0
‖(∆̇jR1, ∆̇jR2, ∆̇jR3)‖

B
d
2−1∩B

d
2
. ‖Ṽ ‖

L∞T (B
d
2−1∩B

d
2 )
‖V ‖

E
d
2−1, d2+1 .

Gathering those estimates, we obtain

‖Ṽ ‖
E
d
2−1, d2
T

≤ C(‖Ṽ0‖
B
d
2−1∩B

d
2

+R(T )‖Ṽ ‖
E
d
2−1, d2
T

).

Which is the desired estimate in the case d ≥ 3. The above proof fails for d = 2 as some right-hand
side terms have to be estimated in Besov spaces with a regularity index equal to zero (such as e.g.
G2(w2, r2, y2) − G2(w1, r1, y1)). To overcome this difficulty one must adapt the proof to Chemin-Lerner
spaces with third index r =∞ and to estimate the difference of solutions with logarithmic interpolation
inequality. For more details you may refer to [2] p. 445-447.

Applying Lemma 5.1 with U = Zn and V = Zn+1 and using that thanks to the uniform bounds (5.2)
the right hand side of (5.8) can be absorbed by its left hand side, we infer that (Zn)n∈N is a Cauchy

sequence in E
d
2
−1, d

2
+1 and therefore there exists a Z such that (Zn) converges strongly toward Z in

E
d
2
−1, d

2
+1.

We are now left with proving that Z is a solution of (3.15) and indeed satisfies the stated regularity
properties. The proof of such results are quite classical, we would like to omit details here, and advice
the reader to the lecture [17] and the paper [15] about the study of Navier-Stokes equation.

Third step: Uniqueness

As a direct consequence of Lemma 5.1, the following result implies the uniqueness of our solution.
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Lemma 5.2 Let U and V be two solutions of (3.15) with the same initial data such that U, V ∈ E
d
2
−1, d

2
+1

T .
There exists a constant K > 0 such that if

‖V ‖
L∞T (B

d
2−1∩B

d
2+1)
≤ K (5.10)

then U ≡ V .

Proof. Let Ṽ = U − V , since U0 = V0, lemma 5.1 implies that

‖Ṽ ‖
E
d
2−1, d2
T

≤ CR(T )‖Ṽ ‖
E
d
2−1, d2
T

with R(T ) = ‖V ‖
L∞T (B

d
2+1∩B

d
2−1)

+
1

ν
‖w1‖

L1
T (B

d
2 )

+
1

ν
‖w1‖2

L1
T (B

d
2 )

+ ‖V ‖
L∞T (B

d
2−1∩B

d
2 )

1

ν
‖(w1, w2)‖

L1
T (B

d
2 )
.

As we have
lim supT→0+R(T ) ≤ C‖V ‖

L∞T (B
d
2+1∩B

d
2−1)

,

choosing K such that CK < 1 we deduce that ‖Ṽ ‖
E
d
2−1, d2
T

= 0 for a T > 0 small enough. Therefore,

U = V on [0, T ]. Then, a classical bootstrap argument allows to show that it is also true for T = +∞.

6 Relaxation limit

In this section we assume d ≥ 3 as they are some limitations for d = 2 due to negative regularity indexes.

6.1 Recovering a solution for the Kapila system

Here we establish the strong convergence locally in space of system (BN) to system (K), which proves
Theorem 1.2. First of all, with the solution (α+, α−, ρ+, ρ−, u) described in (6.12) we will derive the
equation of α+ from System (K) by following an idea of Bresch and Hillairet in [8]. In System (K), the
second equation also reads:

α+(∂tρ+ + u · ∇ρ+ + ρ+divu) + ρ+(∂tα+ + u · ∇α+) = 0.

Multiplying this last equation by P ′+(ρ+) (notice that ρ+P
′
+(ρ+) = γ+P+(ρ+)) we get,

α+(∂tP+ + u · ∇P+ + γ+P+divu) + γ+P+(∂tα+ + u · ∇α+) = 0. (6.1)

Proceeding similarly with α−ρ− and subtracting the obtained equation multiplied respectively by α− and
α+, we obtain:

∂tα+ + u · ∇α+ = −(γ+ − γ−)α+α−
γ+α− + γ−α+

divu.

Taking this equation back to (6.1), one finds that System (K)-(1.7) is equivalent to the following system

α+ + α− = 1,

∂tα+ + u · ∇α+ = −(γ+ − γ−)α+α−
γ+α− + γ−α+

divu,

∂tP + u · ∇P = − γ+γ−P

γ+α− + γ−α+
divu,

ρ(∂tu+ u · ∇u) +∇P + ρu = 0,
ρ = α+ρ+ + α−ρ−,
P = P+ (ρ+) = P− (ρ−) ,
(α+, α−, P+, P−, u)|t=0 = (α+0, α−0, P0, P0, u0).

(6.2)
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For simplicity, we use P ν± to represent P±(ρν±) respectively. Since the solution (αν+, α
ν
−, ρ

ν
+, ρ

ν
+, u

ν) is
regular enough, the following equations for P ν± can be obtained rigorously like in Section 3, we have

∂tP
ν
± + uν · ∇P ν± + γ±P

ν
± div uν = ∓

γ±α
ν
∓P

ν
±

ν
(P ν+ − P ν−)

and thus

αν+α
ν
−

ν

(
P ν+ − P ν−

)
= −

αν+α
ν
−

γ+αν−P
ν
+ + γ−αν+P

ν
−

(
∂t(P

ν
+−P ν−)+uν ·∇(P ν+−P ν−)+(γ+P

ν
+−γ−P ν−)divuν

)
. (6.3)

Substituting equation (6.3) to the equation of αν+, P
ν
±, we have

αν+ + αν− = 1,

∂tα
ν
+ + uν · ∇αν+ = Γ1

(
∂t(P

ν
+ − P ν−) + uν · ∇(P ν+ − P ν−)

)
−
αν+α

ν
−(γ+P

ν
+ − γ−P ν−)

γ+αν−P
ν
+ + γ−αν+P

ν
−

divuν ,

∂tP
ν
+ + uν · ∇P ν+ = Γ2

(
∂t(P

ν
+ − P ν−) + uν · ∇(P ν+ − P ν−)

)
−

γ+γ−P
ν
+P

ν
−

γ+αν−P
ν
+ + γ−αν+P

ν
−

divuν ,

∂tP
ν
− + uν · ∇P ν− = (Γ2 − 1)

(
∂t(P

ν
+ − P ν−) + uν · ∇(P ν+ − P ν−)

)
−

γ+γ−P
ν
+P

ν
−

γ+αν−P
ν
+ + γ−αν+P

ν
−

divuν ,

ρν(∂tu
ν + uν · ∇uν) +∇P ν + ρνuν = Aµ,λuν ,

ρν = αν+ρ
ν
+ + αν−ρ

ν
−,

P ν = αν+P
ν
+ + αν−P

ν
−,

(αν+, α
ν
−, P

ν
+, P

ν
−, u

ν)|t=0 = (αν+0, α
ν
−0, P

ν
+0, P

ν
−0, u

ν
0)

(6.4)
where

Γ1 := −
αν+α

ν
−

γ+αν−P
ν
+ + γ−αν+P

ν
−
, Γ2 :=

γ+α
ν
−P

ν
+

γ+αν−P
ν
+ + γ−αν+P

ν
−
.

Here and next, Γi are some regular functions of variables (αν+, α
ν
−, P

ν
+, P

ν
−) and Γ̄i := Γi(ᾱ+, ᾱ−, P̄ , P̄ ).

Thus by Proposition 2.3, we have

‖Γi − Γ̄i‖
L∞(B

d
2−1∩B

d
2+1)
≤ C‖(αν+ − ᾱ+, α

ν
− − ᾱ−, P ν+ − P̄ , P ν− − P̄ )‖

L∞(B
d
2−1∩B

d
2+1)
≤ CM1. (6.5)

From the bounds (6.14), we see that
1

ν
(P ν+−P ν−) is uniformly bounded in L1(B

d
2 ). Therefore, ∂t(P

ν
+−

P ν−) converges to zero when ν goes to zero in the sense of distributions, and the product law B
d
2
−1×B

d
2 ↪→

B
d
2
−1 yields

‖uν · ∇(P ν+ − P ν−)‖
L1(B

d
2−1)
≤ C‖uν‖

L∞(B
d
2 )
‖P ν+ − P ν−‖L1(B

d
2 )
→ 0, as ν → 0.

In particular, this implies that the first terms in the right-hand sides of equations of αν+, P
ν
+, P

ν
− converge

to zero respectively in the sense of distributions, since it is easy to find that Γ1,Γ2 ∈ L∞(R+ × Rd).
At this stage, with the uniform bounds (6.13) and (6.14) in hand, one may perform the classical weak

compactness method to show that there exists a function (α0
+, α

0
−, P

0
+, P

0
−, u

0) such that

(α0
+ − ᾱ+, α

0
− − ᾱ−, P 0

+ − P̄+, P
0
− − P̄−, u0) ∈ C(R+;B

d
2
−1 ∩B

d
2

+1),

(αν+, α
ν
−, P

ν
+, P

ν
−, u

ν)→ (α+, α−, P
0
+, P

0
−, u

0) in L∞loc(R+ × Rd) as ν → 0.

Moreover, with this strong convergence one can further show that (α0
+, α

0
−, P

0
+, P

0
−, u

0) is a solution
to the Cauchy problem (6.2). In virtue of the uniqueness result in Theorem 1.1, we conclude that
(α0

+, α
0
−, P

0
+, P

0
−, u

0) = (α+, α−, P+, P−, u).
However, the rate of convergence is not very clear, and we shall work on this direction in the sequel.
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6.2 Convergence rate

6.2.1 Presentation of the problem and strategy

To tackle this problem, let us first define the difference of two solutions by

(δα+, δα−, δρ+, δρ−, δu) := (αν+ − α+, α
ν
− − α−, ρν+ − ρ+, ρ

ν
− − ρ−, uν − u).

We have to admit that it seems hard to obtain decay rate for the terms with ∂t(P
ν
+ − P ν−) in the system

(6.4), to avoid this problem we will replace the equation of P ν+ by the equation of Qν+ := P ν+−Γ2(P ν+−P ν−).
Moreover we see that in the equation of δα+ there will be a linear higher-order term of δu (i.e. div δu),
so instead of the equation of δα+, we will consider the equation of Y ν

+ and Y+. In other words, we will
consider the following differences

δY+ :=
αν+ρ

ν
+

αν+ρ
ν
+ + αν−ρ

ν
+

− α+ρ+

α+ρ+ + α−ρ−
, δQ+ := P ν+ − Γ2(P ν+ − P ν−)− P+, (6.6)

so that we have the obvious relationships
δα+ = δY+

ρνρ

ρν+ρ−
+
α+α

ν
−ρ−

ρν+ρ−
δρ+ +

α+α
ν
−ρ+

ρν+ρ−
δρ−,

δP+ := P ν+ − P+ = δQ+ + Γ2(P ν+ − P ν−),
δP− := P ν− − P− = δQ+ + (Γν2 − 1)(P ν+ − P ν−),
δP := P ν − P = δQ+ + (Γ2 − αν−)(P ν+ − P ν−).

(6.7)

Notice that we also have 
δα+ + δα− = 0,

δρ± = ( 1
A±
P ν±)

1
γ± − ( 1

A±
P±)

1
γ± ,

δρ = (ρν+ − ρν−)δα+ + α+δρ+ + α−δρ−.

(6.8)

Using System (6.2) and System (6.4), we obtain the following system for (δY+, δQ+, δu)

∂tδY+ + uν · ∇δY+ = δS1,

∂tδQ+ + uν · ∇δQ+ +
(
Γ̄3 + (Γ3 − Γ̄3)

)
div δu = δS2,

∂tδu+ uν · ∇δu+ δu+
(1

ρ̄
+ (

1

ρν
− 1

ρ̄
)
)
∇δQ+ = δS3,

(δY+, δQ+, δu)|t=0 = (0, 0, 0)

(6.9)

where

Γ3 :=
γ+γ−P

ν
+P

ν
−

γ+αν−P
ν
+ + γ−αν+P

ν
−
, Γ4 :=

γ+P
ν
+ − γ−P ν−

γ+αν−P
ν
+ + γ−αν+P

ν
−

and 
δS1 = −δu · ∇Y+,

δS2 = −δu · ∇P+ − (P ν+ − P ν−)(∂tΓ2 + uν · ∇Γ2)− γ+γ−
γ+α− + γ−α+

(δQ+ + Γ4 δα+) divu

δS3 = −δu · ∇u+
1

ρν
Aµ,λ uν +

∇P+

ρνρ
δρ− 1

ρν
∇
(

(Γ2 − αν−)(P ν+ − P ν−)
)
.

At this moment, one may find that the advantages of our choice of (δY+, δQ+) is that all the differences
can be represented by the quantities (δY+, δQ+, δu) and P ν+−P ν− which will be proven to have convergence
rate of at least

√
ν. Moreover, the first equation in System (6.9) is a transport equation, while the coupling

between the second and the third equation is covered by Proposition 3.1 or more precisely, by eliminating
all the ”w” factors one can obtain the following reliable proposition:
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Proposition 6.1 Given functions E1, E2, E3, E4 and positive constants e1, e2 such that

E1, · · · , E4, v ∈ C1(R+ × S(Rd)), ‖Ei‖L∞(0,T ;Rd) ≤
1

2
ei, i = 1, 2.

Let −d
2 < s1 ≤ d

2 − 1 and s1 ≤ s2 − 1 ≤ s1 + 1. Suppose that (q, u) is a solution of the following linear
System (6.10) on time interval [0, T )

∂tq + v · ∇q +
(
e1 + E1

)
divu = E3,

∂tu+ v · ∇u+ u+
(
e2 + E2

)
∇q = E4,

(q, u)|t=0 = (q0, u0).
(6.10)

There exists a positive constant e0 depends only on e1, e2 and dimension d such that if

‖(E1, E2)‖
L∞t (B

d
2−1∩B

d
2+1)
≤ e0,

then the following estimate holds on [0, T )

‖(q, u)‖`L∞t (Bs1 ) + ‖(q, u)‖hL∞t (Bs2 ) + ‖q‖`L1
t (B

s1+2) + ‖u‖`L1
t (B

s1+1) + ‖(q, u)‖hL1
t (B

s2 )

≤ exp(CE(t))
(
‖(q0, u0)‖`Bs1 + ‖(q0, u0)‖hBs2 + ‖(E3, E4)‖L1

t (B
s1∩Bs2 )

)
,

where E(t) =

∫ t

0

(
‖(∂tE1, ∂tE2)(τ)‖

B
d
2

+ ‖v(τ)‖
B
d
2 ∩B

d
2+1

)
.

We are now in the position of stating our convergence result.

Theorem 6.1 Let d ≥ 3. Let ν ∈ (0, 1] and assume that (1.5) are (1.8) are satisfied. Given any
T ∈ (0,∞], suppose that (αν+, α

ν
−, P

ν
+, P

ν
−, u

ν) (resp. (α+, α−, P+, P−, u)) is the solution to the Cauchy
problem (6.4) (resp. (6.2)) that satisfies

‖(δY+0, δQ+0, P
ν
±0 − P±0, u

ν
0 − u0)‖

B
d
2−

3
2 ∩B

d
2−

1
2
≤ C
√
ν. (6.11)

where δY+0, δQ+0 are the initial data of the differences δY+ and δQ+ defined in (6.6),{
(αν+ − ᾱ+, α

ν
− − ᾱ−, ρν+ − ρ̄+, ρ

ν
− − ρ̄−, uν) ∈ C([0, T );B

d
2
−1 ∩B

d
2

+1),

(α+ − ᾱ+, α− − ᾱ−, ρ+ − ρ̄+, ρ− − ρ̄−, u) ∈ C([0, T );B
d
2
−1 ∩B

d
2

+1),
(6.12)

and that there exist positive constants M0,M1 independent of ν such that

‖(αν± − ᾱ±, ρν± − ρ̄)‖
L̃∞T (B

d
2−1∩B

d
2+1)

+ ‖(α± − ᾱ±, ρ± − ρ̄)‖
L̃∞T (B

d
2−1∩B

d
2+1)
≤M0, (6.13)

‖1

ν
(P ν+ − P ν−)‖

L̃1
T (B

d
2−1∩B

d
2 )

+ ‖ Aµ,λ uν‖
L̃1
T (B

d
2 )

+ ‖P ν+ − P ν−‖L̃1
T (B

d
2+1)

(6.14)

+‖(∂tαν±, ∂tρν±, ∇uν , ∇u, )‖L̃1
T (B

d
2−1∩B

d
2 )

+ ‖(uν , u)‖
L̃∞T (B

d
2−1∩B

d
2+1)
≤M1.

Then there exists a constant C such that we have the following estimate for all t ∈ [0, T ),

‖(δY+, δQ+, u
ν − u)‖

L∞T (B
d
2−

3
2 ∩B

d
2−

1
2 ) + ‖δQ+‖`

L1
T (B

d
2+1

2 )

+ ‖δQ+‖h
L1
T (B

d
2−

1
2 )

+ ‖δu‖
L1
T (B

d
2−

1
2 )
≤
√
ν exp(CM4

1 ).

Above, the constants M0, M1 and C depend only on ᾱ±, ρ̄±, P̄ and the dimension d.
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Remark 6.1 We shall suppose that M0 is small (say M0 � 1 without loss of generality), however M1 is
not necessarily to be small.

Remark 6.2 The assumption (6.11) can be lowered to O(νγ) with γ > 0 but then we would end up with
a convergence rate equal to νβ with β = min{1

2 , γ}.

The rest of this section is devoted to the proof of above Theorem.
Now, it is clear that the System (6.9) can be looked as a linear system with given convection velocity

uν and coefficients that fall in the range of application of Proposition 6.1. Indeed, under condition (6.13)
with small enough M0, the assumptions presented in Proposition 6.1 are satisfied. Thus one only needs to
find the appropriate regularity indexes in low and high frequencies so that all source terms are bounded
and ”have decay” appropriately. This is the purpose of the following lines.

Notice that by interpolation inequality and Young’s inequality we have

‖Aµ,λ uν‖
B
d
2−

1
2
≤ ‖Aµ,λ uν‖

1
2

B
d
2
‖Aµ,λ uν‖

1
2

B
d
2−1

≤
√
ν ‖Aµ,λ uν‖

1
2

B
d
2
‖∆uν‖

1
2

B
d
2−1

≤
√
ν
(
‖Aµ,λ uν‖

B
d
2

+ ‖uν‖
B
d
2+1

)
.

Then the uniform bounds (6.14) imply that

‖Aµ,λ uν‖
L1(B

d
2−

1
2 )
≤
√
ν
(
‖Aµ,λ uν‖

L1(B
d
2 )

+ ‖uν‖
L1(B

d
2+1)

)
≤M11

√
ν, (6.15)

and

‖Aµ,λ uν‖
B
d
2−

3
2
≤ ‖Aµ,λ uν‖

1
2

B
d
2−1
‖Aµ,λ uν‖

1
2

B
d
2−2

≤
√
ν ‖Aµ,λ uν‖

1
2

B
d
2−1
‖∆uν‖

1
2

B
d
2−2

≤
√
ν
(
‖Aµ,λ uν‖

B
d
2−1 + ‖uν‖

B
d
2

)
.

Then the uniform bounds (6.14) imply that

‖Aµ,λ uν‖
L1(B

d
2−

3
2 )
≤
√
ν
(
‖Aµ,λ uν‖

L1(B
d
2−1)

+ ‖uν‖
L1(B

d
2 )

)
≤M11

√
ν. (6.16)

Remark 6.3 In fact, for any θ ∈ (0, 1) we have

‖Aµ,λ uν‖
L1(B

d
2−θ)
≤ ‖Aµ,λ uν‖θ

L1(B
d
2−1)
‖Aµ,λ uν‖1−θ

L1(B
d
2 )

≤
(
ν ‖∆uν‖

L1(B
d
2−1)

)θ
‖Aµ,λ uν‖1−θ

L1(B
d
2 )

≤ νθ‖uν‖θ
L1(B

d
2+1)
‖Aµ,λ uν‖1−θ

L1(B
d
2 )
≤ C(θ)M1 ν

θ.

So this means that we could get a better decay rate for this term, like νθ with θ ∈ [1
2 , 1). However, the

terms with α will have a decay rate bounded by
√
ν so it is not relevant to use this idea until decay rate

for the volume fraction is improved.

From the bounds (6.14) we know that ‖P ν+ − P ν−‖L1(B
d
2−1∩B

d
2 )

converges to zero at rate ν, but the

convergence rates in the L∞-in-time based spaces are not clear. We have to emphasis that this kind of
convergence rates are very important, since when handling the source term (P ν+ − P ν−)∂tΓ2 lying in δS2,

one could only get ∂tΓ2 ∈ L1(B
d
2
−1 ∩ B

d
2 ) from the bounds (6.14), therefore obtaining convergence rate

in L∞-in-time for P ν+ − P ν− is necessary. In fact we have such a result in Chemin-Lerner type spaces.
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Proposition 6.2 Let (P ν+, P
ν
−) satisfying the condition of Theorem 6.1, we have

‖P ν+ − P ν−‖L̃∞(B
d
2−

3
2 ∩B

d
2−

1
2 )
≤ C
√
ν. (6.17)

Proof. It is easy to check that

‖γ+α
ν
−P

ν
+ + γ−α

ν
+P

ν
− − (γ+ᾱ−P̄ + γ−ᾱ+P̄ )‖

L̃∞(B
d
2 )
≤ C‖(αν+ − ᾱ+, α

ν
− − ᾱ−, P ν+ − P̄ , P ν− − P̄ )‖

L̃∞(B
d
2 )

≤ CM0

is small enough. So we can apply Proposition A.1 to (6.3) with s ∈ [d2 −
3
2 ,

d
2 −

1
2 ], one has

‖P ν+ − P ν−‖L̃∞(Bs)
≤C‖P ν+0 − P ν−0‖Bs

+ C
√
ν
(
‖uν∇(P ν+ − P ν−)‖

L̃2(Bs)
+ ‖(γ+P

ν
+ − γ−P ν−) divuν‖

L̃2(Bs)

)
. (6.18)

Notice that thanks to (6.11) and the fact that P+0 = P−0, we have ‖P ν+0−P ν−0‖Bs ≤ C
√
ν. Now, recalling

bounds (6.13) and (6.14), using product law

B
d
2 ×B

d
2
− 3

2 ↪→ B
d
2
− 3

2 (6.19)

and interpolation inequalities we have

‖uν · ∇(P ν+ − P ν−)‖
L̃2(B

d
2−

3
2 )
≤ C ‖uν‖

L̃∞(B
d
2 )
‖∇(P ν+ − P ν−)‖

L̃2(B
d
2−

3
2 )

≤ C ‖uν‖
L̃∞(B

d
2 )
‖P ν+ − P ν−‖

1
2

L̃1(B
d
2 )
‖P ν+ − P ν−‖

1
2

L̃∞(B
d
2−1)
≤ CM

1
2

0 M
3
2

1

and

‖(γ+P
ν
+ − γ−P ν−) divuν‖

L̃2(B
d
2−

3
2 )

≤γ+‖(P ν+ − P̄ ) divuν‖
L̃2(B

d
2−

3
2 )

+ γ−‖(P ν− − P̄ ) divuν‖
L̃2(B

d
2−

3
2 )

+ (γ+ + γ−)P̄ ‖divuν‖
L̃2(B

d
2−

3
2 )

≤C
(
γ+‖(P ν− − P̄ )‖

L̃∞(B
d
2 )

+ γ−‖(P ν+ − P̄ )‖
L̃∞(B

d
2 )

+ (γ+ + γ−)P̄
)
‖divuν‖

L̃2(B
d
2−

3
2 )

≤C(γ+ + γ−)(M0 + P̄ ) ‖uν‖
1
2

L̃1(B
d
2 )
‖uν‖

1
2

L̃∞(B
d
2−1)
≤ C(γ+ + γ−)(M0 + P̄ )M1.

Once again, using the following product law

B
d
2 ×B

d
2
− 1

2 ↪→ B
d
2
− 1

2 (6.20)

and interpolation inequalities we have

‖uν · ∇(P ν+ − P ν−)‖
L̃2(B

d
2−

1
2 )
≤ C ‖uν‖

L̃∞(B
d
2 )
‖∇(P ν+ − P ν−)‖

L̃2(B
d
2−

1
2 )

≤ C ‖uν‖
L̃∞(B

d
2 )
‖P ν+ − P ν−‖

1
2

L̃1(B
d
2+1)
‖P ν+ − P ν−‖

1
2

L̃∞(B
d
2 )
≤ CM

1
2

0 M
3
2

1

and

‖(γ+P
ν
+ − γ−P ν−) divuν‖

L̃2(B
d
2−

1
2 )

≤γ+‖(P ν+ − P̄ ) divuν‖
L̃2(B

d
2−

1
2 )

+ γ−‖(P ν− − P̄ ) divuν‖
L̃2(B

d
2−

1
2 )

+ (γ+ + γ−)P̄ ‖divuν‖
L̃2(B

d
2−

1
2 )

≤C
(
γ+‖(P ν− − P̄ )‖

L̃∞(B
d
2 )

+ γ−‖(P ν+ − P̄ )‖
L̃∞(B

d
2 )

+ (γ+ + γ−)P̄
)
‖divuν‖

L̃2(B
d
2−

1
2 )

≤C(γ+ + γ−)(M0 + P̄ ) ‖uν‖
1
2

L̃1(B
d
2+1)
‖uν‖

1
2

L̃∞(B
d
2 )
≤ C(γ+ + γ−)(M0 + P̄ )M1.

Plugging the last four inequalities into (6.18), one gets the desired inequality.
In conclusion, from this preliminary analysis it seems that the couple s1 = d

2 −
3
2 and s2 = d

2 −
1
2 is a

good choice when applying Proposition 6.1 to the System (6.9).
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6.2.2 Derivation of the convergence rate

Applying Proposition 6.1 to the equations of δQ+ and δu in (6.9) with s1 = d
2 −

3
2 and s2 = d

2 −
1
2 ,

Proposition A.2 to the equation of δY+ and summing the resulting estimates together, we obtain

‖(δY+, δQ+, δu)‖
L̃∞t (B

d
2−

3
2∩B

d
2−

1
2 )

+ ‖(δQ+, δu)‖h
L1
t (B

d
2−

1
2 )

+ ‖δQ+‖`
L1
t (B

d
2+1

2 )
+ ‖δu‖`

L1
t (B

d
2−

1
2 )

≤ exp(CE(t))

(
‖(δY+0, δQ+0, δu0)‖

B
d
2−

3
2 ∩B

d
2−

1
2

+ ‖(δS1, δS2, δS3)‖
L1
t (B

d
2−

3
2 ∩B

d
2−

1
2 )

)
,

(6.21)

where E(t) =

∫ t

0

(
‖(∂t(Γ3 − Γ̄3), ∂t(

1

ρν
− 1

ρ̄
))‖

B
d
2

+ ‖uν‖
B
d
2 ∩B

d
2+1

)
.

From the bounds (6.13) and (6.14), E(t) is clearly uniformly bounded and from the hypothesis (6.11),
we have ‖(δY+0, δQ+0, δu0)‖

B
d
2−

3
2∩B

d
2−

1
2
≤ C
√
ν. Let us now check that the source terms lie in δS1, δS2

and δS3 in the spaces L1
t (B

d
2
− 3

2∩
d
2
− 1

2 ). To do so, we have to split the analysis for the low and high
frequencies.

Step 1: Low regularity estimates

Here we us repeatedly the product law Proposition 2.1. Concerning δS1, we have

‖δu · ∇Y+‖
B
d
2−

3
2
≤ C‖δu‖

B
d
2−

1
2
‖∇(Y+ − Ȳ+)‖

B
d
2−1

≤ C‖δu‖
B
d
2−

1
2
‖Y+ − Ȳ+‖

B
d
2
≤ CM0‖δu‖

B
d
2−

1
2
. (6.22)

(6.23)

For δS2 and δS3, we have

‖δu · ∇P+‖
B
d
2−

3
2
≤ C‖δu‖

B
d
2−

1
2
‖∇(P+ − P̄+)‖

B
d
2−1

≤ C‖δu‖
B
d
2−

1
2
‖P+ − P̄‖

B
d
2
≤ CM0‖δu‖

B
d
2−

1
2
, (6.24)

‖δu · ∇u‖
B
d
2−

3
2
≤ C‖δu‖

B
d
2−

1
2
‖∇u‖

B
d
2−1 ≤ C‖δu‖B d

2−
1
2
‖u‖

B
d
2
, (6.25)

and

‖(P ν+ − P ν−)(∂tΓ2 + uν · ∇Γ2)‖
B
d
2−

3
2
≤C‖P ν+ − P ν−‖B d

2−
1
2
‖∂tΓ2‖

B
d
2−1 (6.26)

+ C‖P ν+ − P ν−‖B d
2−

1
2
‖uν · ∇Γ2‖

B
d
2−1 .

Thanks to the estimate (6.17) and bounds (6.14), by product law (6.20) the last inequality can be
written

‖(P ν+ − P ν−)(∂tΓ2 + uν · ∇Γ2)‖
B
d
2−

3
2

≤ C
√
ν M1 ‖∂tΓ2‖

B
d
2−1 + ‖P ν+ − P ν−‖B d

2−
1
2
‖Γ2 − Γ̄2‖

B
d
2
‖uν‖

B
d
2
. (6.27)

Before estimating the last term in δS2, we need the following lemma.

Lemma 6.1 Let d ≥ 3. For s such that d
2 −

3
2 < s ≤ d

2 −
1
2 , we have

‖(δα+, δα−, δρ+, δρ−, δρ, δP )‖Bs ≤ C(M0 + 1)
(
‖(δY+, δQ+)‖Bs + ‖P ν+ − P ν−‖Bs

)
. (6.28)
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Proof. Thanks to the relations in (6.7), by product law (6.20) we have

‖(δP+, δP−)‖Bs ≤ C‖δQ+‖Bs + C
(
‖Γ2 − Γ̄2‖

L∞(B
d
2 )
‖P ν+ − P ν−‖Bs + Γ̄2 ‖P ν+ − P ν−‖Bs

)
≤ C‖δQ+‖Bs + C(M0 + 1)‖P ν+ − P ν−‖Bs . (6.29)

Using relations in (6.8) and a decomposition argument similar to (6.29) yields

‖δα+‖Bs ≤ C(M0 + 1) ‖(δY+, δρ+, δρ−)‖Bs . (6.30)

Define f(x) = ( 1
A+
x)

1
γ+ . We are now going to control δρ+ by δP+ but the composition Proposition 2.3

cannot be applied readily since f ′(0) 6= 0. Still, we can rewrite δρ+ as

δρ+ =
(
f(x+ P̄ )− f ′(P̄ )x

)∣∣∣P ν+−P̄
P+−P̄

+
(
f ′(P̄ )x

)∣∣∣P ν+−P̄
P+−P̄

=
(
f(x+ P̄ )− f ′(P̄ )x

)∣∣∣P ν+−P̄
P+−P̄

+ f ′(P̄ ) δP+,

then, since s > d
2 −

3
2 ≥ 0 as d ≥ 3, we can apply the composition Proposition 2.3 to the first quantity of

right-hand side and obtain

‖δρ+‖Bs ≤ f ′(P̄ )‖δP+‖Bs + C‖(P ν+ − P̄ , P+ − P̄ )‖Bs‖δP+‖Bs
≤ C(M0 + 1)‖δP+‖Bs .

Proceeding similarly with δρ−, combining with (6.30) we conclude that (6.28) is satisfied.
Now, we are ready to use product laws (6.19), (6.20) and composition lemma to write

‖ γ+γ−
γ+α− + γ−α+

(δQ+ + Γ4δα+) divu‖
B
d
2−

3
2

≤
(
‖ γ+γ−
γ+α− + γ−α+

− γ+γ−
γ+ᾱ− + γ−ᾱ+

‖
B
d
2

+ 1
)(
‖δQ+ divu‖

B
d
2−

3
2

+ ‖Γ4 δα+divu‖
B
d
2−

3
2

)
≤C(M0 + 1)

(
‖δQ+‖

B
d
2−

1
2
‖divu‖

B
d
2−1 + ‖Γ4 − Γ̄4‖

B
d
2−1 ‖δα+divu‖

B
d
2−

1
2

+ Γ̄4‖δα+divu‖
B
d
2−

3
2

)
≤C(M0 + 1)

(
‖δQ+‖

B
d
2−

1
2
‖divu‖

B
d
2−1 +M0 ‖δα+‖

B
d
2−

1
2
‖divu‖

B
d
2

+ Γ̄4‖δα+‖
B
d
2−

1
2
‖divu‖

B
d
2−1

)
≤C(M0 + 1)2

(
‖δQ+‖

B
d
2−

1
2

+ ‖δα+‖
B
d
2−

1
2

)
‖uν‖

B
d
2 ∩B

d
2+1 .

Combining this with (6.28), we obtain

‖ γ+γ−
γ+α− + γ−α+

(δQ+ + Γ4δα+) divu‖
B
d
2−

3
2

≤C(M0 + 1)3
(
‖(δY+, δQ+)‖

B
d
2−

1
2

+ ‖P ν+ − P ν−‖B d
2−

1
2

)
‖uν‖

B
d
2 ∩B

d
2+1 . (6.31)

Using a product law and (6.16), we have

‖ 1

ρν
Aµ,λ uν‖

B
d
2−

3
2
≤ C‖ 1

ρν
− 1

ρ̄
‖
B
d
2−1 ‖Aµ,λ uν‖B d

2−
3
2

+ C ‖Aµ,λ uν‖
B
d
2−

3
2

≤ C ν (M0 + 1) ‖uν‖
B
d
2+1

2
≤ C ν (M0 + 1) (‖uν‖

1
2

B
d
2

+ ‖uν‖
1
2

B
d
2+1

), (6.32)

and by (6.28),

‖∇P+

ρνρ
δρ‖

B
d
2−

3
2
≤C‖∇(P+ − P̄ )‖

B
d
2−1‖

1

ρνρ
δρ‖

B
d
2−

1
2

≤C‖P+ − P̄‖
B
d
2
(‖ 1

ρνρ
− 1

ρ̄2
‖
B
d
2

+
1

ρ̄2
)‖δρ‖

B
d
2−

1
2
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≤CM0(M0 + 1)‖δρ‖
B
d
2−

1
2

≤CM0(M0 + 1)
(
‖(δY+, δQ+)‖

B
d
2−

1
2

+ ‖P ν+ − P ν−‖B d
2−

1
2

)
. (6.33)

We estimate the last term of δS3 in the following way

‖ 1

ρν
∇
(

(Γ2 − αν−)(P ν+ − P ν−)
)
‖
B
d
2−

3
2

≤ C
(
‖ 1

ρν
− 1

ρ̄
‖
B
d
2

+
1

ρ̄

)
‖(Γ2 − αν−) (P ν+ − P ν−)‖ d

2
− 1

2

≤ C(M0 + 1)
(
‖Γ2 − Γ̄2‖

B
d
2

+ ‖αν− − ᾱ−‖B d
2

+ Γ̄2 + ᾱν−

)
‖P ν+ − P ν−‖ d

2
− 1

2

≤ C(M0 + 1)2‖P ν+ − P ν−‖B d
2−1∩B

d
2
. (6.34)

Summing up (6.22)-(6.27) and (6.31)-(6.34) together, integrating over [0, t] on the both sides of the
resulting inequality, we conclude that (without loss of generality assume that M0 � 1)

‖(δS1, δS2, δS3)‖
L1
t (B

d
2−

3
2 )

≤CM0

∫ t

0
‖δu(τ)‖

B
d
2−

1
2

+ C

∫ t

0

(
‖δu‖

B
d
2−

3
2

+ ‖(δY+, δQ+)(τ)‖
B
d
2−

1
2

)
‖uν(τ)‖

B
d
2 ∩B

d
2+1

+ CM2
1

∫ t

0

√
ν‖∂tΓ2(τ)‖

B
d
2−1 + ν‖uν(τ)‖

B
d
2 ∩B

d
2+1 + ‖P ν+ − P ν−‖B d

2−1∩B
d
2

)
≤CM0

∫ t

0
‖δu(τ)‖

B
d
2−

1
2

+ C

∫ t

0

(
‖δu‖

B
d
2−

3
2

+ ‖(δY+, δQ+)(τ)‖
B
d
2−

1
2

)
‖uν(τ)‖

B
d
2 ∩B

d
2+1

+ CM3
1

√
ν, (6.35)

where we used that ‖∂tΓ2‖
B
d
2−1 ≤ M1 which can be directly obtained from writing the equation verified

by ∂tΓ2.

Step 2: High regularity estimates

We will now show how to control the same terms in L1
T (B

d
2
− 1

2 ). Concerning δS1, we have

‖δu · ∇Y+‖
B
d
2−

1
2
≤ C‖δu‖

B
d
2−

1
2
‖∇(Y+ − Ȳ+)‖

B
d
2

≤ C‖δu‖
B
d
2−

1
2
‖Y+ − Ȳ+‖

B
d
2+1 ≤ CM0‖δu‖

B
d
2−

1
2
. (6.36)

Similarly as before, we have

‖δu · ∇P+‖
B
d
2−

1
2
≤ CM0‖δu‖

B
d
2−

1
2
, (6.37)

‖δu · u‖
B
d
2−

1
2
≤ C‖δu‖

B
d
2−

1
2
‖u‖

B
d
2
, (6.38)

and

‖(P ν+ − P ν−)(∂tΓ2 + uν · ∇Γ2)‖
B
d
2−

1
2
≤C‖P ν+ − P ν−‖B d

2−
1
2
‖∂tΓ2‖

B
d
2

+ C‖P ν+ − P ν−‖B d
2−

1
2
‖uν · ∇Γ2‖

B
d
2
.

Thanks to the estimate (6.17) and bounds (6.14), by a product law the last inequality can be written

‖(P ν+ − P ν−)(∂tΓ2 + uν · ∇Γ2)‖
B
d
2−

1
2

≤ C
√
ν M1 ‖∂tΓ2‖

B
d
2

+ ‖P ν+ − P ν−‖B d
2−

1
2
‖Γ2 − Γ̄2‖

B
d
2
‖uν‖

B
d
2
. (6.39)
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We have,

‖ γ+γ−
γ+α− + γ−α+

(δQ+ + Γ4δα+) divu‖
B
d
2−

1
2

≤
(
‖ γ+γ−
γ+α− + γ−α+

− γ+γ−
γ+ᾱ− + γ−ᾱ+

‖
B
d
2

+ 1
)(
‖δQ+ divu‖

B
d
2−

1
2

+ ‖Γ4 δα+divu‖
B
d
2−

1
2

)
≤C(M0 + 1)

(
‖δQ+‖

B
d
2−

1
2
‖divu‖

B
d
2

+ ‖Γ4 − Γ̄4‖
B
d
2
‖δα+divu‖

B
d
2−

1
2

+ Γ̄4‖δα+divu‖
B
d
2−

1
2

)
≤C(M0 + 1)

(
‖δQ+‖

B
d
2−

1
2
‖divu‖

B
d
2

+M0 ‖δα+‖
B
d
2−

1
2
‖divu‖

B
d
2

+ Γ̄4‖δα+‖
B
d
2−

1
2
‖divu‖

B
d
2

)
≤C(M0 + 1)2

(
‖δQ+‖

B
d
2−

1
2

+ ‖δα+‖
B
d
2−

1
2

)
‖uν‖

B
d
2+1 .

Combining with (6.28) gives that

‖ γ+γ−
γ+α− + γ−α+

(δQ+ + Γ4δα+) divu‖
B
d
2−

1
2

≤C(M0 + 1)3
(
‖(δY+, δQ+)‖

B
d
2−

1
2

+ ‖P ν+ − P ν−‖B d
2−

1
2

)
‖uν‖

B
d
2+1 . (6.40)

Using a product law and (6.15) yields

‖ 1

ρν
Aµ,λ uν‖

B
d
2−

1
2
≤ C‖ 1

ρν
− 1

ρ̄
‖
B
d
2−1 ‖Aµ,λ uν‖B d

2−
1
2

+ C ‖Aµ,λ uν‖
B
d
2−

1
2

≤ C ν (M0 + 1)‖uν‖
B
d
2 ∩B

d
2+1+, (6.41)

and by (6.28),

‖∇P+

ρνρ
δρ‖

B
d
2−

1
2
≤C‖∇(P+ − P̄ )‖

B
d
2
‖ 1

ρνρ
δρ‖

B
d
2−

1
2

≤C‖P+ − P̄‖
B
d
2+1(‖ 1

ρνρ
− 1

ρ̄2
‖
B
d
2

+
1

ρ̄2
)‖δρ‖

B
d
2

≤CM0(M0 + 1)‖δρ‖
B
d
2−

1
2

≤CM0(M0 + 1)
(
‖(δY+, δQ+)‖

B
d
2−

1
2

+ ‖P ν+ − P ν−‖B d
2−

1
2

)
. (6.42)

For the last term in δS3 we estimate in the following way

‖ 1

ρν
∇
(

(Γ2 − αν−)(P ν+ − P ν−)
)
‖
B
d
2−

1
2

≤ C
(
‖ 1

ρν
− 1

ρ̄
‖
B
d
2

+
1

ρ̄

)
‖(Γ2 − αν−) (P ν+ − P ν−)‖

B
d
2+1

2

≤ C(M0 + 1)2‖P ν+ − P ν−‖B d
2 ∩B

d
2+1

2
. (6.43)

Using interpolation inequality we have

‖P ν+ − P ν−‖B d
2+1

2
≤ ‖P ν+ − P ν−‖

1
2

B
d
2
‖P ν+ − P ν−‖

1
2

B
d
2+1

≤ M1‖P ν+ − P ν−‖
1
2

B
d
2
.

Step 3: Conclusion

Summing up (6.36)-(6.39) and (6.40)-(6.43) together, integrating over [0, t] on the both sides of the
resulting inequality, we conclude that (without loss of generality assume that M0 � 1)

‖(δS1, δS2, δS3)‖
L1
t (B

d
2−

1
2 )
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≤CM0

∫ t

0
‖δu(τ)‖

B
d
2−

1
2

+ C

∫ t

0

(
‖δu‖

B
d
2−

1
2

+ ‖(δY+, δQ+)(τ)‖
B
d
2−

1
2

)
‖uν(τ)‖

B
d
2 ∩B

d
2+1

+ CM2
1

∫ t

0

√
ν‖∂tΓ2(τ)‖

B
d
2

+ ν‖uν(τ)‖
B
d
2+1 + ‖P ν+ − P ν−‖

1
2

B
d
2−1∩B

d
2

)
≤CM0

∫ t

0
‖δu(τ)‖

B
d
2−

1
2

+ C

∫ t

0

(
‖δu‖

B
d
2−

1
2

+ ‖(δY+, δQ+)(τ)‖
B
d
2−

1
2

)
‖uν(τ)‖

B
d
2 ∩B

d
2+1

+ CM3
1M0

√
ν. (6.44)

where we used again that ‖∂tΓ2‖
B
d
2 ∩B

d
2+1 ≤M1.

Finally, gathering (6.35) and (6.44), we obtain

‖(δS1, δS2, δS3)‖
L1
t (B

d
2−

3
2∩B

d
2−

1
2 )
≤ CM0

∫ t

0
‖δu‖

B
d
2−

1
2

+ C

∫ t

0
‖δu‖

B
d
2−

3
2 ∩B

d
2−

1
2
‖uν‖

B
d
2 ∩B

d
2+1

+C

∫ t

0
‖(δY+, δQ+)‖

B
d
2−

1
2

∥∥uν‖
B
d
2 ∩B

d
2+1

+CM3
1

√
ν. (6.45)

Therefore, using (6.45) and (6.11) in (6.21) and Gronwall’s lemma yields

‖(δY+, δQ+, δu)(t)‖
B
d
2−

3
2

+ ‖(δY+, δQ+, δu)(t)‖
B
d
2−

1
2

+

∫ t

0
‖δQ+‖`

B
d
2+1

2
+

∫ t

0
‖δQ+‖h

B
d
2−

1
2

+

∫ t

0
‖δu‖

B
d
2−

1
2
≤
√
ν exp(CM4

1 ).

Thus the proof of Theorem 6.1 is completed. �

A Some basic linear problems

Proposition A.1 Let s ∈ (−d
2 ,

d
2 ] and H2 ∈ C([0, T );S). Let w be a solution of the following damped

equation with variable coefficient on [0, T ),{
∂tw + (h2 +H2)

w

ν
= f,

w(t, x)|t=0 = w0.
(D)

There exists a positive constant h̄2 such that if

‖H2‖
L̃∞T (B

d
2 )
≤ h̄2 <

h2

2
,

then the following estimate holds on [0, T ),

1√
ν
‖w‖

L̃∞t (Bs)
+

1

2
√
h2
‖∂tw‖L̃2

t (B
s)
≤ 1√

ν
‖w0‖Bs + max(

1

2
√
h2
, 4h2) ‖f‖

L̃2
t (B

s)
.

Proof. We first rewrite the equation into the form( 1

h2 +H2
− 1

h2
+

1

h2

)
∂tw +

w

ν
=

f

h2 +H2
.

Applying the operator ∆̇j to it, we get

1

h2
∂twj +

wj
ν

= −∆̇j

(
(

1

h2 +H2
− 1

h2
)∂tw)

)
+ ∆̇j(

f

h2 +H2
).
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Taking L2 inner product with ∂twj leads to

1

2ν

d

dt
‖wj‖2L2 +

1

h2
‖∂twj‖2 ≤ ‖∆̇j((

1

h2 +H2
− 1

h2
)∂tw)‖L2 ‖∂twj‖L2 + ‖∆̇j(

f

h2 +H2
)‖L2 ‖∂twj‖L2 .

On the right-hand side we use Young’s inequality, it becomes

1

2ν

d

dt
‖wj‖2L2 +

1

h2
‖∂twj‖2L2 ≤ 4h2‖∆̇j((

1

h2 +H2
− 1

h2
)∂tw)‖2L2 + 4h2‖∆̇j(

f

h2 +H2
)‖2L2 +

1

2h2
‖∂twj‖2L2 .

Integrating on time interval [0, t] for any t ∈ [0, T ), and using Young’s inequality again, we readily obtain

1√
ν
‖wj(t)‖L2 +

1√
h2
‖∂twj‖L2

t (L
2) ≤

1√
ν
‖w0‖L2 + 4

√
h2 ‖∆̇j

(
(

1

h2 +H2
− 1

h2
)∂tw

)
‖L2

t (L
2)

+ 4
√
h2‖∆̇j(

f

h2 +H2
)‖L2

t (L
2).

Multiplying both sides by 2js and summing up in j ∈ Z, we get

1√
ν
‖w‖

L̃∞t (Bs)
+

1√
h2
‖∂tw‖L̃2

t (B
s)
≤ 1√

ν
‖w0‖Bs + 4

√
h2 ‖(

1

h2 +H2
− 1

h2
)∂tw‖L̃2

t (B
s)

+ 4
√
h2 ‖

f

h2 +H2
‖
L̃2
t (B

s)
.

The product law Bs ×B
d
2 ↪→ Bs and composition lemma entail that we have

4
√
h2 ‖(

1

h2 +H2
− 1

h2
)∂tw‖L̃2

t (B
s)
≤ 4
√
h2C‖H2‖

L̃∞t (B
d
2 )
‖∂tw‖L̃2

t (B
s)
≤ 1

2
√
h2
‖∂tw‖L̃2

t (B
s)

whenever h̄2 ≤
1

8Ch2
. Handling the other right hand side term in a similar manner completes the proof

of the proposition.
Recall that the constant coefficient transport-damping equation reads:{

∂tw + v · ∇w + aw = f,
w(t, x)|t=0 = w0.

(A.1)

We are going to prove the following proposition.

Proposition A.2 Let r1 ∈ (−d
2 ,

d
2 ], r2 ∈ (−d

2 ,
d
2 + 1] Assume that a ≥ 0. Then there exists a universal

constant C such that

‖w(t)‖hBr2 + a

∫ t

0
‖w‖hBr2 ≤ ‖w0‖hBr2 + C

∫ t

0
‖∇v‖

B
d
2
‖w‖Br2 +

∫ t

0
‖f‖hBr2 (A.2)

and

‖w(t)‖`Br1 + a

∫ t

0
‖w‖`Br1 ≤ ‖w0‖`Br1 + C

∫ t

0
‖v‖

B
d
2
‖w‖Br1+1 +

∫ t

0
‖f‖`Br1 . (A.3)

Proof. Applying ∆̇j to (A.1) yields

∂twj + v · ∇wj + aw = −[∆̇j , v]∇w + ∆̇jf.

Taking the L2 inner product with wj then by integration by parts, one has

1

2

d

dt
‖wj‖2L2 + a ‖wj‖2L2 =

1

2

∫
Rd

div v|wj |2 −
∫
Rd
wj [∆̇j , v]∇w +

∫
Rd
wj , ∆̇jf
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≤ ‖div v‖L∞‖wj‖2L2 + ‖wj‖L2(‖[∆̇j , v]∇w‖L2 + ‖∆̇jf‖L2).

As −d
2 < r2 ≤ d

2 + 1, by Proposition 2.2, one has

‖[∆̇j , v]∇w‖L2 ≤ C2−jr2qj‖∇v‖
B
d
2
‖w‖Br2 .

Thus by embedding B
d
2 ↪→ L∞, we obtain

‖wj(t)‖L2 + a

∫ t

0
‖wj(τ)‖L2 ≤ ‖wj(0)‖L2 + C2−jr2qj

∫ t

0
‖∇v(τ)‖

B
d
2
‖w‖Br2 +

∫ t

0
‖∆̇jf(τ)‖L2 .

Multiplying the factor 2jr2 on both sides, summing up over j ≥ −1, we get (A.2)
For the low frequencies estimate (A.3), one needs to take v ·∇w as a source term, and use the product

law ‖v · ∇w‖Br1 ≤ C‖v‖
B
d
2
‖∇w‖Br1 , for r1 ∈ (−d

2 ,
d
2 ].

Recall that the constant coefficient Lamé system reads:{
∂tu+ v · ∇u− µ∆u− (λ+ µ)∇divu+ ηu = g,
u(t, x)|t=0 = u0.

(A.4)

We are going to prove the following proposition.

Proposition A.3 Let r1, r2 ∈ (−d
2 ,

d
2 ]. Assume that µ > 0 and µ+λ, η ≥ 0. Then there exists a universal

constant C such that

‖u(t)‖`Br1 + ‖u(t)‖hBr2 + µ

∫ t

0
(‖∇u‖`Br1+1 + ‖∇u‖hBr2+1)

+ (λ+ µ)

∫ t

0
(‖divu‖`Br1+1 + ‖divu‖hBr2+1) + η

∫ t

0
(‖u‖`Br1 + ‖u‖hBr2 )

≤ C(‖u0‖`Br1 +‖u0‖hBr2 )+C

∫ t

0
(‖∇v‖

B
d
2
‖u‖Br1∩Br2 +‖v‖

B
d
2
‖u‖Br1+1∩Br2+1)+C

∫ t

0
(‖g‖`Br1 +‖g‖hBr2 ) .

Proof. Applying ∆̇j to equation (A.4) yields

∂tuj − µ∆uj − (λ+ µ)∇divuj + ηuj = −[∆̇j , v]∇u− v · ∇uj + ∆̇jg. (A.5)

Taking the L2 inner product with uj then integrate by parts. One gets (note that λ+ µ ≥ 0)

1

2

d

dt
‖uj‖2L2 + µ‖∇uj‖2L2 + η‖uj‖2L2 ≤

1

2

∫
Rd

div v |uj |2 −
∫
Rd
uj [∆̇j , v]∇u+

∫
Rd
uj ∆̇jg

≤ ‖div v‖L∞‖uj‖2L2 + ‖uj‖L2(‖[∆̇j , v]∇u)‖L2 + ‖∆̇jg‖L2).

By Proposition 2.2,

‖[∆̇j , v]∇u)‖L2 ≤ C2−r2jqj‖∇v‖
B
d
2
‖u‖Br2 .

Using that we have ‖∇uj‖2L2 ≥ (5
62j‖uj‖L2)2 ≥ 1

222j‖uj‖L22, we thus get

‖uj(t)‖L2 +
µ

2
22j

∫ t

0
‖uj(τ)‖L2 + η

∫ t

0
‖uj(τ)‖L2

≤ ‖uj(0)‖L2 + C2−r2jqj

∫ t

0
‖∇v‖

B
d
2
‖u‖Br2 +

∫ t

0
‖∆̇jg‖L2 .
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Multiplying the factor 2r2j on both sides, summing up over j ≥ −1, we further get

‖u(t)‖hBr2 +
µ

2

∫ t

0
‖u(τ)‖hBr2+2 + η

∫ t

0
‖u(τ)‖hBr2

≤ ‖u0‖hBr2 + C

∫ t

0
‖∇v‖

B
d
2
‖u‖Br2 +

∫ t

0
‖g‖hBr2 . (A.6)

Similarly, we have

‖u(t)‖`Br1 +
µ

2

∫ t

0
‖u(τ)‖`Br1+2 + η

∫ t

0
‖u(τ)‖`Br1

≤ ‖u0‖`Br1 + C

∫ t

0
‖∇v‖

B
d
2
‖u‖Br1 +

∫ t

0
‖g‖`Br1 . (A.7)

Now, we focus only on the ”compressible part” of u that is Λ−1divu. Applying the localization of 0-th
order pseudo-differential operator Λ−1div to (A.4) and find that

∂t∆̇j(Λ
−1divu)− (2µ+ λ)∆(Λ−1divuj) + η(Λ−1divuj) = −∆̇jΛ

−1div (v · ∇u) + ∆̇jΛ
−1div g.

We notice that above equation is similar to (A.5), and following the derivation of (A.6) we have

‖Λ−1divu(t)‖hBr2 +
(2µ+ λ)

2

∫ t

0
‖Λ−1divu(τ)‖hBr2+2 + η

∫ t

0
‖Λ−1divu(τ)‖hBr2

≤ ‖u0‖hBr2 +

∫ t

0
(‖v · ∇u‖Br2 + ‖g‖hBs) .

Using product law ‖v · ∇u‖Br2 ≤ C‖v‖
B
d
2
‖∇u‖Br2 , for r2 ∈ (−d

2 ,
d
2 ] and notice that ‖Λ−1divu‖h

Br2+2 ≥
5
12‖divu‖h

Br2+1 . We further obtain that

(2µ+ λ)

5

∫ t

0
‖divu(τ)‖hBr2+1 ≤ ‖u0‖hBr2 + C

∫ t

0
(‖v‖

B
d
2
‖∇u‖Br2 + ‖g‖hBr2 ) . (A.8)

Similarly, we have

(2µ+ λ)

5

∫ t

0
‖divu(τ)‖`Br1+1 ≤ ‖u0‖`Br1 + C

∫ t

0
(‖v‖

B
d
2
‖∇u‖Br1 + ‖g‖`Br1 ) .

This combined with (A.6), (A.7) and (A.8) completes the proof.

Lemma A.1 Let X : [0, T ] → R+ be a continuous function such that X2 is differentiable. We assume
that there exists a constant B ≥ 0 and a measurable function A : [0, T ]→ R+ such that

1

p

d

dt
X2 +BX2 ≤ AX a.e. on [0, T ].

Then, for all t ∈ [0, T ], we have

X(t) +B

∫ t

0
X ≤ X0 +

∫ t

0
A.

Proof. We set Xε , (X2 + ε2)1/2 for ε > 0, and observe that

1

2

d

dt
X2
ε +BX2

ε ≤ AXε +Bε2.

Dividing both sides by the positive function Xε yields

d

dt
Xε +BXε ≤ A+B

ε2

Xε
·

Then, integrating in time, using the fact that ε2/Xε ≤ ε, and taking the limit as ε tends to 0 completes
the proof.
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