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Abstract

Most normality tests in the literature are performed for scalar and in-
dependent samples. Thus, they become unreliable when applied to colored
processes, hampering their use in realistic scenarios. We focus on Mardia’s
multivariate kurtosis, derive closed-form expressions of its asymptotic dis-
tribution for statistically dependent samples, under the null hypothesis of
normality and a mixing condition. The calculus is long and tedious but the
final result is simple and is implemented with a low computational burden.
The proposed expression of the test power exhibits good properties on various
scenarios; this is illustrated by computer experiments by means of copulas.
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1. Introduction

The interest in techniques involving higher order statistics has grown con-
siderably during the past decades [1, 2, 3, 4]. Actually, first and second order
statistics allow an exhaustive characterization of Gaussian processes and lin-
ear systems. Despite the practical importance of the Gaussian distribution,
thanks to the central limit theorem, and the prevalence of linear dynami-
cal systems in small fluctuations models, many situations do not resort to
these assumptions. As a consequence, detecting departure from Gaussianity
arose as a means to detect and characterize non linear behavior, detection of
changes in dynamical regimes [5], etc. Higher-Order Statistics (HOS) were
also shown to carry valuable information for blind identification problems,
source separation and in measuring information theoretic quantities [4], to
name a few applications.

The present growth of interest in sensor networks and our ability to si-
multaneously record time series representing the fluctuations of numerous
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physical quantities, naturally leads to consider p-dimensional processes. Sur-
prisingly enough, normality tests for such p-dimensional stochastic processes
were not so much investigated. To be more precise, very few results con-
cern both the multivariate nature of the time series and the fact that the
p-dimensional time samples cannot in general be considered as being i.i.d.
This will be referred to as the non independent identically distributed (n.i.d.)
property. The difficulty in testing the Gaussian nature of p-dimensional
stochastic processes arises from the necessity for the test to tackle both the
joint Gaussianity of the p components and the time dependence of successive
p-dimensional samples. To make this framework clear, the following notation
is introduced: Let x(n) = [z1(n),...,z,(n)]” be a real p-variate stochastic
process, of which a sample of finite size, NN, is observed. Hereafter, the
stochastic processes under study will be assumed stationary and zero-mean
with covariance matrices for delay 7 defined by

S(7) =E{z(n)z(n —7)"}. (1)

Let Su(7) denote the entries of matrix S(7), (a,b) € {1,...,p}. The
n.i.d. nature of the time samples corresponds to have S,,(7) # 0 in gen-
eral for 7 # 0. Thus, the process X(n) enjoys both spatial and temporal
dependancies (temporal refers to dependence w.r.t. 7 and spatial w.r.t. to
(a,b) € {1,...,p}). The normality test without alternative can be formulated
as follows:

Problem P1: Given a finite sample of size N, X =

{@(1),... a(\)}
H : X is Gaussian wversus H (2)

where variables x(n) € RP are identically distributed, but not
statistically independent.

Solving this problem requires (i) to define a test variable, and (ii) to determine
its asymptotic distribution (often itself normal) in order to assess the power
of the test, that is, the probability to decide H whereas H is true.

For the scalar case (p = 1), since the so-called Chi-squared test proposed
by Fisher and improved in [6], the most popular test is probably the om-
nibus test based on skewness and kurtosis [7]. The omnibus test combines
estimated skewness and kurtosis weighted by the inverse of their respective



asymptotic variance, evaluated under the assumption that the samples are
Gaussian i.i.d.; see also [8], [9]. The asymptotic distribution of the test is
X2 when samples are i.i.d normal. However, as pointed out by [10], the
Chi-square test is very sensitive to the dependence between samples; the
process color yields a loss in apparent normality [11]. Actually, most of the
tests proposed in the literature assume that observations are i.i.d., see [12]
or [13]. This is also true for multivariate tests [14, 15]; see the survey of
[16]. Only very few authors address the case of n.i.d samples, or so-called
colored processes. One can mention Hinich’s bispectrum-based linearity test
[17], or Brillinger’s trispectrum [18]. These multispectra (Fourier transform
of 3rd and 4th order cumulant multicorrelations evaluated under stationar-
ity assumption) induce in general an important computational load and have
important estimation variance even for large values of N. An appealing al-
ternative was proposed in [19] where non linear transforms of the samples
allow to go beyond monomials of degree 3 or 4. For instance, some tests are
based on the characteristic function [20, 19] and others on entropy [21]. These
tests remain however complex to implement in practice and may hardly be
executable in real time on a light processor when samples are colored (i.e.
statistically time dependant).

Contribution. Taking an opposite direction, the purpose of this paper
is to propose a normality test that is simple to implement, even for colored
(time correlated) p-dimensional processes, eventually at the expense of quite
complicated and lengthy calculus to derive the exact form of the test. For
this reason, we shall focus on the multivariate kurtosis proposed by Mardia
in [14], and derive its mean and variance when samples are assumed to be
statistically n.i.d. Although the results presented apply easily in practice
to a very wide class of applications, the process is assumed to satisfy sta-
tistical mizing properties. Within this framework, a general procedure is
proposed to compute the asymptotic mean and variance of Mardia’s multi-
variate kurtosis when applied to colored processes, and is shown to converge
in O(1/v/N), thus fully characterizing the asymptotic normal distribution of
the test statistic. The complete derivation is given for p = 2, which allows to
test joint normality of arbitrary 2-dimensional projections, thus generalizing
the tests proposed in [14, 22, 23] based on 1D projections and i.i.d samples.
The benefits of using 2D is clear, as the resulting tests are subsequently
shown to outperform 1D projection-based tests, via computer experiments.
The importance of joint normality and the performance of our test is illus-



trated on n.i.d. copulas, i.e. with colored Gaussian marginals. Additionally,
the particular case where p-dimensional observations are constructed by time
embedding, thus mixing time and space dependencies, is developed.

This article is organized as follows. Section 2 contains the definition
of the test statistic. The tools necessary to conduct the calculations are
introduced in Section 3. The moments involved in the derivation of both the
mean and variance of the test statistic are given in Sections 4-5, for arbitrary
dimension p. Their expression in closed form for p = 1 and p = 2, and for
the case where the multivariate process arises from a time embedding, are
given in Sections 6-8. Section 9 reports some computer experiments. The
expressions of moments and details of calculation are deferred to appendices
in Section 11.

2. Mardia’s Multivariate kurtosis
The test proposed by Mardia in [14] takes the form:
By, = E{(z" S x)*}. (3)

For & ~ N,(0,.S), one can show that 8, = p(p + 2). Its sample counterpart
for a sample of size N is:

n)' S x(n))? (4)

||M2

It is worth noticing that S being the exact covariance matrix, all random
realizations involved in the latter equation are standardized (remind that we
assume zero-mean processes). Thus, the advantage of this test variable is
that it is invariant with respect to linear transformations, i.e., y = Ax. In
practice, the covariance matrix S is unknown and is replaced by its sample
estimate, S, so that we end up with the following test variable:

By(N) =+ (a(n)78 ()’ )

with



The multivariate normality test can be formulated in terms of the multivari-
ate Kurtosis: the variable  is said to be normal if | B,(N)—E{B,(N)|Hy}| <
71, where 7 is a threshold to be determined as a function of the power of the
test. The fact that B,(N) is a good estimate of 3, or not is relevant; what
is important is to have a sufficiently accurate estimation of the power of the
test. In order to do that, we need to assess the mean and variance of EP(N )
under H. Under the assumption that x(n) are i.i.d. realizations of variable
x, the mean and variance of Bp(N ) have been calculated:

Theorem 1. [14] Let {x(n)}1<n<n be i.i.d. of dimension p. Then under the
: N-1

null hypothesis Ho, By(N) is asymptotically normal, with mean p(p + 2) {7

. 8p(p+2) 1
and variance 225 + o( ).

Note that the result above makes use of Landau notation 0(%), to precise
that the absolute approximation error is dominated by % Landau notation
O(R(N)) will also be often used, when the absolute approximation error will
be of the order of A(NN). Both will be extensively used in the rest of this
paper.

Our purpose is now to state a similar theorem when {x(n)} are not
independent. Since this involves heavy calculations, we need to introduce
some tools to make them possible.

3. Statistical and combinatorial tools

In this section, partial useful results are established. Each is associated
with a lemma, and represents a step towards the derivation of the exact
expression of the statistics of B,(N) defined in (5) for multivariate colored
processes:

-Lemma 3 proves that A = § — § varies as O(1/v/N).

-Lemma 4 uses the preceding result in order to express the sample pre-
cision matrix G = (S + A)~! as a function of the exact precision matrix G
and of the approximation matrix A, up to order O(||A[]?).

-Finally, lemma 5 allows to derive the approximate expression of Bp(N )
to order N=!in o(1/N).

From now on, we assume the following condition upon & (n), necessary to
relax the i.i.d. property while maintaining convergence of various terms:

Assumption 2 (Mixing). Y °7 |Sw(7)* converges to a finite limit Qqp,
V(a,b) € {1,...,p}?, where Sy, denote the entries of matriz S.
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3.1. Lemmas

The estimated multivariate kurtosis (5) is a rational function of degree
4. Since we wish to calculate its asymptotic first and second order moments,
when N tends to infinity, we may expand this rational function about its
mean. The first step is to expand the estimated covariance S. LetS=8 +A,
where A is small compared to S; in fact :

Lemma 3. The entries of matriz A are of order O(1/v/N).

Proof. Under Hypothesis H, the covariance of entries A, take the form
below :

Cov(Agp, Ag) = Z Z E{zq(n Zo(m)zg(m)} — SapSea

n=1 m=1

and letting 7 = n — m, and Quped = SuecSea + SaaSee We have after some
manipulation:

COU(Aab, Acd) = abcd + — Z {Sac )de(T) + Sad(T)Sbc(T>}

IA

1
N
]1, abed T 7 Z {1Sac(m)[Sba(T)] + [Saa(T)| [Sbe()1} -

Next, using the inequalities | Y-, uv;| < 3, uillvi] < 53, (u? +0?), we have:
[Cov(Aw, Au)| < ’Q‘““d‘ Z!Sac )2+ 102 (7)) +1Saa(7) P + 1 Sse(7)
Now using the mixing condition, Y >7  [S;;(7)|* < Q;, we eventually obtain:

|CO’U(Aab,ACd)’ < | abcdl

N N (Qac + de + Qad + ch) (6>
which shows that Cov(Ag, A) = O(1/N). O

Lemma 4. The inverse G of S can be approzimated by

G =G - GAG + GAGAG +o(1/N). (7)



Proof. Notice that positive definite sample covariance matrix may be
reexpressed as

S=S+A=S872187 4826 12A8"1/281/2

Let E be the symmetric matrix E = —S~Y2A87Y2. Then with this
definition, )
G=S"I+E)'s'?

As for any matrix E with spectral radius smaller than 1, the series ) ,° E*

converges to (I — E)~. If we plug this series in the expression of G’, for N
large enough to warrant that the spectral radius of Eis less than 1, we get
G = S V23K EFSTV2 4 o(|E||¥). Replacing E by its definition and
taking K = 3 eventually yields (7). Note that the precise approximation
order is O(N~3/2), but only o(1/N) will be useful in what follows. O

Now it is desirable to express G as a function of S. If we replace A by

S — S in (7), we obtain:
G = 3G — 3GSG + GSGSG + o(1/N). (8)

With this approximation, G' is now a polynomial function of AS' of degree 2,
and hence of degree 4 in &. We shall show that the mean of B,(/N) involves

moments of & up to order 8, whereas its variance involves moments up to
order 16.

Lemma 5. Denote A;; = x(i)T' S 'x(j). Then:
A 6 g X N 1 N N
n=1 n=1 i=1 n=1 i=1 j=1 9
o N N N (9)
+ 5 DD A AnjAj A + o(1/N)
n=1 j=1 k=1
Proof. First inject (7) in the expression B,(N) =

R 2
v (a:(n)TGa:(n)> , and keep terms up to order O(||AJ]?); this
yields:

> 1 2 T T 2
B(N) =+ [Am—QA,m:v(n) GAGz(n) + (z(n)" GAGz(n))

n

+24,, ()" GAGAG(n)] + o | A]%).

7



Then replace A by S — S. This leads to
X 1 R
B,(N) = N Z [GA?W — 84, (x(n)"GSGx(n))
+(z(n)"G8Gxz(n))’ + 24,, (w(mTGSGSGm(n))} +o(|A?).

Equation (9) is eventually obtained after replacing S by ~ > x(k)z(k)”
and all terms of the form x(q)" Gz (r) by A, O]

3.2. Additional notations and calculus issues

When computing the mean and variance of B,(N) given in (9), higher
order moments of the multivariate random variable @ will arise. Under the
normal (null) hypothesis, these moments are expressed as functions of second
order moments only. To keep notations reasonably concise, it is proposed to
use McCullagh’s bracket notation [24], briefly reminded in Appendix 11.1.
Furthermore, for all moments of order higher than p, some components ap-
pear multiple times; counting the number of identical terms in the expansion
of the higher moments is a tedious task. All the moment expansions that
are necessary for the derivations presented in this paper are developed in
Appendix 11.3.

In order to keep notations as explicit and concise as possible, while keep-
ing explicit the role of both coordinate (or space) indices and time indices,
let the moments of x(t), whose p components are z,(t), 1 < a < p be noted

pap = Blxa(t)ap(u)},  ppe = B{za(t)zs(uw)zc(v)} (10)

and so forth for higher orders. It shall be emphasized that different time and
coordinate indices appear here as the components are assumed to be colored
(time correlated) and dependent to each others (spatially correlated).

Computation of the mean and variance of Bp defined by equation (9)
involves the computation of moments of order noted 2L whose generic ex-
pression is

E{H Aazﬁl} = Z (H Grnci) E{xm (a1)$01 (51> cee g (O‘L)xCL (/BL)}

ri..rp,c1...c,=1 \i=1

or equivalently



L p L
E{][Aas}= D (H G) pptnE i (11)
=1

r1...rp,c1...c=1 \i=1

In the above equation, the 2L-order moment u?f;_‘_‘,?i@f}j_gfL has superscripts
indicating the time indices involved, whereas the subscripts indicate the co-
ordinate (or space) indices.

While being general, the above formulation may take simpler, or more
explicit forms in practice. The detailed methodology for computing the ex-
pressions of the mean and variance of Bp as functions of second order mo-
ments is deferred to Appendix 11.2. The resulting expressions of Mardia’s

statistics are given and discussed in the sections to come.

4. Expression of the mean of ép(N)

According to Equation (9), we have four types of terms. The goal of this
section is to provide the expectation of each of these terms. In the proposi-
tions below, all terms are developed as being sums and products of second
order moments, as it is reminded that under H the process is Gaussian.
Notice also that under the latter assumption, all higher-order moments of
any order are finite. For sake of simplicity, Landau’s approximation order
O(h(n)) is omitted in most equations.

Lemma 6. With the definition of A;; given in Lemma 5, we have:

p
E{A%,} = Z GabGed Pabed (12)
a,b,c,d=1
p p -
]E{AnnAgu} = Z Z GachdGef ﬂgl?cneg}z (13)
a,b,c,d=1 e, f=1
p p o
E{AiiAij} = Z Z GapGeaGerGan /LZZL@ZZ;% (14)
a,b,c,d=1 e,f,g,h=1
p p -
E{AnnAnjA]kAkzn} = Z Z GachdGengh MZI’;LC'I}LLZJle]Zk (15>

a,b,c,d=1 e, f,g,h=1



Proposition 7. Using expressions of moments given in Appendixz 11.3, the
expectations of the four terms defined in Lemma 6 take the form below

E{A7,}
E{Ann A7}

E{A% A%}

ni‘ - nj

S GuGof Bty (16)

klgr=1

p
> GuGyGo{ M2y + Bz} (17)

klqrst=1

> > CuGyGuGu{ Bluiyuiuiint

klgr situov

(6] g g 1, (120 g 12 e el [24] gt s g
A8 gt + (12l it (18)
> Y CuiGo GG Bl

m,l,q,r s,t,u,v
6]l il 12 - (120l g g+ (24] gk it
A8 el ke (2] it i | (19)

The mean of B,(N) then follows from (9).

5. Expression of the variance of ﬁp(N )

From Lemma 5, we can also state what moments of A;; will be required
in the expression of the variance of B,(IV).

Lemma 8. By raising (9) to the second power and using the definition of

10



Ai; given in Lemma 5, we can check that the following moments are required:

p
E{A2, A%} = > GaGeaGerGon s, (20)
a,b,c,de,f,g,h=1

p p p
E{AZ,AZA: = Y Y > GaGuGerGan

a,b,c,d=1 e,f,g,h=1 mJl=1

nnnniiiLg g
Gm@ Iuabcdegmffh (21>

p p p
E{AnmAnAZALY = > Y Y CuGeaGesGonGon

a,b,c,d=1 e,f,g,h=1 ml,qr=1
nnnnkkkkiijj
qu :uabegcqufhfr (22>
p p p
2 2 2
E{AkkAmAn]} = E § E GachdGength€
a,b,c,d=1 e,f,g,h=1 ml,qr=1

kkkknnnniijj
qu :uabcdegmqfhfr (23>

p p p
E{A2, AiAiApAiy = Y Y Y CGaGeaGesGonGon
a7b7c7d:1 e7fvgvh:1 m7£7‘177‘:1

nnnniiiijjkk
qu :uabcdefgrhqu (24>

p p p p
E{ALAZ AL A} = > Y Y ) GaGuiGerGanGome

a,b,c,d=1 e,f,g,h=1 ml,qr=1 s,u=1

nnnnkkkkiijjtt
GqTGSU :uacegmqsubdfhlr (25)

11



E{A;A% Apn ApiAjrArn} =

E{A2,A2,A2, A2} =

E{AnnAnjAjApnAii Ay Avy Aui }

E{AnnAnJA]kAknA?tAfu =

p p P »
Z Z Z Z GachdGengthg

a,b,c,d=1 e, f,g,h=1 ml,qr=1 s,u=1
iiiinnnnjjkktt
GqTGSU quzbceghmufqrsdf (26)
p
E E E E GachdGengthf
a,b,c,d=1 e, f,g,h=1 ml,qr=1 s,v,w,z=1
nnnnkkkkiijjttuu
quGstwz % (27)

acmqegswbdlr fhvz

p P p D
Z Z Z Z GachdGengthg

a,b,c,d=1 e,f,g,h=1 ml,qr=1 s,v,w,z=1

qu Gsv Gwz Iunnnniiiijjkk’ttuu (28)

abchmfqzde f grsvw

p P p D
Z Z Z Z GachdGengthg

a,b,c,d=1 e, f,g,h=1 ml,qr=1 s,v,w,z=1

qu Gsv G nnnniiiijjkkttuu (29)

wz :uabchmqswdefgérvz

Then, as in Proposition 7, by using the results of Appendix 11.3, the mo-
ments p) could be in turn expressed as a function of second order moments.
For readability, we do not substitute here these values.

Proposition 9.

Var{By} = 253 S B{AL A} - <

2 2
}_ N3 : ZE{AnnAUA”

64
i > E{An A Al Aij Z E{A}, A%, A2}
ni gk n,i,7,k
24 16
+m > E{A}, AuAyApAn} — e > R{AZLAL AL A}

ni]k

n,t jkt

Z > B{Ai AL A Anj A A} + — Z D E{ALALALALY

it n,j,k

n,,7 k,tu

4
75 20 O E{Aun A AjeAun Ai A AvuAui}

n,j,k t,tu
4 .
t7s D E{AumAnjApAnALALY — (B{B,})’ (30)
n,j,k i,tu

12



6. Mean and variance of B;(IN) in the scalar case (p = 1)

The complicated expressions obtained in the previous sections simplify
drastically in the scalar case, and we get the results below.

B(B) =30 2> v ) 2 o) (31)
Var{B,} = % [1 + % E(N —7) SS;) ] + 0(%) (32)

In particular in the i.i.d. case, S(7) = 0 for 7 # 0, and we get the well-known
result [8] [25]:

R 6 A 24
E{B:} ~ 3 — N’ and Var{B;} ~ N

The expressions of mean and variance above are identical to those given in

Theorem 1, the difference being that here the ratio %—j& is replaced by its
approximation of order N7!, i.e. = =1— % +o(1/N).

7. Mean and variance of B,(IN) in the bivariate case (p = 2)

In the bivariate case, expressions become immediately more complicated,
but we can still write them explicitly, as reported below. We remind that

ey = San(i = j).

) 16 4 Y= (N—1)Qi(r 1
E{B:;} =8-+5 ~ 2 21 ((511522 )_ 5522;2 +olw) (33)

with
Qi(r) = SiSe [ (S12(7) + Sa1(7))?
5% 2S12(7) + 81(7)? + 45(7)Su(7) |
655512 (511(7)<512(7) + S (7))
651,50 (522(7)@12(7) + Sou(7)
+65%,95,(T) + 655,57, (7). (34)

13



Var{Bz}_ Z 511;227_@2 ))4+o(%) (35)

with

Qa(1) = [25121(7)532(7) — 16511(7)S22(7) S12(7) S21 (T)
+3(55,(7) + S75(7))? + 12511(7) Sa2(7) (S1a(7) + S (7))
_45122(7)531 (T)} 5%15222

25,53 8511 (7) S32(7) + 3(5:81(7) S (7) + S (7)S12(7)
(S21() + S1a(7))? = 4851 (7)S12() (S5 () + S (7) (7))
253,58 852 (7)S1(7) + (551 (7) S (7)) + 521 (7)S12(7)
(S21(7) + S12(7))* = 4821 (7) S12(7) (11 (7) + 521(7)512(7)):
+3571S55(7) + 355,51, (T)

185 S2(7)SH(7) + 4811(7) Saa(7) S1a(7)S1a(T) + S5 (7) S (7))
—12511512 522(7) (S12(7) + 521(7) [(2511(7)522(7) + 55 (1) + Sia(7))
S1182 + 2S1(1)Sx(7) + S12(7)Sn (7)) S|

—1252512 S11(7) (S12(7) + S21(7) [(2511(7)522(7) +55(7) + Sia(7))
S11552 + 2(S11(7)S2a(7) + S1a(7)S21(7)) 5. (36)

Note that the latter expressions are complicated, but easy to implement as
demonstrated in the remaining sections. Again for this case where p = 2,

the approximation - +} =1— 2% +0(1/N) was used in the expressions of the

mean and variance of 32

8. Particular case: multidimensional embedding of a scalar process

In this section, we consider the particular case where the multivariate
process consists of the embedding of a scalar process. More precisely, we
assume that

14



x1(n) y(nd +1)
x(n) = . = e
p(n) y(nd +p)
where y(k) is a scalar wide-sense stationary process of correlation function
C(r) = E{y(k)y(k—7)} = S11(7/6). Note that now, because of the particular
form of x(n), we can exploit the translation invariance by remarking that
Sap(7) = E{z4(nd)zy(nd—70d)} implies Syp(7) = C(70+a—b), for 1 < a,b < p.
To keep results as concise as possible, we assume the notation ~;(7) =
C(7d + i), and the shortcut C; = C(j). The main goal targeted by defining
these multiple notations is to obtain more compact expressions.

8.1. Bivariate embedding
The bivariate case is more difficult but the expressions still have a simple
form:

4 — T (J1
E{B,} ~ 8 — N e ) (37)
VW{B}N%jLENZlM (38)
CUN NS (G-
with ¢1(7) and go(7) defined below, where v; stands for ~;(7):
a(r) = [(71 +y1)? + 873} CF — 12CoCryo(m + 7-1) (39)
39

+ 200 +900)* + 498 G
@(7) = [8018 = 1171)? + 30 = 427 + 128 (3 +71)*] i
+4 [873 +3 (573 +yy-1)(n + 7_1)2 - 4717—1(73 + 717—1>} 03012+
8 [% + A ny-1 + 1Y 1} Ct = 24CoCr (1 +7-1) [(273 +77 +72)Cs

+2(75 +717—1)Cﬂ-
(40)
The exact computation for the trivariate embedding case have also been
conducted; but because of their lengthy expressions (especially that of the
variance), they are not detailed here and can be given as supplementary
material upon request.
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9. Computer experiments

In this section, the preceding results are illustrated on dedicated com-
puter experiments. To emphasize the importance of the univariate and the
bivariate normality tests on colored random process, we simulate correlated
bivariate random processes with Gaussian marginals. The generation pro-
cedure is briefly described in the next section. Then tests are performed
to detect non Gaussian nature of the joint distribution while the marginals
remain Gaussian.

Remark 10. Up to now, we have derived the mean and variance of a test
variable B,. In order to compute the power of the test, we need its distribu-
tion. First, ép is shown in [14] to converge to B, in probability. Next, B,
is a sum of n.i.d. random variables enjoying the mixing Property 2; for this
reason B, converges to a normal variable thanks to the Law of Large Numbers

[26, ch.IV]. This guarantees that (Ep - ]E{B\p})/\/VAR{LA?p} is asymptoti-
cally N'(0,1).

9.1. Gaussian Marginals under H

Copulas are a classical framework, which is simple to implement for
defining multivariate distributions with controlled joint distribution func-
tion. It is known that there is a unique copula — called the Gaussian copula
Cr — that produces the bivariate Gaussian distribution, fully specified by
the correlation matrix R:

>~ l(u) ,oi(v) 1 s2 — 2Rqost + 12
Cr(u.v) = { 12 }d dt
~(t,) /_oo /_oo TR BT A

(41)
where ®~! is the inverse of the cumulative distribution function of the stan-
dard normal distribution. As Sklar’s theorem (cf. Appendix 11.6) guarantees
the uniqueness of the copula generating a given bivariate distribution, non
Gaussian distributions can easily be obtained by using other types of copulas.
Namely here, Clayton and Gumbel bivariate copulas are used as examples:

Clayton: Co(u,v) = mar{u?+v? —1;0},0 € [-1,00)\{0}  (42)
Gumbel: Cyo(u,v) = exp{ — (—log(u)? + —log(v)‘g)%},& € [1,00) (43)
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Since Sklar’s theorem does not impose independence of any variate u or v
of Cy(u, v), we need to propose the following algorithm to generate a bivariate
copula with colored Gaussian marginals.

e Generate two i.1.d centered normalized Gaussian variables: 7,17y ~
ii.d

N(0,1)

e Make the previous variables correlated in time by a first-order auto-
regressive filter:

yi(n) = 08yi(n—1)+m(n)
y2(n) = 0.8yz(n —1) +m(n)
Thus E{y;(n)y,(n — k)} = 0.8 for all k € Z.

e Transform y; and y, as:

u = ®(y) (44)
= (y2) (45)

Note that v and v are uniformly distributed on [0, 1]. Thus, we can
generate new samples u’, v' coupled by a given copula Cy. For more
details about efficient sampling of copula see the (Marshall and Olkin
1988 algorithm) cited in [27].

e Transform u and v’ to obtain Gaussian standard marginals: x =
(z1(n), z2(n))" :

z1(n) = ©'(u(n))
P

zo(n) =

Simulation study

For a given copula C, we perform M = 2000 realizations of x(n) =
(z1(n), z2(n))T of total length N = 1000. First, the p-values of the two-sided
tests are computed based on:

_ By —E{B,}

\/ Var{f?(,)}

17
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Recall that this statistic is standard normal. Then p-value = 2(1 — ®(J¢|)) is
compared to pre-specified significance levels a. For any p smaller than «, it
is considered heuristically that the test rejected H. The empirical rejection
rates, defined by Nwmber of reJeC“OHS for each statistic BlHd,Bl and B, are
reported in Table 1.

Test Gaussian R, = 0.8 | Clayton 0 = 2 Gumbel § =5
statistic | a =5% a=10% |a=5% a=10%|a=5% o=10%
Biiia 0.1660  0.2460 0.1011  0.1651 0.1189  0.1930
By 0.0450 0.0730 0.1060  0.1701 0.0390  0.0860

A

B, 0.0480  0.0801 0.9890  0.9920 0.9920  0.9960

Table 1: Empirical Rejection rate at two significance levels : a = 5%, 10%

Mardia’s test

° Bl,i.z’.d: Under the null hypothesis H, the rejection rate surpasses the nom-
inal level. That Bl,i.z‘.d over-rejects H is due to the one-dimensional marginal
being time -correlated. Such observation was already formulated by [10] and
[11] who showed that the correlation among samples is confounded with lack
of Normality.

oBlHd and 31 test one-dimensional marginals only, therefore they are al-
ways conservative.

eB,: The rejection rates do not differ substantially from the nominal level

when data is distributed according to bivariate Gaussian. Under H, this
test has very high rejection rates, which confirms the necessity of taking into
account the full dimension to design a powerful test.

9.2. Detection of a time-series embedded in Gaussian noise

In this simulation, the detection of an additive corruption in a Gaussian
process is considered:

y(n) = x(n) + kb(n) (46)
where z(n) is a first order auto-regressive process AR(1): x(n) = 0.8z(n —
1) + n(n) and where 7 ~ N(0,S5); b(n) = 0.8b(n — 1) — 0.5b(n — 2) 4+ €(n),
where € follows a double-exponential distribution with unit scale parameter.
We perform 500 replications of {y(n)} of total length Ny = ngrep + N,

18



(¢) Gumbel 8 =5

Figure 1: Examples of non-Gaussian process whose marginals are standard normal
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the first ng4,0p = 1000 observations at the beginning of the sample are dis-
carded to alleviate side effects and reduce the dependence on initial values:
x(1) = n(1) and b(1) = €(1). For each data record, the covariance function
Yap(?) is estimated once for a fixed dimension p for all the test statistics.
Testing the normality of the process y(n) can be accomplished by standard
scalar tests. By exploiting the results in Section 8, we propose to test the
joint normality of its successive values: x(n) = (y(2n+ 1), y(2n +2))T; Note
that here 0 = 2.

The normality test can be reformulated in terms of the detection of an un-
known non-Gaussian signal embedded in Gaussian noise. The ability of the
test to detect the presence of b(n) for different SN R = kz% is reported
in Figure 2.

o
&

=4
o
L

Probability of rejecting Hy
o
kS

e
[N]
N
=

004
-30 -25 —-20 -15 -10 -5 0 5 10
SNR (dB)

Figure 2: Empirical rejection rate at o = 5% (in red dashed horizontal line) for 300 SNR
values in logarithmic scale (dB)

As SNR increases, statistic B, is the first to detect the presence of an

additive non-Gaussian process, followed by Bl and Bl,i.i.d whose behaviors
do not differ substantially.
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10. Concluding remarks

Mardia’s multivariate kurtosis, ép, is intended to test the joint normality
when statistically independent realizations are available. Without assuming
the latter independence, we derive in this paper the asymptotic distribution
of the multivariate kurtosis under the null hypothesis. Limited by the length
of the expressions for p > 3, the exact expressions are reported only in the
bivariate case.

There are many ways to construct non-Gaussian processes with Gaussian
marginals, as illustrated by copulas, and scalar tests often lead to misdetec-
tions, whereas our test continues to be powerful. Our test also proves to
be useful for scalar processes, for example by testing the joint normality of
successive values of a time-series.
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chair “Environmental issues underground” of Institut MIAIQGrenoble Alpes

(ANR-19-P31A-0003).
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Appendices

11.1. McClullagh’s bracket notation and expression of the higher moments

under the null hypothesis

McCullagh’s bracket notation [24] allows to write into a compact form a

sum of terms that can be deduced from each other by generating all possible
partitions of the same type. For instance, we have the following expression
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for fourth order moments M ;.4 of a zero-mean multivariate normal variable
with covariance S:

Mabcd = SabScd + Sachd + SadSbc = [B]Sabscd (47)

Moments of higher order can be found easily:

order 6: Mabede f = [15]S46ScaSes (48)
order 8: Mapede fgh = [105]SapScaSerSyn (49)
order 10: Mabedefghi = [945]SapScaSerSgnSi (50)
order 12 Mupedefonijee = [10395]S46ScaSerSgnSijSke (51)
order 14:  Mupedefghijhemn = [135135]SabSeaSe rSgnSijSkeSmn (52)
order 16: Mapede ranijitmnpg = [2027025]Su5Sed S SynSij SkeSmn S (53)

since it is well known that there are [-22] terms in the moment of order 2r.

271

11.2. Calculation methodology

Remind that, as introduced in Lemma 5, A,i5 = @(a;)” Gz(f5)), where
G stands for the true precision matrix of the process whose terms are G,
and where (r,¢) € {1,...,p}%

Referring to the expression of Bp or Bf) as derived from equation (9), it ap-
pears that the indices (o, ;) take values on a restricted set S = {1, j, k, ...},
and |S| < N. The following compact notation is therefore introduced

[ rO;Lc’fl ch = M;n; jnj i ... (54)

where
L
:Z ]I[al l]—F]Igl ) VieS
=1

Note that the subscripts rq,...c;... are skipped here for sake of readability,
though any permutation of the superscripts in equation (10) requests the
corresponding permutation of the subscripts. It is easier to describe the
general methodology by the typical example below.

Ezxample
Consider the moment E{A,,A,;Ajr Ak, }. According to equation (11) it
will be expanded as a sum of moments of order 8 (i.e. L = 4); using the
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compact notation from equation (54), we get

p

E{AnnAn]AjkAkn} - Z Grlcl Grzcz G’I‘gch nnnjjkhkn

T4Cq u’m C1T2C2T3C3T4C4
((risci)i=1..4)=1

p

= Z Griex GTQCQGrgchT4C4Mn4j2k2 (55)

((rs,ci)i=1...4)=1

The sum involves 22 = 64 terms. It is reminded that the coefficients r; or ¢;

indicate the coordinate of the vector process (or space coordinate, thus taking
values on {1,...,p}) , whereas time indices n, j, k tale values on{1,..., N}.
Following McCullagh’s notations, under the assumption (Hy) that the p-
dimensional process is centered and jointly Gaussian, for this particular 8-th
order moment

Mabcdefgh - [105]SabScdSengh

which expresses that under Hj,, higher even order moments (odd-
order moments are zero) may be expanded as sums of prod-
ucts of second order moments. It must be reminded that here,
a,b,c,d e, f,g,h stand for 'meta-indices’ defined in the present example
by (n,r1), (n,c1), (n,re), (n,cq), (J, ca), (4,73), (k, c3), (k,r4) respectively, as it
appears in equation (55). Plugging the above expansion in equation (55)
leads to summing over 64 x 105 terms! However, in most cases of interest
many terms may be grouped together and highlight the behavior of equation
(11). The case p = 1 is briefly sketched below as an illustration.

The case p = 1 implies that r, = ¢; = 1 Vi € {1,...,(L = 4)}; the
particular 8-th order moment in equation (55) may be simply written as
M4 232, whose expansion into sum of products of second order moments will
involve the following products : (as there is no ambiguity in this case, we set

nota.

SrnSnnSj;Skk  appearing 3 times
SpnSnnSjkSj,  appearing 6 times
SynSnjSn;Skr  appearing 12 times
SpkSnkSn;Sn; appearing 24 times
SpjSikSnkSnn  appearing 48 times
SpnSnkSnkSj; appearing 12 times
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For example the number of occurences of the term of type S,xSnkSn;Sn;
is given by
(Ax2x3x1)/2x(2x2x1x1)/2=24

where 4 x 2 stand for the number of possible choices for index ¢ (one out
of 4) times the number of possible choices for index k (one out of 2); then
3x 1 stand for the number of remaining possibilities to select index 7 times the
remaining choices for k; Division by 2 accounts for the fact that permutations
of terms S;; were counted twice. All other occurence calculations follow the
same guidelines. Finally, one gets for the case p =1

Mn4jjkk = Ssgnsjjskk + 6SZnSJkISJk + 125””57?]Skk + 2455k572” T
485n]S]kSnkSnn + 1257m57%k5]]

which can be directly plugged into equation (55). Note that the sum of all
coefficient is actually 105, as expected for an 8-th order moment.

The cases p > 2 turns out to be a bit more complicated, as one has
to deal with the 'meta-indices’ directly. However counting the number of
configurations involving the same time indices follows the same lines as in
the case p = 1. Going back to the example introduced above for p = 2, one
gets

p

nn , nn jj kk

E{AnnAn]A]kAk‘n} = Z GT’1C1G7‘202G7"3C3G7’4C4 { [3] Mr1clur204uf:gr3l’[’cgr4 +

((risci)i=1..4)=1

nn , nn ik jk nn , nj nj kk nk , nk , nj nj

(6] 14, ey Py Ftry & L2 107y ey g Py, [24] 107 e 11 Hraes ity +
nj ik nk nn nn , nk nk ¥

(48] 112y il iy Fraes T (120 10, ey Bty il 3
where we have used notations p®’ to emphasize that the permutations
(whose number is indicated using McCullagh’s brakets) are applied on the
‘meta-indices’ and grouped such that they share the same 'time structure’;

This allow to get the same values as in the case p = 1, though replacing the
scalar coefficients by McCullagh’s brakets.

11.3. Multivariate moments up to order 12

In this section, we give all moments of a zero-mean multivariate normal
variable of even order. Most of these expressions have not been reported
in the literature. In addition, for the sake of readability, when an index
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is repeated more than three times, we assume an alternative notation, for
instance at order 10:
Miiiijjjine = Misjap

Furthermore, we use notation introduced in (54) involving meta-indices; more
precisely, since each subscript is always associated with a superscript, we may
omit the subscript. In order to lighten notation, especially when terms need
to be raised to a power, we put the latter superscript in subscript. For
instance in (56), M7 is replaced by Mj;;. In the list below, moments are
sorted by increasing D, where D denotes the number of distinct indices.

Order 4, D=2.

Me - B 50
Miij; = [2lpd e, + poil (57)

Order 4, D=3.
Miji = poply + [20p 1 (58)

Order 6, D=2.
Mp; = [15]plpip?, (59)
My = [(120pil ey + (3 eqtsls (60)
Miiiji; = [6lpgattpotrgs + [ bapttonitls (61)

Order 6, D=3.
Muje = [3|pipiipls + [12) il pik il (62)
Mz = [6]uZyug pih + (6] ypape sl + (3 b0yl (63)

Miijjen = Haptilgpts + 2l popule gy + [21p2hpih pily + (20085 il 1y

8]l gl ik (64)

Order 8, D=2.

Mi; = [105] b pi e, (65)
Mioj; = 900l g iiaptlls ~ (15} ablypaiiypalip il (66)
Misjj; = 601y pighitiie + [45) i miands il (67)
Misje =[O ubiypitysl 12, + (720 bty pugp 11, + 2412 gy il pi, - (68)
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Order 8, D=3.

Miij‘ -
Mi5 —

Jgk

Mi4 -

Jigk

Miiijjjrr =

Order 10, D=2.

M,
Misj;
M55
Mie j4

[15] ity prtigpae iy, + [90] iy prigpel) 1 (69)
[30] byttt iy + [60] 10 gl + [15] iyl il (70)
[

Jj g, ik i

O byl + (36212 gyl

]

H[24] il i i, + [36] i 1L (71)

N e T (6 TN VA Ve T N G PTANTRA T A

(2]l o i g+ (48] s i

12yl g5 1% (72)

(9] i ol + (18 byl i, + (6 paiagptsl iy i

(18]l i + (36] iyl il 1%,

(18128 e i (73)
(945 it py i 112, (74)
(LOB] bty bty bty + (A0 i it 120 7 (75)
(315 il it s it + 16301, it s e 17 (76)
(A5 ity ity 175, 1872, + [360V 1l s 13 iy
+[540] i iyt 1 3y 122, (77)
(120040 1y 1l

Jj 33

+[225] b py o7 17+ [600] 078 pld piid i, (78)
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Order 10, D=3.

Misjk‘
Mi7

Jgk

Mis ;0

Miijkk

Mi5j4k

M,L‘S

Jigkk

M;aj; ik

Mi4j4kk

(LOB) al riit i iy + [840] iy py o 10 13
[200] li a1y + [630] ey g5, 147 01
105 i iyl 170 1

[AB] ity g 12, 100y (270 bty 15, 12,
+[3601 4123 i 1 gty + [2TOV il sty
(L5 iy i1 1ign g 1y + [30] i iyttt 1 17
H[90] ity g 1 1%, 4 (90, ity it
+[360] 1y 11 i 112, 18 + [360] iy uliypal e g
(A5 ity g 5 o 12+ (3601180 1% thag 7 1125
(1200415 iy 1 g 1+ [L8O0 b paitypap a2, 1y,
+ (2400 iy g gl 1o

(45 i a5y 170 gk + [60] 1 1o i) il %,
{90V bty 1l e it + 3601y 1 1l 1y
+[90] ity b it i+ (180 it 220 il 125
120007 ) i g, 1225

T AT TR N S TNV T
+[108] ity L gl gy [108] ity 2% a2 1%
[ LO8] s, a2 i i %, + [206) il il i iy

(720 il 1 i oy 4 [216] i i 112 1 0
(T2 1 i, g Heg

L o 25 1175 10, 4 [T2] g i g 125, 1%,

[
[
[
]
(2412 13 i oy + [36] ity i3 1
[
[
[

i

9

—

+

L44) i i -+ [36) a1 gh e
A [LAA] 1l gy el gy + [288) ity 12 1 i, 17

+H[192] g g 10 1z

+

29
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11.4. Particular results when p =1
Here we remind that pY), = S;.
Order 12, p=1, D=2.

Mpi; = 103955;,S;; + 94505;,57, (87)
Mo 28355;,5:;5;; + 7560555}, (88)
Misje = 50405;,S7 + 315552, + 50405;,57.5; (89)
Mg = 15755;,5;;57; + 63005555, + 252085, (90)
Misje = T20Sy; + 2255, 57, 4 54005;;5,;5;; + 4050575557, (91)
Order 12, p=1, D=3.
Moz = 945525 + 9450545, S5 (92)
Mije = 945855, Su + 75605557 S, + 189053555k (93)
Misjz = 31555555 + 252085;,5:;5;; S + 25205557, S
+50405253. S (94)
Mirjap = 3155557 Sy 4 37805557 Si + 126053555 Siy, + 12605559555,k
+378052.55 S (95)
Misjie = 105555,k + 2105555, + 8405557 Sy, + 840535755
+504057.57,S5, + 33605, 5:1.5:;.S i (96)

Order 12, p=1, D=4.
Mi4j4kzk£€ = 35222 [BSJQJSkkSM + 63]25126 + 12SjjSJ2/€SM + 245]2553/“

J
+4856SkeSjeSi; + 125555, Skk] 4 353125555, 5w
+248252 + 485:1.510Si0Ssi + 128452 S
+248;; S See + 4855 Sk + 965752551 See + 251050 kn
+48550Ske + 45108k Su] + T255[457,53, + 455,57
+165i15:6S6Sje + 5155 SkwSee + 25155357 + 1257, [125;
XSSt + 485510550555 + 1255557, + 1257[125%,5; Skr
+485;;SiSkSs; + 1255;5%.55] + 125%,[1257,5:: Skr
+485;;515w i) + 1257, (1257, 5i:.Se + 485,5;05:65:1]
+5765::[SikSieS;SikSe + SieSijS;550ke
+S5ik515555k S0 4 SiSijS;5S5kS ek
+Si05i5S;Sj0Skk + Sik:Sij S5 SekSje] (97)
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11.5. Computation of the mean of Bp(N)

The first step is to unfold McCullagh’s bracket notation to have the ex-
plicit summation terms. For instance:

p p
E{Agm} = Z Z Gachd(SabScd + Sachd + SadSbc) (98)

ab=1 c,d=1
For p=1.
E{A2} = 3 (99)
E{A, A%} = 3+ 125(”3—7)2 (100)
E{A2,A2.} = 3+ 65@5—_2].)2 + 123(715—;2)2 + 128("5—_2‘7.)2
JPYELCEL RS I OB VBRI L)
E{AnnAnjAjiArn} = 3+ 65(‘75—_2"3)2 + 125(”5_2 Ji 123(”5_2 i)’
PYELCEL. & RS W UL (R LURE)
(101)
The exact computation of E{B;} yields the following result:
B(B) = 3y S0 s S S0
n,i ny%,J
% 5(71—2')5(1'5—3 7)5(n = J) (102)
Mg

Based on the results in [28, p. 346-347], it can be shown that
2 2 . L .
N Domi Somg) S0 and 3 D i Sn—SENS=) will contribute quan-

5'4
tities of order lower than N1,
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For p=2.
E{A2} = 8 (103)

1
E{A,,A%} = 8 S11.822[257 255, (n — i
{ nz} + (511522 o 5%2)2 |: 11 22[ n-— ) + 12(” 7’)

2
+1285;1(n — i) S12(n — ) + 12599(n — i) S11(n — )]
+55,[125F,(n — i) 4 12851 (n — i) S1a(n — 1)

+1253, (n — @) + 16511 (n — ) Saa(n — 1)

—28S512511 [S22(n — ) S1a(n — i) + Saa(n — i) S1a(n — )]
—28512595 [S11(n — i) S1a(n — i) + Si1(n — i) S12(n — )]

11482, 52, (n — i) + 1452,82 (n — @')] (104)

Bivariate embedding.
E{AnAl} = 8+ zam g X (G X 2n(n—1) + (= )
+8v_1(n — i)y1(n — i) + 4079 (n — i)*] + C?
X [12(71(n — i) +7-1(n —0))* = 8v_1(n — i)y (n — i) + 1670(n — )?]
—CoCy x [5670(n — i) (71 (n — i) +y-1(n —9))]] (105)

E{42,42} = 8+W1012)2x[0 % 2000 — ) + 710 — )2

+2(n(n —1) +y1(n —1))* +2(n(n = j) + v (n - j))?
+8y-1(n —i)m(n —19) +8y-1(n — j)n(n — j) +167(i — 5)*
+4070(n — §)* + 4070(n — 0)*] + CF x [4(71(i = j) + 7-1(i = 5))?
+H12(n(n = j) +9-1(n = 7)) +12(n(n — i) + -1 (n —4))°
—8y-1(n — i) (n—1) = 8y1(n — j)n(n —j) +8y(i — j)*
+167(n — j)* 4+ 1670(n — 0)%] — CoCy x [2470(i — 7)
X (i = ) + -1 = 7)) + 5670(n — 9) (1 (n — i) +7-1(n — 7))
+5670(n — j) (11 (n = J) + y-1(n = j))] (106)

Following the same pattern as the mean, but with more moments involved,

the computation of the variance may be conducted [[29]].

11.6. Sklar’s theorem
Theorem 11. (Sklar’s theorem 1959)

Fx, x,(x1,22) = Pr(X; <1, Xo < x9) =C(F(21), G(x2)) (107)
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where Fx, x, is the joint cumulative distribution function (cdf) of (X1, Xs),
and F' (resp. G) is the cdf of X1 (resp. Xs). If F', G are continuous, then C
is unique, and is defined by:

Clur,uz) = Fx, x,(F ' (w1), G (up)). (108)
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