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Abstract
Federated Learning (FL) interestingly allows a set of participants to collectively resolve a ma-
chine learning problem in a decentralized and privacy preserving manner. However, data
distribution and heterogeneity, that are inherent to FL, may induce and exacerbate the problem
of bias, with its prejudicial consequences such as racial or sexist segregation, illegal actions, or
reduced revenues. In this paper, we describe the problem of bias in Federated Learning, and
provide a comparative review of existing approaches of FL bias mitigation, before discussing
open challenges and interesting research directions.
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1. Introduction

Machine learning (ML) is applied in many areas to extract knowledge from data and guide the
decision making process, such in search engines [18], recommendation systems [5] and disease
diagnosis [17]. With the rapid growth of data, ML algorithms evolved from centralized to dis-
tributed solutions. And to address data privacy issues, Federated Learning (FL) has emerged
to allow a set of participants to collectively resolve a machine learning problem without shar-
ing their data. However, FL exacerbates the problem of bias [21, 3]. Bias is a phenomenon that
occurs when ML models produce unfair decisions due to the use of incomplete, faulty or prej-
udicial datasets and models. Bias may have serious consequences such as sexist segregation,
illegal actions, or reduced revenues [6, 7, 30]. Federated Learning exacerbates the problem of
bias [21, 3], because of the decentralized nature of FL, where data distribution and size are par-
ticularly heterogeneous. Furthermore, data privacy constraints in FL do not allow the use of
classical ML bias mitigation techniques [32, 10].
In this paper, we study the open challenge of bias mitigation in Federated Learning, and pro-
vide a comparative survey of research works in the area. More precisely, we recall the necessary
background on Federated Learning, before stating the problem of bias in FL in §2. In §3, we
define the criteria that we use to compare bias mitigation approaches in FL, and we review
these approaches in §4. Finally, §5 summarizes of the open challenges in FL bias mitigation,
and identifies interesting research directions.
To the best of our knowldge this is the first survey that provides a comparative survey of bias

mitigation techniques used in Federated Learning approaches.
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2. Background and Motivation

2.1. Federated Learning
Today, many parts of the world require technology companies to handle user data carefully, in

accordance with user privacy laws. The European Union’s General Data Protection Regulation
(GDPR) [2] is a prominent example. Federated Learning (FL) [20] is an emerging decentralized
approach to design machine learning models that preserve data privacy. In FL systems, mul-
tiple clients (e.g., mobile devices, organizations, etc.) collaborate in the training process, while
a server orchestrates the learning. Client’s raw data is stored locally and never transferred,
instead updates containing the clients local models are transferred to the master where they
are aggregated to achieve the learning objective and build a global model[21]. Figure 1 de-
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Figure 1: Overview of Federated Learning

picts the architecture of Federated Learning systems. This architecture represents the typical
centralized FL system where a master server orchestrates the learning task. Other architectures
have been proposed for Federated Learning systems to optimize communication costs or to
overcome the single failure point problem of the centralized approach. One example is the
peer to peer FL architecture [28]. Federated Learning relies on an iterative process composed
of several rounds. Each round includes the following steps as shown in Figure 1. (1) First, the
server selects a subset of clients and sends them the actual global model. These clients are se-
lected either randomly or using specific client selection heuristics. For example, in [11] authors
propose to select clients based on their training performance. In [35] authors propose the CS-
FedAvg protocol which chooses clients with lower degree of non-IID data to avoid the accuracy
degradation. (2) In the local model training step, each participant trains and optimizes the
global model on its local data. (3) Once a client completes training its local model, it sends the
model to the server. (4) Then, in the model aggregation step, the server aggregates the received
updates from clients using an aggregation method, for instance, the FedAvg algorithm [19]
which calculates a weighted average according to the size of each client’s data. The aggregated
model will be sent to the selected clients of the following round. These steps are repeated until
a stopping criterion is reached (e.g., a maximum number of rounds is reached, or the model
accuracy is greater than a defined threshold).

2.2. Causes of Bias in Classical Machine Learning
Machine Learning plays a key role in decision making, therefore, it is crucial to ensure that the
decisions made by a ML model do not reflect any discriminatory behaviour towards certain
groups or populations. One of the factors that can lead to discriminatory decisions in ML is
bias in the training data [9]. As defined in [25], bias is the inclination or prejudice of a decision
made by a ML system which is for or against one person or group, in a way considered to be
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unfair. In many cases, bias results from imbalanced datasets. Data imbalance can refer to an
imbalance of classes in the output of the annotated dataset used to train the ML model. For
example, for a binary classification task on a dataset containing images of people’s skins[14],
the objective is to determine from these patients images whether a skin cancer is present or
not. If the output classes in the training data are imbalanced (e.g., more sick people), the final
model will be biased toward the over-represented class. Data imbalance can also refer to an
over-representation/ under-representation of a certain category of persons or groups. For ex-
ample we can have more samples of males than females in our data even if the output classes
are balanced. In[1] , Amazon’s recruiting tool was preferring male candidates over female
candidates because the latters were under-represented in the training dataset. Both types of
data imbalance result in data that lacks diversity which leads to a model biased toward the
over-represented group. Moreover, even when the training data is balanced, the final model
can exaggerate stereotypes that are present in the training data. In [30] , the authors give the
example of a dataset with images of men and women cooking, where children are unlabeled
but co-occur with the cooking action, the model could associate the presence of children with
cooking. Since children co-occur with women more often than men across all images, a model
could label women as cooking more often than we expect from a balanced distribution.

2.3. The Problem of Bias in Federated Learning
Federated Learning is a decentralized ML approach where all clients collaborate to elaborate
a global ML model by training models locally on their own data. However, each client’s local
training process is equivalent to a centralized training, so FL inherits the above-mentioned
causes of bias from traditional ML [3] which we refer to as "classical causes". Worse, bias in FL
is exacerbated through the model updates shared at each round, since each party will introduce
its own bias to the global model. In addition to these classical causes of bias, there are other
causes closely related to the specific characteristics of Federated Learning. For example, data
heterogeneity which is very present in FL setting and completely absent in a traditional ML
setting, favours the construction of biased models [21].In FL systems, as each client generates
its own dataset, the data of a client may not be representative of the global distribution and
thus introduce bias to the global model. Moreover, when training a FL model, clients may also
leave the training which is known as client dropout [31] due to certain constraints (e.g., low
battery, poor connectivity, etc.). This dynamism implies a constant change in the composition
of the data, which affects how the global model learns. The client selection process in FL can
also introduce bias. If the selection protocol is based on certain attributes such as the device’s
hardware resources [29], then clients with more robust resources will be more represented.
Client participation here is even correlated with socio-economic status[21]. In order to build the
overall model, the server follows a strategy dictated by an aggregation algorithm also known
as a fusion algorithm. These algorithms vary in the way they aggregate the received updates.
For example, some are designed to perform a weighted average based on the dataset size of
the party [19] which means that parties with larger datasets influence the overall model more
than parties with smaller datasets. Such aggregation strategy implies the effect of over/under
representation of certain groups in the overall training data.

3. Comparison Criteria of Bias Mitigation in Federated Learning

Here, we define criteria that characterize bias mitigation approaches in Federated Learning.
We will then use these criteria to compare existing approaches of FL bias mitigation in §4.

Type of Data Imbalance. Data class imbalance occurs when there is unfair representation
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of (i.e., under-represented) classes in the dataset. In Federated Learning, we distinguish two
types of data imbalance. (i) In Global Imbalance, the union of the FL clients’s datasets results
in imbalanced data classes. (ii) In case of Local Imbalance , even if the FL clients hold locally
imbalanced classes, the global data distribution overall the FL system is balanced [13].
Sensitive feature imbalance refers to the case where the distribution of a sensitive attribute (or
a set of sensitive attributes) is not equal among groups that constitute the sensitive feature. For
instance, consider the case where the sensitive feature is "gender" where we have two groups
"male" and "female". If we have more samples in the first group(male) this leads to what we
call Sensitive feature imbalance.

Federated Learning Scale. Two main FL scales are usually considered, depending on the na-
ture of FL participants and their number. (i) Cross-silo FL involves a small number of rela-
tively reliable FL participants, usually not exceeding 100, which have relatively large local
datasets [21]. This is, for example, the case of several banks that collaboratively train fraud
detection models. (ii) In cross-device FL architecture, there is a large number of participants,
with a relatively small amount of data and lower computational resources [21]. This is the case,
for instance, of mobile and edge device applications.

Bias Mitigation Techniques. There are several techniques to mitigate bias in Federated Learn-
ing which are inherited from classical machine learning methods. Overall, their goal is to en-
sure that the main factor determining the outcome of a FL model is not a sensitive attribute
(e.g., gender or race), since sensitive attributes are the main reasons for bias. The types of
techniques for FL bias mitigation differ depending on where they apply in a machine learning
pipeline [6], as follows:

• Pre-processing based bias mitigation techniques modify training data in order to create
a less biased dataset [22], for instance, by sampling or reweighing training samples. Such
techniques are generic and can be applied regardless of the underlying ML models.

• In-processing based bias mitigation techniques alter the optimization problem related
to the underlying classifier, by adding either a discrimination-aware regularizer to the
target function or bias mitigation constraints to the optimization formulation [33]. How-
ever, this approach is limited to specific ML models and training algorithms. For instance
in [16], the proposed technique only works in the case of logistic regression models.

• Post-processing based bias mitigation techniques consider the learned model as a black-
box, without the ability to modify the training data or the learning algorithm. These tech-
niques are used to help trained classifiers make fairer predictions for a provided dataset.

We believe that the aforementioned techniques can be divided into: Preventive Techniques
which aim to prevent the construction of biased models without testing a priori if there is bias
in training data (In-processing methods), and Reactive Techniques that aim to correct bias if
detected Pre-processing and post-processing methods). In table 1 we divided reactive techniques
into "Bias Detection" and "Bias Correction" to indicate if the mentioned paper proposes a clear
bias detection mechanism before its correction or it directly assumes there is bias.
Additional Information Sharing. Some FL bias mitigation techniques require additional infor-
mation. For instance, some techniques assume that FL clients share with the server statistical
information regarding the local data distribution of the clients.

4. Existing Works on Bias Mitigation in Federated Learning

Recently, several works have been conducted to address the problem of bias mitigation in Fed-
erated Learning. In the following, we provide a comparative survey of these works, based on
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the comparison criteria introduced in §3. The different existing approaches of FL bias mitiga-
tion are summarized in Table 1.
Astrea. Duan et. al., propose a framework called Astrea to mitigate model bias caused by
global class imbalance, they mainly propose two strategies [13]. First, data augmentation for
samples belonging to minority classes. Secondly, Astraea proposes to create some mediators
which are virtual components created by the server to reschedule the training of clients, their
principle purpose is to make the distribution of the collection of data close to the uniform so
that a new partial equilibrium is achieved. Once the mediators hold a set of clients with a
global data distribution close to the uniform, the training can start. At each communication
round, each mediator sends the model to the subordinate clients . Each client trains the model
and returns the updated model to the corresponding mediator. Then, the mediator receives the
updated model and sends it to the next waiting training client. Once all clients of a mediator
has completed the training, the mediator sends the updates of models to the FL server that
aggregates them and elaborates the global model. The framework is based on the assumption
that each client must share information about the distribution of its local data.

Bias-Free FedGAN. Mugunthan et. al., train a generative adversarial network in a feder-
ated fashion [27] with local class imbalance resulting in a biased model towards the majority
class[23]. To alleviate this issue, they proposed Bias-Free FedGAN. The main idea is that each
client trains a local GAN. Then, clients send their generator and discriminator model parame-
ters to a central server. The server generates a combined meta data using the local generators
received from the clients, after that, it trains the averaged model on the meta dataset and sends
the final parameters of the generator and discriminator to the clients. The authors assert that
Bias-Free FedGAN produces results that are not biased towards a particular class, however
privacy aspects have not been taken into account. Training BiasFree FedGAN in a deferentially
private manner to prevent model inversion attacks is mentioned as a future direction.

FairFL. Zhang et. al. tackle the problem of global class imbalance and the bias related to the
presence of sensitive attributes [34]. If, for example, the classification accuracy for classify-
ing the male’s job records is higher than those of the female’s, then the classifier is considered
biased towards males. Essentially, they consider the case where the client’s data contains cer-
tain private demographic information such as gender, race and age. The goal is to make sure
that the global model is unbiased across all demographic groups. To do so, they first define
a discrimination index based on F1-score that is chosen as the accuracy measure due to its ro-
bustness against the imbalanced dataset. The discrimination index is the difference between
the F1 scores of all data samples that belong to a specific demographic group and those that
belong to another one. For example, to measure this metric in the case where the demographic
attribute is gender, they calculate the F1 score of the "male" instances from which they subtract
the F1 score of the "female" instances, the objective is that this difference should be as close to
zero as possible indicating that the model treats the demographic groups equally.

Abay et. al.’s approach. Abay et. al., consider the problem of imbalance in some sensitive
attributes such as gender and race [4]. This is the case where clients hold datasets with a non-
uniform distribution of these sensitive attributes.To alleviate this issue, the authors propose
two techniques. The first is a pre-processing method which is re-weighting. Re-weighting [8]
rebalances the dataset by affecting weights to samples in the training data. It accesses the en-
tire training dataset and computes weights as the ratio of the expected probability (Pexp) to the
observed probability (Pobs) of the sample’s sensitive attribute/label pairing. This technique is
used in classical machine learning; however, in the case of FL, there is no access to data. Thus,
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authors propose a local-reweighting technique where each client performs reweighting to its
own dataset. They show that this technique is effective without compromising the prediction
accuracy, even when only a subset of the parties employ it.They also propose a global version
of local reweighting with differential privacy under the assumption that each client accepts to
share information about its sensitive attributes. The principal limitation of this technique is that
it can’t be applied to FL systems with dynamic participation, as the global reweighing weights
would recalibrate in relation to the number and size of training sets changing over the course
of training. Furthermore, authors propose a modified version of prejudice removal technique
known in classical ML as an in-processing method which works by adding a fairness-aware
regularizer to the loss function. The main idea is that each client applies the Prejudice Remover
algorithm [16] to train a less biased local model. The major disadvantage of this technique
is selecting a reasonable coefficient for the regularizer, indeed, the increase of this coefficient
leads to more bias mitigation, but also a degradation of performance metrics specifically accu-
racy [16].

FELICIA. Rajotte et. al. propose an approach to alleviate the problem of global class imbalance.
The idea is to perform data augmentation to produce a global synthetic dataset yet realistic
using private GANs [24].

Approach

FL
Scale

Type of
Imbalance

Bias Mitigation
Technique

Additional
Information Required

Cross-
silo

Cross-
device

Class
Imbalance Sensitive Feature

Imbalance
Preventive
Techniques

Reactive
Techniques Class

Distribution
Sensitive
Feature

No
Additional

InformationLocal
Imbalance

Global
Imbalance

Bias
Detection

Bias
Correction

Astrea [13] X X X X X
Bias-Free FedGAN [23] X X X X X

FairFL [34] X X X X X
Abay et. al.’s approach [4] X X X X X

FELICIA [26] X X X X X

Table 1: Existing approaches of bias mitigation in Federated Learning

As a summary of the existing approaches of FL bias mitigation, we notice that:
• These approaches focus mainly on the cross-silo scenario, which is explained by the fact

that in the case of the cross-device, bias correction is relatively more difficult, because the
data changes dynamically from one round to another.

• None of these approaches proposes a post-processing technique to mitigate bias in FL,
even though this type of approach may be adequate to the constraint of Federated Learn-
ing, as it acts on the final model available in the case of FL, and considers the ML model
and the data as a black-box.

5. Summary and Open Research Directions
The problem of bias in machine learning has been extensively studied, and a variety of tech-
niques have been proposed [15, 12, 30, 9]. The direct application of classical ML bias mitigation
techniques in the case of Federated Learning is not always possible due to the constraints of
data privacy. Moreover, FL exacerbates some causes of bias and gives rise to new ones. Finding
techniques that can both measure and reduce bias without directly accessing sensitive informa-
tion is challenging because most current techniques require access to the data to overcome the
bias problem. That is why correcting bias in training data is an important research direction in
the FL field [21]. Furthermore, most of the existing works on FL bias mitigation focus on the
cross-silo case, because it is more difficult to correct the bias in the cross-device case where the
evolution of the data is very dynamic [21]. Thus, further research in this area is needed.
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