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Résumé
La navigation robotique combine la perception, quelques
informations de l’environnement et un groupe de poses à
atteindre pour commander les déplacements du robot pen-
dant une mission. La navigation basée vision est une ins-
tanciation de la navigation robotique qui utilise la per-
ception visuelle pour commander le robot et représen-
ter l’environnement. Cet article présente un système de
navigation basé vision embarquée et chemin visuel pour
représenter la scène à partir d’un groupe d’images. Bien
que le système soit basé mémoire, la navigation est conçue
comme un enchaînement de tâches de positionnement par
des asservissements visuels. La contribution du travail re-
pose sur la génération des images qui composent le chemin
visuel. Ces images sont obtenues à partir d’un modèle tex-
turé préalable de la scène. Les expérimentations montrent
la performance du système sur trois scènes différentes, à
l’intérieur et à l’extérieur, et en utilisant un drone.

Mots Clef
Navigation basée vision, asservissement visuel direct,
robotique aérienne.

Abstract
Robotic navigation is the aspect of cognition related to
robot robust mobility. It combines perception, some know-
ledge of the environment and a set of goal poses to reliably
control the robot during a mission that involves displace-
ment. Vision-based autonomous navigation is an instan-
tiation of the latter discipline where visual perception is
used to control the robot and to represent the environment.
This paper presents a vision-based navigation system that
uses its onboard camera to navigate and a visual path that
represents the scene with a set of images. Being a memory-
based system, the navigation is conceived as a concate-
nation of positioning tasks in the visual servoing scheme.
The novelty on the proposed system relies on the genera-
tion of the images that compose the visual path. These im-

ages are rendered from a preobtained model of the scene.
The experiments evaluate the performance of the system
over three different scenes, contemplating indoor and out-
door environments, and using an Unmanned Aerial Vehicle
as testbed.

Keywords
Vision-Based Robotic Navigation, Direct Visual Servoing,
Aerial Robotics.

1 Introduction
Vision-based autonomous robot navigation is the process
of making the robot being able to reach a final pose, which
is out of sensing range from a start pose, using vision for
perception. The robot, in order to navigate from the start to
the final pose, requires a path, that is usually planned off-
line, online or both [1]. Once the planned path is known,
most of the approaches estimate the robot pose, i.e. lo-
calization, while moving, using visual odometry [2] or Si-
multaneous Localization And Mapping (SLAM) [3]. Then,
the estimated current pose is taken as input to control the
robot in order to successively follow the intermediate poses
that compose the path [4]. The common scheme described
above presents three distinct stages: path planning, visual
perception and motion control.
The visual perception stage of the autonomous robotic na-
vigation mostly deals with keypoints and geometric fea-
tures detected and matched in images. Such geometric in-
formation can be related to the robot pose, considered in
the planning as well as in the control stages. Neverthe-
less, robust extraction and matching of the features over a
large environment is still a bottleneck for the visual navi-
gation schemes [5]. Therefore, an alternative to the geo-
metric information is to consider the direct one. Indeed, a
conventional camera captures light and not geometric fea-
tures. However, due to the difference between the natures
of photometry (visual acquisition) and geometry (3D space
in which the robot moves), the direct information is less



trivial to be considered for navigation. Recent progresses
in direct photometric-based autonomous robot localization
systems opened the way to reach similar practical perfor-
mance than geometry-based approaches, and even better,
since detection of geometric features and matching pro-
cess are avoided [6]. Furthermore, dense methods are more
precise for positioning tasks thanks to the visual feature
redundancy [5]. Although implicitly, the aforementioned
system directly relates two common stages of vision-based
navigation: image acquisition and pose estimation (robot
attitude and position). Similarly, the system proposed in
[7] directly relates the stages of visual perception with mo-
tion control. This system uses Photometric Visual Servo-
ing (PVS) [8], which considers the pixel intensities of the
image as visual feature, to follow a visual path.

1.1 Problem Statement
On the one hand, the process of building a visual path ge-
nerally starts with the acquisition of images from a first
tele-operated trajectory [9]. This process requires the robot
in situ and is time consuming. However, the visual path
might also be planned from a preobtained dataset of images
[10]. In the latter work, the visual path is represented by a
weighted graph where each node is associated with an im-
age. Then, the edges are weighted accordingly to the num-
ber of feature points matched between the images. Never-
theless, the dataset of images is required to be acquired in
situ and by the same camera to ensure the point matching.
On the other hand, the scene might be completely repre-
sented by a model, e.g. a Computer-Aided Design model
[11], obtained a priori. Nevertheless, some zones may lack
of texture. Moreover, localization is required when navi-
gating.
We propose to solve these problems by generating a visual
path K from a preobtained model of the scene. First and
foremost, the model is a rectangular meshM, subdivided
into two triangles (orange dotted lines in Fig. 1). The mesh
M is textured by aligning its 4 vertices with those of an
image of the scene, e.g. a satellite or high altitude aerial
image. By using an Unmanned Aerial Vehicle (UAV) as
testbed, the scene and the mesh M are considered flat in
this paper. Secondly, the visual path K is composed by key
imagesK ∈ K rendered from the meshM. The generation
of the mesh M and the rendering of each key image K
are computed offline. Lastly, the autonomous navigation is
defined as a concatenation of positioning tasks which goal
is to sequentially servo each key image K; called visual
path following.
The system proposed in this paper is presented next.

1.2 Proposed System
The main contribution in this paper is a vision-based navi-
gation system composed by the Photometric-Planner and
the Visual Path Follower.
The goal of the Photometric-Planner is to generate a navi-
gable visual path K. Generally speaking, this process be-
gins by rendering virtual images IV from the mesh M.

Then a Gaussian filter is applied to these images and a
Zero-mean Normalization transformation to their pixel in-
tensities. Finally, some of these IV are selected; thus, they
become the elements in the visual path K.
The Visual Path Follower is in charge of carrying out the
autonomous navigation. Being a memory-based system,
the UAV is controlled by comparing the onboard images I
with those stored in the visual path K using a variation of
PVS, called Enhanced PVS. Indeed, to servo a desired im-
age I∗ using an UAV as testbed is a secondary contribution
since this image is virtual (so, denoted as I∗V ).
The diagram in Fig. 1 illustrates the general workflow of
the proposed system.

Figure 1: Proposed vision-based navigation system. Once
the start and final poses are defined over the mesh (top
left), the Photometric-Planner generates the visual path
(top right) to be used for the Visual Path Follower.

1.3 Paper Structure
The rest of the paper follows the next structure. Sec-
tion 2 compares current works in the state-of-the-art of
vision-based navigation with ours and Section 3 formally
presents the novel Enhanced PVS and highlights two ad-
vantages over PVS. Then, Section 4 details the process of
the Photometric-Planner and the criterion used to select the
key images K among other virtual images IV . Later, the
Visual Path Follower is detailed in Section 5 as well as the
criterion to switch from the current key image K to the
next one in the visual path K. The evaluation of the com-
plete system, implemented on the experimental setup, is
presented in Section 6. The experimentation is composed
by a group of positioning and navigation tasks performed
over indoor and outdoor environments using an UAV as
testbed. Finally, the paper concludes in Section 7 by sum-
marizing the main ideas, the interpretation of the results of
the experiments and by offering new perspectives for future
works.

2 Related Works
This Section reviews the works related to the one presented
in this paper. The processes of visual perception and mo-
tion control used in [7] are similar of those used in the pro-



posed system since a direct visual feature is considered for
the path-planning and navigation. In this paper we intro-
duce a novel feature, called Gaussian Zero-mean Norma-
lized (GZN) luminance Ǐ, which is a secondary contribu-
tion. GZN luminance Ǐ is a variation of the luminance fea-
ture I, being the stacking of every pixel intensities of an
image. It is better adapted to compare virtual with onboard
images IV and I respectively, and to compute the motion
control of the UAV.
In order to accomplish the goal of the Photometric-Planner,
the main difficulty is to select the key images K to build
the visual path K. As stated in Section 1.1, a first example
to handle this problem is by maximizing common feature
points between successive key frames of the visual path
[10]. A second one is by means of the visual odometry and
SLAM-based approaches, which minimize (relative) pose
uncertainty. These approaches had been implemented for
the case of ground robot navigation [12], [13] or in the case
of a flying robot [14] along the followed path. The last two
works are referred as Planning in Information Space, in
the more general frame of active perception. In practice,
this approach has the implicit behavior of maximizing the
number of feature points acquired along the path, a critical
constraint for the success of visual odometry and SLAM.
However, the Photometric-Planner addresses the key im-
age selection problem based on the cost C of the Enhanced
PVS which directly relates path-planning with motion con-
trol since the same visual feature is used.
The main difficulty of the Visual Path Follower is to com-
pare the key images K with onboard images I using only
photometry. This problem had been also solved in the li-
terature [7] where a wheeled robot navigates by comparing
the onboard images I from an omnidirectional camera with
those stored in the visual path K. However, its visual path
is obtained from a tele-operated navigation and not from a
textured meshM. Another similar approach is the active
perception that extends the pose uncertainty minimization-
based planning to a photometric criterion [15]. In that ap-
proach the robot pose uncertainty is computed as a func-
tion of the photometric information of the scene, called
Perception-aware Path Planning. However, the system pro-
posed in this paper does not require to build nor update a
model while navigating, it rather represents the environ-
ment to navigate by a minimum number of key images K.

3 Enhanced Photometric Visual Ser-
voing

The luminance feature I, used in PVS, is a dense feature
more accurate than a sparse one since it stacks pixel inten-
sities of the entire image I to perform a positioning task.
However, it is not robust to light variation [5]. Therefore,
its implementation to vision-based navigation is restricted
to indoor environments only.
Furthermore, the illumination in the textured meshM and
the scene are unlikely to be the same; thus, PVS is not suit-
able to compare virtual images IV with onboard images

I by the Visual Path Follower. Therefore, a Zero-mean
Normalization transformation is applied to the image I in
order to make the system robust to global affine illumina-
tion changes. Additionally, a Gaussian filtering is also con-
sidered to prevent undesired behavior when applying the
control input u to the UAV. The proposed system uses this
slight variation of PVS, called Enhanced PVS.

3.1 Control Law
The Enhanced PVS considers the GZN luminance feature
Ǐ which is obtained from the pixel intensities of the image
I after a Gaussian filtering with the following kernel:

h(x, y) =
1

2πσ2
e−

x2+y2

2σ2 , (1)

where σ is standard deviation, and a Zero-mean Norma-
lization, becoming:

Ǐ(ξ) = (Ǐ1•, Ǐ2•, . . . , ǏN•)
> (2)

where Ǐi• ∈ R1×M is the i-th line of the GZN image Ǐ , N
is the width and M the height of Ǐ .
Then, the GZN photometric error is defined as:

ě(ξ) = Ǐ(ξ)− Ǐ(ξ∗), (3)

where Ǐ(ξ) and Ǐ(ξ∗) are obtained from the current and
desired GZN images Ǐ and Ǐ∗, respectively, at the current
pose ξ = [X>,Θ>]> ∈ R6, where X = [X,Y, Z]> ∈ R3

is its location and Θ = [Θ,Φ,Ψ]> ∈ R3 its orientation,
and desired pose ξ∗. Analogously to PVS, the goal of En-
hanced PVS is to minimize the value of the cost function:

C(ξ) =
1

2
‖ě(ξ)‖2, (4)

by non-linear optimization. The chosen control law that
handles the motion of the robot is based on the Gauss-
Newton method:

u = −λL̂+
Ǐ(ξ∗)

(Ǐ(ξ)− Ǐ(ξ∗)), (5)

where u = ξ̇ = [v>,ω>]> is the control input
composed by linear v = [vx, vy, vz]> and angular
ω = [ωx, ωy, ωz]> velocities, L̂+

Ǐ(ξ∗)
is the Moore-Penrose

pseudoinverse of the approximation of the interaction ma-
trix LǏ(ξ∗) = −∇Ǐ(ξ∗)>Lx related to Ǐ(ξ∗), LǏ(ξ∗) is of
full rank, ∇Ǐ(ξ∗) is the gradient of Ǐ(ξ∗) and:

Lx =

[
−1/Z 0 x/Z xy −(1 + x2) y

0 −1/Z y/Z 1 + y2 −xy −x

]
,

(6)
is the interaction matrix that relates the variations of the
image point x = [x, y]> to the velocity of the camera, as
depicted in [16].
Although the Gauss-Newton optimization method is cho-
sen to minimize the cost C, the Visual Path Follower is not
restricted to any particular method.



3.2 Cost Function Analysis
An experimental study shows the main differences between
PVS and Enhanced PVS. The study consists into compu-
ting the cost functions C(ξ) of PVS and Enhanced PVS
by rendering virtual images IV (ξ) over the image plane
around the desired pose ξ∗. These images are generated
by translating ξ along tX and tY within the intervals of
[−30mm, 30mm] in the X and Y axes with a sampling step
of 0.5mm. Fig. 2 shows four desired virtual images I∗V used
in the experimental study of the cost functions C(ξ). All
of these images are rendered from the textured meshM at
the desired pose ξ∗. Notice that the global illumination dif-
ference is drastically reduced after applying a Zero-mean
Normalization transformation to the obscured I∗V with res-
pect to its corresponding non-obscured I∗V .

Figure 2: Four virtual images rendered from the textured
mesh at the desired pose for the cost functions study.

Two considerations are made for the experimental study:

• All the feature vectors (I, I∗, Ǐ and Ǐ∗) are generated
from virtual images IV . The experimental study uses
virtual images IV since the Photometric-Planner ren-
ders IV from the meshM.

• The desired features (I∗ and Ǐ∗) are generated from
obscured IV or ǏV . This consideration simulates the
global illumination difference between the onboard
image I and the key image K during the autonomous
navigation.

The cost functions C(ξ) of PVS, defined as the Sum of
Squared Differences (SSD) of pixel intensities, and (4)
(GZNSSD) appear in Fig. 3.
Notice that the value at the minimum of GZNSSD cost
function C(ξ) reaches zero whereas the corresponding one
of SSD does not. Moreover, the shape of the domain of
convergence around the global minimum is smoother for
GZNSSD which will prevent to compute drastic changes in
the input velocity u. Such comparison justifies the choice
of Enhanced PVS over PVS for the Photometric-Planner

Figure 3: Comparison of SSD (top) and GZNSSD (bottom)
cost functions. Distances are shown in millimeters

and Visual Path Follower, which are formally introduced
in the next two Sections.

4 Photometric-Planner
The goal of the Photometric-Planner is to generate a nav-
igable visual path K that allows the Visual Path Follower
to reach the final pose ξf from the start pose ξs. This path
contains key images K = IV (ξk) ∈ K which are rendered
from the textured meshM, using any graphics engine, at
key poses ξk. Although several virtual images IV are ren-
dered from the meshM, just few of them are selected as
key images K.
The Photometric-Planner begins by defining the start ξs
and final pose ξf in the textured mesh M. For the sake
of simplicity, ξs and ξf are considered to have the same
orientation Θ. Then, the straight path from ξf to ξs is
regularly sampled in 3D translation steps ∆X, into inter-
mediate poses ξi. Indeed, the same orientation Θ is pre-
served in ξi since ∆X does not involve rotation. Later, ξf
is considered as the first intermediate pose ξi and directly
selected as the first key pose ξk. Thus, its virtual image
IV (ξf ) = IV (ξk) is stored in the visual path K as the
first key imageK. Analogously, the virtual image rendered
from the textured meshM at the start pose IV (ξs) is con-
sidered as the lastK in the visual pathK. For the rest of the
intermediate poses ξi in the path from ξf to ξs, the selec-
tion process is carried out as follows. Let ξi+1 = ξi + ∆X
be the next intermediate pose and ξk the last key pose se-
lected by the Photometric-Planner. Then, ξi is considered
as the next key pose ξk+1, if the cost increase ∆Ci+1 falls
below a threshold εs:

∆Ci+1 < εs, (7)

where ∆Ci+1 = Ci+1 − Ci, Ci = 1
2‖Ǐ(ξi)− Ǐ(ξk)‖2,

Ci+1 = 1
2‖Ǐ(ξi+1)− Ǐ(ξk)‖2 and the GZN luminance

features, Ǐ(ξi) and Ǐ(ξi+1), are obtained from ǏV (ξi) and
ǏV (ξi+1), respectively (Section 3). Generally speaking,
such selection criterion does not depend on the image con-
tent but it is rather related to the control law convergence.



5 Visual Path Following
The process of visual path following (Section 1.1) is car-
ried out by the Visual Path Follower, which computes the
control input u = ξ̇ from:

u = −λL̂+
Ǐ(ξk)

(Ǐ(ξ)− Ǐ(ξk)), (8)

where Ǐ(ξk) is obtained from the key image K = IV (ξk)
in the visual path K by transforming IV into ǏV .
When the current key image K is considered reached du-
ring the visual path following, the next key image is set as
the current one. This process is called key image update
and it occurs when the value of the cost C (4) satisfies:
‖Ǐ(ξ)− Ǐ(ξk)‖2 < εu, where εu is a threshold. The com-
plete process of visual path following is displayed in Fig.
4.

Figure 4: Visual Path Follower

6 Experimentation
The performances of the Photometric-Planner and Visual
Path Follower are evaluated by navigation tasks. More-
over, since comparing virtual images IV with onboard
images I in a visual servoing scheme using an UAV is a
novelty, the performance of the Enhanced PVS is evaluated
by positioning tasks. Both types of tasks are carried out
indoor and outdoor using the experimental setup which
is composed by: an HP ZBook 15 computer as ground sta-
tion, a Parrot Bebop 2 as testbed UAV, the Optitrack motion
capture system (indoor) to track the pose ξ of the UAV, a
printed tarpaulin (indoor), a Nikon camera to record exter-
nal video and three textured meshesM. In all the indoor
tasks, the same satellite image of 2952 × 3052 pixels is
printed on the 4.8m × 4.9m tarpaulin and used to generate
the textured mesh M. This image is provided by Google
Earth [17] and displays a neighborhood of 1146m× 1170m
Amiens, France.
The Bebop 2 is connected to the computer, that runs
Ubuntu 16.04, through Wi-Fi using the bebop_autonomy
package1 developed for the Robot Operating System [18].
The Photometric-Planner runs offline on the computer us-
ing MATLAB and the corresponding textured meshM for
each navigation task. Indeed, the positioning tasks are an
instantiation of the navigation tasks where the visual path
K contains only one key image K. The size of all the im-
ages is 240 × 428 pixels. The Visual Path Follower runs

1https://bebop-autonomy.readthedocs.io/

in the computer and sends the control input u to the UAV.
Generally speaking, the onboard images I are acquired by
the camera of the Bebop 2 and sent to the ZBook that com-
putes the control input u = ξ̇ to be applied to the robot.
However, the Bebop 2 does not obey velocities in the X
and Y -axes (so, vx and vy) but angular positions around
the Y and X-axes (so, Φ and Θ). Fig. 5. displays the robot
and world reference frames RF and WF, respectively.

Figure 5: Reference frames of the robot and the world.

Therefore, a proportional controller is proposed to adapt
the output of the control law (8) to the input expected by
the Bebop 2. Such controller was computed from a velo-
city characterization of second order and using the dynamic
model of the quadrotor [19] that considers air resistance:[

W vx(t)
W vy(t)

]
=

g

m

[
c0 0
0 c1

] [
tan(W Φ)(1− e−t

c0
m )

tan(W Θ)(1− e−t
c1
m )

]
, (9)

where W vx and W vy are the linear velocities in the XY
plane, W Φ is the pitch and W Θ is the roll in the world re-
ference frame WF, the acceleration caused by the gravity
is g = 9.8m · s−2, the coefficients of the air in both axes
are c0 = c1 = 0.35, t ∈ R is the time’s variable, and
the mass of the quadrotor m = 0.497Kg. Nevertheless,
such controller is only valid at low speeds. A Proportional-
Integral-Derivative controller [20] would be preferred over
a Proportional controller. However, it was not possible to
design since the readings of the Inertial Measurement Unit
(IMU) are retrieved at a lower rate (5Hz) than the control
input (30Hz) at servoing mode. This issue is related with
the update of the Robot Operating System topic that con-
tains the velocity of the Bebop 2 rather than a poor perfor-
mance of the IMU. This is the main reason to consider the
Gaussian filtering in the visual feature.
Furthermore, an image latency, i.e. the time elapsed be-
tween an event in the real world and its corresponding
change in the image on the laptop side, was measured with
a mean of 183.9ms and a standard deviation of 11.26ms.
The latency was measured using a mbed2 microcontroller
that triggers a LED and starts a chronometer at the same
time. Then, the chronometer stops when a dark pixel, that
corresponds to the center of the LED, increments its inten-
sity up to 200 (with a maximum level of 255). In order to

2Mbed website https://os.mbed.com/



mitigate the impact of the latency in the experiments, the
robot switches from servoing mode to hovering mode, i.e.
to apply a null control input u = 0, during 20 iterations
at 30Hz when a key image K is reached according to the
key image update (Section 5). Lastly, the tasks are con-
sidered failed when the value of the cost C is larger than
a threshold εf . The thresholds for the navigation tasks are
εu = 1.5× 105 for the indoor experiment, εu = 5.5× 104

for the outdoor experiment and εf = 2.75 × 105 for both.
All the thresholds are experimentally determined.
The rest of the Section covers the positioning and naviga-
tion tasks.

6.1 Positioning Tasks
Three positioning tasks evaluate the performance of the En-
hanced PVS (Section 3). The goal of the robot is to servo
a desired virtual image I∗V , using (8) and real images I ac-
quired with its onboard camera.

Indoor Nominal Positioning. This experiment consists
in servoing a desired virtual image I∗V (Fig. 6) without
any external perturbation and at constant illumination. It
is important to notice that the native hovering mode drifts
and the robot eventually diverges since it is based on visual
odometry, which is an open-loop system [21].

Figure 6: Desired virtual images used for indoor nomi-
nal and perturbed positioning (left) and outdoor positioning
(right).

While applying the control law (8), the robot minimizes
the cost C (4). Then, the experiment finished when the
memory that stores the data of the experiment was filled up
in about 5 minutes. The evolution of the cost C and control
input u are displayed in Fig. 7.

Indoor Perturbed Positioning. This experiment is simi-
lar to the previous one except that a fan is actuated in oscil-
lation mode 2m behind the robot to cause external pertur-
bation.
If the native hovering mode is permanently active, the robot
diverges in 90s. However, the Enhanced PVS task lasted
163s when a gust of wind pushed the robot strong enough
to diverge.

Outdoor Positioning. This experiment took place on
a crossroad (Fig. 8a) during the day but with presence

Figure 7: Cost and control input evolution from the indoor
nominal positioning. Vertical lines indicate the switch from
hovering mode to servoing mode.

of clouds. The desired virtual image I∗V (Fig. 6) is also
generated from the same textured meshM as the previous
two experiments.
The robot stayed in place, at 10m above the crossroad,
without any important perturbation for the entire task
with a duration of 240s. Indeed, the robot hovered for
the most part of the experiment except at the beginning,
when servoing for the first time, and at t = 100s, when a
pedestrian caused an increase in the value of the cost C
and triggered the servoing mode.

(a) Positioning. (b) Navigation.

Figure 8: Outdoor experiments.

This group of experiments demonstrated that the servoing
is performed at scale (concerning image variation and ca-
mera displacement) even if Z is not determined from this
scheme. Therefore, perturbations that occur at lower alti-
tude had a greater impact in these tasks since they triggered
the servoing mode several times whereas perturbations in
the image at higher altitude had less impact. The pertur-
bation caused by the pedestrian showed that the Enhanced
PVS is robust to partial occlusions. This experiment was
conducted with no Global Navigation Satellite System in-
formation for guidance and navigation from ground station.
Therefore, the quantitative evaluation of this experiment
validates the interest of not relying only on Global Naviga-
tion Satellite System for robot positioning and navigation.



6.2 Navigation Tasks
The performance of the Photometric-Planner and Visual
Path Follower is evaluated by two navigation tasks. Al-
though any set of straight paths could be considered, e.g.
an L-path, the motion capture system field of measure con-
strains the indoor experiment on a single straight path.
A straight path is considered outdoor too for consistency.
Therefore, to make the path following harder, these tasks
are defined as a round trip on a straight line in order to val-
idate the visual path K in forward and backward directions
even if the latter is generated only in backward direction.
A video 3 is provided to present the navigation tasks.

Indoor Navigation. In this experiment (Fig. 9), the
UAV is intended to travel a straight path of 55cm. The
Photometric-Planner generated a visual path K that con-
tains 11 key images K (Fig. 10).

Figure 9: Indoor navigation experiment. The arrows indi-
cate the trajectory done by the robot at the beginning of the
second round trip.

Figure 10: Visual path of the indoor navigation experiment.

Before diverging, the robot traveled approx. 2.7m
reaching 54 K: {K0,K1, . . . ,K10}, {K10,K9, . . . ,K0},
{K0,K1, . . . ,K10}, {K10,K9, . . . ,K0}, and
{K0,K1, . . . ,K9}. Fig. 11 shows the trajectory of
the last round trip and Fig. 12 displays the cost C and the
control input u = ξ̇ evolution of this experiment. Fig. 13

3http://mis.u-picardie.fr/~g-caron/videos/
2020_IEEESensors.mp4

displays an excerpt of the images of difference between
the onboard image I and the key image K.

Figure 11: Last round trip (cyan) of the indoor navigation.
Green dots indicate the locations of the key poses over the
straight path (pink) and red dots where the system failed.
Distances appear in meters.

Figure 12: Cost and control input evolution from the indoor
navigation. Vertical lines indicate the key image update
and red line when the system failed.

Figure 13: Excerpt of four images of difference of the in-
door navigation experiment.

Outdoor Navigation. This experiment took place in the
car park of the University of Picardie Jules Verne Campus,
Amiens, France (Fig. 8b). The textured meshM (Fig. 14)
is obtained from a snapshot that the UAV took when fly-
ing at 30m above the ground. However, the visual path K is
generated so the robot navigates at a height of 13m. The dis-
tance between the start and final poses ξs and ξf , respec-
tively, is set to 8m. The Photometric-Planner gene-rated a
visual path K composed by 5 key images K. Then, the



robot successfully traveled the round trip, i.e. 16m, using
the visual path K but it diverged when it tried to restart
from the first key image K. Fig. 16 shows an excerpt of
the images related to this experiment and Fig. 15 displays
the evolution of the cost C and the control input u = ξ̇
from this task.

Figure 14: Textured mesh used for the outdoor navigation.

Figure 15: Cost and control input evolution from the out-
door navigation. Vertical lines indicate the key image up-
date.

Figure 16: Excerpt of some images from the outdoor nav-
igation. Desired virtual images appear at the top row, on-
board images appear at the central row and images of dif-
ference appear at the bottom row.

From this group of experiments, the proposed system com-
pleted the navigation tasks in round trip but they diverged
when an important perturbation in the image or in the robot
occurred.

7 Conclusions
This paper presented a memory-based navigation system
that generates its visual path from a textured mesh rather
than from a previous taught path. Therefore, the visual
path-planning process is carried out ex situ and does not
require the robot if the textured mesh was obtained a pri-
ori. Moreover, such mesh can be instantly generated from
a snapshot model [22] as in the last experiment.
The Photometric-Planner generated navigable visual paths
validated in both directions and the Visual Path Follower
controlled an UAV through a total distance of 16m outdoor
using only its camera to navigate. In such experiment, na-
vigation based on the Global Navigation Satellite System
could not be possible since the signal of the latter was un-
available. Additionally, the Enhanced PVS proved to be
able to compare virtual and onboard images while servoing
a commercial UAV. Nevertheless, the Photometric-Planner
only validates the navigability of a visual path defined in
straight line and does not explore other visual paths. Fu-
ture works will consider a topological approach to ge-
nerate paths not strictly straight. Additionally, they will
consider another controller, e.g. Model Predictive Con-
trol [23], or UAV so the control input be correctly applied
and the Visual Path Follower be evaluated in more challen-
ging situations. As a perspective for indoor navigation, the
scene model might include obstacles mapped from a group
of robots [24] prior to the process of the Photometric-
Planner.
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