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1 Introduction

Deep Convolutional Neural Networks (DCNN) are widely used for different tasks such as detection, semantic segmentation or depth estimation. Since some applications like autonomous driving need to combine these different outputs, Multi-task models seem to be a relevant solution. It consists in generating networks performing several related tasks at once on the same input, effectively sharing resources between tasks \cite{2}. One major convenience of such methods is the inductive bias that arises during the training step, that allows one task to benefit from the training of others, both raising the convergence speed and the generalisation abilities of the trained network \cite{2}. Another interesting property for embedded applications is the reduction of the model size due to some shared parts. However, most of proposed approaches assume that all tasks must be trained jointly with available annotated data-sets. Moreover, adding a new task without modifying the performances of existing ones is also an important feature from an industrial point of view.

We propose VampNet: 1) Given two DCNN networks $N_A$ (that we will call Master network) and $N_B$, already trained on two different but related tasks $A$ and $B$, we formulate a framework to build a new network $N_B'$ that approximates $N_B$ under the challenging hypothesis:

\begin{itemize}
  \item no annotated learning base is available,
  \item the master network $N_A$ must not be modified,
  \item the model size of the new network $N_B'$ must be lower than $N_B$
\end{itemize}

Since both networks estimate related tasks, they should be correlated. We study this assumption and show that a very simple linear relation can be applied to replace features in $N_B$ by features from $N_A$. The new generated network $N_B'$ is then called VampNet (from Vampire): it saves some computation by using some simple linear projections of $N_A$ features (so-called vampirizing thereafter) resulting in a strong reduction of the size of the two merged networks. Figure 1 presents an overview of VampNet.
When using a classical DCNN \( \mathcal{N}_B \) (i.e.: without skip connections) replacing the full feature map of a layer has as consequence that the preceding layers of the network do not have to be computed anymore. This implies that the deeper a full layer is replaced, the lower the resulting global network size is. This is why we focus thereafter on vampirizing a layer (i.e.: the full feature map of the layer).

We demonstrate our method on several public data-sets for two related tasks: semantic segmentation and depth estimation. Moreover, we provide a thorough ablation study to analyse linear correlation between layers and the proposed model that select the vampirized layer.

The next section presents some relevant works linked to multitask learning, network merging and correlation based feature analysis. Section three describes the core of our model while section four shows and analyses the experiments provided in order to evaluate the VampNet framework.

In this paper we use the following nomenclature for convolutional neural networks:

- a feature extracted by a convolutional layer is a single channel of its output volume. Each element of a channel is then a sample of the feature, as it is the result of a dot product with the convolution kernel for a different patch of the input volume.

- a feature-map is the set of features computed by a convolutional layer.

2 Related work

In order to assess the proposed VampNet model with the wide literature, we consider three aspects: 1) correlation based feature analysis, 2) neural network merging and 3), multitask neural networks.

2.1 Correlation-based feature map analysis

Since the proposed method relies on the assumption that there are linear links between features of two correlated task networks, we first review relevant works dealing with linear analysis for neural networks.

[7] uses Canonical Cross Correlation (CCA) between feature maps to compare learned representations. By comparing in-training feature maps to their fully trained version, the authors are able to study the training dynamics of a network. They explore the application of CCA to model compression.

[13] notes that multiple trainings of the same network starting from different random initial states usually converge toward solutions with similar performances, and that learned feature maps of a same layer often correlate with each other across the solutions. The authors show that it is possible to find a one-to-one, then a few-to-one mapping between features of the same layer of two versions of the same network, using activations’ correlation as distance metric.

2.2 Multitask neural networks

Multitask learning [2, 14] encompasses learning methods aiming to accomplish multiple tasks at the same time. The main interest of this kind of approach is inductive bias: by learning two different but related tasks, more meaningful features are trained. Each task can thus benefit from features that would not have appeared with its sole training gradient.

Multitask neural networks are the deep learning pendant of multitask learning. Two families stand out fairly distinctly [9]: approaches that have a “hard sharing” of weights, i.e. using a common body of computations, and approaches that have a “soft sharing” of weights, i.e. giving each task its own trainable weights but putting constraints between them.

2.3 Networks merging

While in multitask learning specific networks are trained to estimates several tasks, networks merging considers two existing networks which are mixed to produce a lightweight one. [12] introduces a post-training merging and compression method based on the convolution kernels’ weights’ values. The approach consists in a separation of kernels into \( 1 \times 1 \) convolutions, a K-means clustering of those new kernels, followed by an Huffman encoding of the found centroids. A codebook can then be used to get back the full kernels. The clustering step has the effect that retrieved kernels are not exactly equal to the original ones. The authors suggest to make up for the changes in performances by fine tuning the model on the original training data.

[10] proposes a cascaded architecture to speed up classifiers’ ability to discard negatives, replacing a monolithic network by a sequence of smaller classifiers called stages. Stages are of increasing abstraction level and size, the later ones only being computed if the earlier did not return a negative result. Because each subsequent stage must be of higher abstraction than the preceding one, building such an abstraction at each stage would induce a substantial amount of computing for examples that are not early rejected. To avoid that, the author gives each stage access to all the features extracted by the previous one, a stage only adding layers and/or channels to the preceding stage. All the stages are trained at the same time under a composite loss. As the sharing is unidirectional, the later stages do influence the convergence of the earlier ones but not vice versa.

In this paper, we propose a model that starts from several assumptions: 1) we have two existing trained networks like in network merging, 2) no annotated data-set is available like in unsupervised learning and 3) the function of the master network should not be changed.
3 Method

This section describes the core of the proposed model, relying on that correlated tasks trained using two networks with the same structure generate correlated Feature Maps (FM) within the two networks. After defining how to compute linearities between FMs, we propose a simple way, using a convolutional operator, to replace a feature by a linear projection of one vampirized from another task network. Since replacing the full FM of a layer is very interesting to save both computation time and model size, we propose a layer selection relation to automatically choose where replacing a layer while keeping a good trade-off between performances and computation budget.

3.1 Linearity between feature maps

Given two networks: \( \mathcal{N}_A \) and \( \mathcal{N}_B \) with the same structure but trained on two different tasks (\( A \) and \( B \)), we are interested in replacing some features of \( \mathcal{N}_B \) by linear projections of features of \( \mathcal{N}_A \), without using any annotated data. This strategy, called VampNet (\( \mathcal{N}_B \) acts like a vampire when it gets some already computed features of \( \mathcal{N}_A \)) is motivated by:

- The network \( \mathcal{N}_A \) won’t be modified: it can be mandatory in some industrial contexts (i.e. such network has already be certificated for task \( A \)).
- The resulting new \( \mathcal{N}_B \) network will save computation time.
- We argue that if task \( A \) and \( B \) are correlated, The new \( \mathcal{N}_B \) network will keep good performances.

Let \( F^{A,l}(X) \) be a 3D-tensor function returning the feature map associated to layer \( l \in \{1,...,N_l\} \) of network \( \mathcal{N}_A \) for the input tensor \( X \). Moreover, we define \( f^{A,l}_{w,h,c}(X) \) a function returning the feature sample value for layer \( l \), channel \( c \in \{1,...,N^l_c\} \), and position \( w \in \{1,...,N^l_w\} \), \( h \in \{1,...,N^l_h\} \). \( F^{A,l}_{w,h,c}(X) \) \( \equiv \hat{F}^{A,l}_{w,h,c}(X) \) is a function computing the 2D-slice feature matrix from channel \( c \) of tensor \( F^{A,l}(X) \) and \( \hat{f}^{A,l}_{w,h,c}(X) \equiv \text{vec}(F^{A,l}_{w,h,c}(X)) \) the vectorization of \( F^{A,l}_{w,h,c}(X) \). The linear relation between the feature computed by channel \( c \) of layer \( l \) of network \( \mathcal{N}_A \) and the feature computed by the channel \( c' \) of the same layer of network \( \mathcal{N}_B \) can be expressed by:

\[
f^{B,l}_{c'}(X) = \left[ f^{A,l}_{c'}(X) \right] w \tag{1}
\]

with \( w \) a parameter vector of size 2.

Given a set of input images \( X = \{X_1,\ldots,X_n\} \), estimating \( w \) is given by the resolution of the following linear system:

\[
\begin{bmatrix}
    f^{B,l}_{c'}(X_1) \\
    \vdots \\
    f^{B,l}_{c'}(X_n)
\end{bmatrix} = \begin{bmatrix}
    f^{A,l}_{c'}(X_1) \\
    \vdots \\
    f^{A,l}_{c'}(X_n)
\end{bmatrix} w \tag{2}
\]

However, the number of equations of this linear system is huge \( (N_s \times N^l_w \times N^l_h) \) and solving if becomes too complex. We propose a sub-sampling strategy to reduce the number of equations using only a subset of all possible pixels of the features.

Let \( s^{l}_{w}(i) \) and \( s^{l}_{w}(i) \) be two sub-sampling functions providing width and height indexes of a feature of layer \( l \) and \( N^l_w \) \( \ll N^l_{w} \). Sub-sampling vectors associated to the network \( \mathcal{N}_B \) can be defined as:

\[
\hat{f}^{l}_{c'}(X) = \lVert \sum_{i=1}^{N^l_s} F^{l}_{s^{l}w(i),s^{l}h} \cdot (X) \rVert_2 \tag{3}
\]

with \( || \) the concatenation operator. The linear equation 2 can be approximated from a new one changing full vectors to sub-sampled ones. Several sub-sampling strategies can be defined.

3.2 Ranking linearity between features

When data are standardized (zero-mean and unit-std), the residue between the linear prediction and the set of target values is a simple way to estimate linearity. We define \( \tilde{f}^{l}_{c'}(X) \) returning the standardized sub-sampled vector by applying:

\[
\tilde{f}^{l}_{c'}(X) = \frac{1}{\sigma_{f^{l}_{c'}}}(f^{l}_{c'}(X) - \bar{f}^{l}_{c'}(X)) \quad \text{with } \sigma_{f^{l}_{c'}} \text{ the standard deviation (std)}
\]

and compute the residue by:

\[
r^{l}_{c',c''} = \frac{1}{N_x} N_x \sum_{X \in \{X\}} \lVert [f^{B,l}_{c'}(X) - [\tilde{f}^{A,l}_{c'}(X)],1] w \rVert_2 \tag{4}
\]

The residue provides a natural way to predict if two features are correlated. We propose to compute a feature-wise residue matrix between the same layer of networks \( \mathcal{N}_A \) and \( \mathcal{N}_B \).

3.3 Vampirizing a feature using a convolutional operator

The simple model we propose to replace a feature is two-steps:

Selection of the closest feature in \( \mathcal{N}_A \) given the feature \( F^{B,l}_{c'}(X) \) of channel \( c \) of layer \( l \) of network \( \mathcal{N}_B \), we define the association function providing the closest feature’s channel for the same layer of \( \mathcal{N}_A \) by:

\[
l^{l}_{c',c''}(c) = \arg \min_{c'' \in \{1,\ldots,N^l_c\}} r^{l}_{c',c''}(c) \tag{5}
\]

Replace by convolution The vampire network \( \mathcal{N}_B \) replaces one of its features by the selected one of \( \mathcal{N}_A \) applying a linear projection. It can be done very simply using a biased convolutional 1x1 kernel. Given a linear relation estimated by \( w = [a, b]^T \) between \( F^{B,l}_{c'}(X) \) and \( F^{A,l}_{c'}(X) \), the associated feature of network \( \mathcal{N}_B \) can be replaced by:

\[
F^{B,l}_{c'} = F^{A,l}_{c'} * K \tag{6}
\]
We propose to define a loss function by:

\[
\text{cost of the new network when replacing layer } l
\]

3.5 Automatic selection of the layer to be replaced

VampNet should produce a new model that approximates the original \( N_B \) net with a lower inference computation cost. Choosing the layer to be replaced is very important. The Deeper this layer is, the higher the computation gain will be. However, we expect that the correlation decreases along the layers. Since the new network must approximate an existing one for a given task, we propose to define a layer-to-vampirize selection function with two terms:

\[
\text{Accuracy loss}
\]

\[
\text{Computation budget loss}
\]

\[
\text{Let layer-to-vampirize selection function with two terms:}
\]

\[
\text{Replacing a layer is very important in order to save high computational cost. When VampNet replaces a full layer, it does not have to compute the layers before it anymore. Vampirizing a layer is achieved by replacing all of its features. The simple way to do that is by the strategy presented in the previous subsection.}
\]

4 Experiments

4.1 Setup

Networks and Tasks. Since the proposed model applies on convolution layers, we study it on fully convolutional networks with encoders and decoders like the ones used for segmentation or depth estimation tasks. We use the UNet network as it is a fairly simple network with such an encoding/decoding structure. However, the presence of skip-connections (transmission of features from early layers to later non-adjacent ones) breaks the assumption that when replacing a layer, the previous ones don’t have to be computed anymore. We will compare the impact of such connections into the network structure by comparing UNet with a degraded version of it without skip-connections that we will call Encode/Decoder-like (or ED-like). Figure 3 illustrates The evolution of VampNet model size related to the vampirized layer with (UNet) and without (ED-like) skip-connections. On the left figure, the model size (y-axis) is computed as a ratio related to the original network size. The middle and right figures illustrate the layers that do not need to be computed (within the overlay areas) if we choose to replace the layer 14 (red line in the left figure). In this case, the new model size would be about 1% of the original for both networks (that value can also be read in tables 1 and 2). When using skip connections, some layers before the replaced one still have to be computed while...
Figure 2: Sampling Method: in a given layer, for a pair of features \( c \) from network \( \mathcal{N}_A \) and \( c' \) from network \( \mathcal{N}_B \), we take a same random set of \( N_s \) pixels in the volumes extracted by both networks. \( N_h \) and \( N_w \) are the spacial dimensions, \( N_x \) is the data-set’s size, and \( N_c \) is the number of features.

4.2 Linearity

Feature-Based Linearity Since the main hypothesis of VampNet is that a task B feature can be replaced by a linear projection of a task A feature, we first study the loss of accuracy according to the number of replaced filters in a layer. Figure 4 shows such evolution for several layers (3, 7, 11 and 15) for both ED-like and UNet networks. We define the loss of accuracy as the mIoU degradation: a degradation of 0% means that the VampNet version of the segmentation network outputs the exact same segmentation maps as the original network. This figure shows that the more features are approximated, the more the network loses in accuracy, which is not surprising. However it also appears that it does not increase according to the depth. It means that two networks with correlated tasks share linear information into deep layers: for example, replacing features in layer 11 yields better results than replacing features in layer 15 (for both tested networks). It is counter-intuitive because we expected that features grow in abstraction levels and should become more specific to the task [5].

Layer-Based Linearity Since the best strategy to reduce the computation budget is to replace all the features of a layer, the next experiment evaluates the loss of accuracy (mIoU) according to the replaced layer (See figure 5). Like in the previous experiment, we observe that mIoU degradation does not increase monotonically according to the...
depth. The general shape of the curve outlines that layer-wise linearity seems to be better in the decoder (from layer 10).

Figure 5: mIoU degradation depending on vampirization depth for full feature map replacement, on the left for UNet and on the right for ED-like.

4.3 Trade-off selection between the accuracy and computational budget

This section studies the couple accuracy, computation budget and the influence of the function that selects the layer to be replaced.

Tables 1 and 2 present the couple mIoU degradation and size ratio related to the replaced layer for the two networks. It confirms that replacing encoding layers does not provide good performances for both accuracy and computational budget. Regarding UNet, mIoU degradation is below 10% for layers 9 to 11: the first decoding layers. The model size decreases along layers but we observe a high reduction between layers 9 and 11. This is directly linked to the network auto-encoder-like structure with many parameters near the embedded middle representation. The UNet variant without skip connection does not seem to follow the same variations and mostly presents a degradation of about 10% at layer 11.

The layer to be replaced must be selected according to the desired trade-off between the accuracy and the computation budget. Adjusting this trade-off is achieved by a selection function that uses a hyper-parameter $\lambda$ described in section 3.5. Figure 6 studies the evolution of the accuracy

<table>
<thead>
<tr>
<th>layer</th>
<th>mIoU degradation</th>
<th>size ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>96.94%</td>
<td>99.99%</td>
</tr>
<tr>
<td>1</td>
<td>76.38%</td>
<td>99.86%</td>
</tr>
<tr>
<td>2</td>
<td>58.02%</td>
<td>99.74%</td>
</tr>
<tr>
<td>3</td>
<td>72.18%</td>
<td>99.22%</td>
</tr>
<tr>
<td>4</td>
<td>93.73%</td>
<td>98.96%</td>
</tr>
<tr>
<td>5</td>
<td>57.30%</td>
<td>96.87%</td>
</tr>
<tr>
<td>6</td>
<td>34.25%</td>
<td>95.82%</td>
</tr>
<tr>
<td>7</td>
<td>14.31%</td>
<td>87.47%</td>
</tr>
<tr>
<td>8</td>
<td>15.46%</td>
<td>83.30%</td>
</tr>
<tr>
<td>9</td>
<td>4.88%</td>
<td>49.90%</td>
</tr>
<tr>
<td>10</td>
<td>8.44%</td>
<td>20.67%</td>
</tr>
<tr>
<td>11</td>
<td>8.14%</td>
<td>12.31%</td>
</tr>
<tr>
<td>12</td>
<td>42.66%</td>
<td>5.01%</td>
</tr>
<tr>
<td>13</td>
<td>10.08%</td>
<td>2.92%</td>
</tr>
<tr>
<td>14</td>
<td>23.82%</td>
<td>1.09%</td>
</tr>
<tr>
<td>15</td>
<td>35.57%</td>
<td>0.57%</td>
</tr>
<tr>
<td>16</td>
<td>34.89%</td>
<td>0.17%</td>
</tr>
<tr>
<td>17</td>
<td>26.02%</td>
<td>0.04%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>layer</th>
<th>mIoU degradation</th>
<th>size ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>71.97%</td>
<td>99.99%</td>
</tr>
<tr>
<td>1</td>
<td>26.87%</td>
<td>99.86%</td>
</tr>
<tr>
<td>2</td>
<td>50.27%</td>
<td>99.60%</td>
</tr>
<tr>
<td>3</td>
<td>78.27%</td>
<td>99.08%</td>
</tr>
<tr>
<td>4</td>
<td>90.77%</td>
<td>98.03%</td>
</tr>
<tr>
<td>5</td>
<td>72.70%</td>
<td>95.95%</td>
</tr>
<tr>
<td>6</td>
<td>67.40%</td>
<td>91.77%</td>
</tr>
<tr>
<td>7</td>
<td>37.75%</td>
<td>83.42%</td>
</tr>
<tr>
<td>8</td>
<td>90.04%</td>
<td>66.72%</td>
</tr>
<tr>
<td>9</td>
<td>42.63%</td>
<td>33.31%</td>
</tr>
<tr>
<td>10</td>
<td>35.03%</td>
<td>16.61%</td>
</tr>
<tr>
<td>11</td>
<td>10.55%</td>
<td>8.26%</td>
</tr>
<tr>
<td>12</td>
<td>24.53%</td>
<td>4.09%</td>
</tr>
<tr>
<td>13</td>
<td>43.36%</td>
<td>2.00%</td>
</tr>
<tr>
<td>14</td>
<td>33.04%</td>
<td>0.95%</td>
</tr>
<tr>
<td>15</td>
<td>28.43%</td>
<td>0.43%</td>
</tr>
<tr>
<td>16</td>
<td>36.23%</td>
<td>0.17%</td>
</tr>
<tr>
<td>17</td>
<td>22.26%</td>
<td>0.04%</td>
</tr>
</tbody>
</table>
Figure 6: Evolution of the size ratio and mIoU degradation when varying $\lambda$ from 0 to 1, on the left for UNet and on the right for ED-like.

Figure 7: 2D parametric representation of the accuracy loss and model compression rate according to the selected layer to be replaced selected for $\lambda \in [0, 1]$, on the left for UNet and on the right for ED-like.

loss and model compression for $\lambda \in [0, 1]$. For small values of $\lambda$, the mIoU degradation is low while the model size ration is about 50% for UNet and 8% for its variant without skip connection. As $\lambda$ increases, the mIoU degradation also increases while the model size ratio decreases.

Figure 7 shows, according to selected layer to be replaced when $\lambda \in [0, 1]$, a 2D parametric representation of the accuracy loss and model compression rate. Since we want to minimize both the degradation and model size, the best layer to be replaced is the one that provide an accuracy loss / size ratio, near the origin. This graph confirms that layers 11 is a good candidate for both networks. It will be selected for $\lambda = 0.5$.

Figure 8 Shows some output examples from using VampNet on layer 11 of UNet for a semantic segmentation task with depth estimation as master network. The UNet original segmentation network has 28M parameters while it VampNet approximation reduces the model size to 3M (12.31% of the size, that is 87.69% compression). Differences mainly occur on class boundaries and for small objects.

5 Conclusion

We introduced vampire networks, an approach to reduce the cumulative size of two networks performing related tasks by replacing features of one of them by a linear projection of the features of the other, while leaving that last one’s performances untouched. We explained our method of selecting which features to replace by analysing the linearity between them, and of computing the projection parameters, all of this in an unsupervised fashion. We showed that while replacing some features in a layer can somewhat reduce the needed resources, the true potential appears if we are able to replace a whole layer, in which case big portions of the vampire network can be discarded at once. We also showed how skip-connection can impede that alleviation. Our approach is oriented toward reducing the size of the vampire network; by approximating its features we overall reduce its accuracy, which is a problem that we do not solve here.

In future works we plan to explore several ideas: taking inspiration of what is done in [13], actually training the projection instead of computing it, potentially replacing it with a shallow neural network could prove interesting. We could also use a multiple regression instead of a singular one to predict features. The goal of our approach being to add new tasks in a cascading manner, experiments with more than two task, meaning multiple source networks, should also be done. A last idea would be to see how well this method works with networks of different architectures.
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Figure 8: Examples of results for a vampirization of layer 11 of the UNet network, with from top to bottom: the input image, the output of $N_A$, the ground-truth of task $B$, the output of $N_B$, the output of $N_B'$, and the error mask between $N_B$ and $N_B'$.


