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Stakes of foveation on event cameras ∗
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Résumé

La fovéation consiste en la direction du regard vers une
région visuelle d’intérêt pour acquérir sélectivement
des informations pertinentes. Dans l’avènement récent
des caméras événementielles, nous pensons que le
développement d’un tel mécanisme améliorerait l’ef-
ficacité du traitement des données événementielles.
En effet, appliquer la fovéation à celles-ci permet-
trait de comprendre la scène visuelle tout en réduisant
considérablement la quantité de données brutes à trai-
ter. Nous étudions l’évolution de la précision de la seg-
mentation par rapport à la quantité de données uti-
lisées, pour démontrer les enjeux de la fovéation.
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Abstract

Foveation is the organic action of directing the gaze
towards a visual region of interest, to selectively ac-
quire relevant information. In the recent advent of
event cameras, we believe that developing such a me-
chanism would greatly improve the efficiency of event-
data processing. Indeed, applying foveation to event-
based data would allow to comprehend the visual scene
while significantly reducing the amount of raw data to
handle. We study the evolution of the accuracy of seg-
mentation with respect to the amount of event data
used, to demonstrate the stakes of foveation.
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1 Introduction
Event cameras (or silicon retinas) represent a new kind
of sensors that measure pixel-wise changes in bright-
ness and output asynchronous events accordingly [1].
This novel technology allows for an energy-efficient re-
cording and storage of data evolving over time and
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space. Indeed each event is recorded punctually and
asynchronously with no redundancy (as opposed to
traditional cameras, where each pixel records infor-
mation at all time).

Foveation is the biological action allowed by the struc-
ture of the complex eye [2]. When the gaze is directed
towards a region of interest, the center of the percep-
tual field is caught by the fovea, a small but central
spot in the retina where the vision is optimal in bright
light. The further we get from the fovea, the lesser the
information is processed by the eye. This mechanism
is driven by the visual attention [3].

We believe that developing a mechanism approaching
foveation would greatly improve event data processing,
going beyond its significant energy-efficiency. Indeed,
this would allow to maintain a high accuracy regar-
ding relevant information, while significantly reducing
the amount of raw data to handle. Furthermore, this
approach consistency is supported by the fact that si-
licon retinas aim by definition to reproduce the biolo-
gical retina behaviour.

2 Proposed approach

Fig. 1 presents succinctly the proposed approach as
proof of concept. To demonstrate the interest in ap-
plying foveation to event-based data, we propose to
study the respective evolution of the amount of event
data processed by a segmentation algorithm and its
accuracy. The event data will be processed at a higher

Figure 1 – Proposed approach to demonstrate the
stakes of foveation in event data processing.



or lower resolution, depending on the relevance of the
spatial regions in the image at different coordinates.

This approach is part of the work conducted in the
context of APROVIS3D 1 project, and is ultimately to
be applied to the use case of coastline tracking by a
UAV. Thus the dataset has to be chosen in order to
approach this use case, as was the segmentation task.

2.1 Input data

Given a foveation simulator, the event-based data will
be acquired either at a higher or a lower resolution
from a grayscale dataset, or any combination in a de-
dicated coordinate space.

Dataset The DAVIS Driving Dataset 2017 DDD17
[4] provides the recording of a highway and city driving
in different driving conditions under the form of events
and grayscale videos. This dataset is particularly of
interest since it comes near the kind of visual data
that will be used by the APROVIS3D consortium.

High to low resolution The high-resolution flow
of events is 128 × 128 pixels in area, and the low-
resolution flow is 64 × 64 pixels. The dedicated co-
ordinate space used to define regions of interest and
gather high or low-resolution data corresponds to the
high-resolution’s, with a mapping function for low-
resolution. The low resolution is acquired by rescaling
the high resolution grayscale images.

Traditional videos to events The traditional
grayscale video data at high and low resolution needs
to be translated into events. We consider Gehrig and
Scaramuzza’s Video to events Vid2e [5].

2.2 Segmentation algorithm

We propose to use as baseline the segmentation algo-
rithm EV-SegNET presented in CVPR 2019 by Alonso
and Murillo [6]. The authors selected from DDD17 six
sequences of grayscale images from urban scenarios
and annotated them in order to train and test the mo-
del. The model itself consists in an encoder-decoder ar-
chitecture for semantic segmentation on event images.

2.3 Detection of regions of interest

The detection of regions of interest to foveate on is a
little explored issue regarding event-data. We propose
to test three mechanisms in increasing complexity.

Event density A first possibility could be to imple-
ment a novel spiking neural network, integrating the
events produced by each pixel at a low resolution and
outputting a set of coordinates to the region of inter-
est. In this case, the region of interest would be the
region where the amount of events received over a cer-
tain amount of time is the most important over the
whole scene.

1. URL : www.aprovis3d.eu

Saliency Another way to detect region of interests
could be to adapt Itti’s attention model in multimedia
to event data [7]. This model detects saliency accor-
ding to features such as intensity, orientatin, etc. to
achieve rapid scene analysis. This detector has been
noticeably implemented in robotics applied to event
cameras by Bartolozzi’s team [8].

Gestalt laws Lastly we could draw inspiration from
another work of Bartolozzi’s team on proto-objects [9].
The regions of interest in the visual scene could indeed
match those proto-objects, derived from the ”Gestalt
laws” [10] and defined as regions of the scene that po-
tentially corresponds to physical objects.

3 Conclusion
We aim to demonstrate the stakes of foveation ap-
plied to event-based data with this proposed approach.
We believe that such a strategy would concurrently
preserve the accuracy of event-data processing and
greatly improve the energy-efficiency of event data.
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