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ABSTRACT This paper proposes a novel radio access mechanism for massive Internet of Things (IoT)
services over TV White Spaces (TVWS). The proposal considers TVWS as the suitable frequency bands
for facing the limited-spectrum problem in massive IoT services. The radio access mechanism is based on
regulatory policies by interacting with a TVWSGeolocation Database through the Protocol to AccessWhite-
Space (PAWS) and using several Master Devices (MD)s. With this approach, IoT devices require neither
geolocation receiver in the deployments, nor different frequency bands for initialization process within
PAWS. Regarding the evaluation of the radio access mechanism, we explore different types of deployments
and coverage areas. This paper also describes the optimization process to obtain the maximum service area,
while maintaining an outage probability below a given objective. Moreover, we evaluate the performance of
a loaded network with the maximum service area, with respect to a reference case with oneMD.We evidence
that the average packet loss probability is reduced by 26% when the load is equal to 80% in our proposal.

INDEX TERMS IoT, white spaces, macro-diversity, access.

I. INTRODUCTION
In the last 20 years, the Internet has changed the way people
communicate, work and do business. Currently, the Industrial
Revolution 4.0 is showing a significant impact on different
sectors of the society, such as, energy, transport, health, and
manufacture of goods or services [1]–[5]. According to the
World Economic Forum (WEF), this revolution has the poten-
tial to improve the quality of life of the entire population and
one of the best and fastest tools for achieving this is by means
of the Internet of Things (IoT) [6]. The IoT paradigm defines
things as objects such as household appliances, wearable
and means of transport, among others. The concept of IoT
was initially defined by the International Telecommunication
Union (ITU) in 2005 in the world summit on information
society [7]. According to the ITU [8], IoT is defined as a
global infrastructure for the information society that enables
advanced services by interconnecting physical and virtual
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things through the interoperability of the Information and
Communication Technologies (ICT).

IoT services are divided into two categories, critical and
massive, depending on their criticality and the number of
sensors per application [9]. Critical services have high levels
of reliability and low latency constraints. In contrast, massive
services require low cost terminals and low energy consump-
tion, but are latency tolerant. In terms of network deployment,
massive services have substantial challenges regarding scala-
bility and the size of the headers of their communication pro-
tocols. In general, IoT devices have wireless access networks
that establish a centralized and distributed communication for
data transmission to the Internet. Regarding the radioelectric
spectrum for IoT, there are challenges such as limited spec-
trum, scalability and limited bandwidth [10]–[12].

The European Commission concluded that the demand for
the IoT radio spectrum has grown exponentially and IoT
services need frequency bands below 1 GHz [13]. In our
proposal, we consider Television White Spaces (TVWS) as
suitable frequency bands below 1 GHz to overcome the
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TABLE 1. Available list of channels.

limited spectrum problem. According to the spectrum regula-
tion, TVWS are frequencies that have not been allocated in a
geographic area. They should bemanaged with a Geolocation
Database (GLDB) that gives the list of available channels
into different geographic points. The GLDB is in charge
of avoiding interference with the Television (TV) primary
users. In countries as Colombia, TVWS are from 470MHz to
698MHz in Ultra High Frequency (UHF) band with channels
from 14 to 51. For example, Table 1 shows the list of available
channels in two geographic points between Amazonas and
Caqueta, two contiguous mostly rural regions in the south of
Colombia with an extension of almost 190000 km2. There-
fore, the available channels are suitable for deployments of
massive IoT devices as opportunistic secondary users.

In this paper, first we propose a novel radio access mech-
anism for IoT massive services, with Dynamic Spectrum
Access (DSA) in TV bands, that takes into account the
regulatory policies. On the one hand, the radio access mech-
anism is based on the standard Protocol to Access White-
Space (PAWS) and requires no geolocation receiver in the
IoT devices when they are located within the deployment
area. On the other hand, we propose an architecture with
several fixed stations, namely Master Device (MD), which
can decode the messages sent by the IoT devices and also
provide a beacon channel. Moreover, IoT devices can check
their location with this beacon channel.

In the following, we highlight the main contributions of the
present research:
• A novel radio access mechanism that allows the deploy-
ment of IoT massive services on TVWS frequencies.
This radio access mechanism is based on the Protocol
to Access White-Space (PAWS), standardized by the
Internet Engineering Task Force (IETF), and it requires
no geolocation receiver in the IoT devices.

• An analytical model to compute the packet loss proba-
bility on the service areas and deployments.

• A performance comparison of several possible deploy-
ments and service areas with outage probability equal
to 1%.

• Guidelines for service areas of TVWS with respect to
the MDs deployment.

• An analytical model to evaluate the performance of a
load network considering macro-diversity gain, service
areas, and a comparison of the topology with one MD
and our proposal with three MDs.

This paper is organized as follows. In Section II, we discuss
the relevant literature and background definitions about low
power, low cost, low overhead, and scalable wide area net-
works, in particular about IoT over TVWS through GLDB.
In Section III, we describe the model of the outage proba-
bility, deployments, reference areas, IoT devices positioning

and packet loss characterization. In Section IV, we evaluate
the radio access mechanism with different deployments, ser-
vice areas, IoT devices positioning and packet loss models.
In Section V, we present the results analysis and the deploy-
ment rules. In section VI, we outline the main conclusion of
the paper.

II. REVIEW AND BACKGROUND DEFINITIONS
The radio access mechanism provides TVWS access for mas-
sive IoT services. These IoT services have applications based
on sensors and actuators [9]. Besides, IoT services have net-
work requirements such as low cost for massive deployments,
low energy consumption, low overhead, extended coverage
and scalability. In the review, we consider the aforementioned
requirements in radio architectures over TVWS.

A. IoT NETWORK DEPLOYMENTS OVER TV WHITE SPACES
TVWS networks are based on DSA techniques. These tech-
niques find access to available frequencies over licensed
bands, such as TV bands. The aim of this access is to avoid
interferences with users in licensed bands, namely, primary
users. In the case of TV bands, there are policies defined
for establishing DSA over these bands of frequencies. These
policies are developed taking into account body spectrum reg-
ulators through GLDB for coexisting with TV primary users.
Moreover, the TVWS users, namely, opportunistic secondary
users, must have the available list of frequency channels to
access TV bands. In our research, we are focused on how the
massive IoT services obtain the available list of frequencies
for coexisting with the primary user.

Few works in the literature have addressed the deploy-
ment of IoT networks over TVWS. The work in [14] pro-
poses an architecture called Sensor Network Over White
Spaces (SNOW). This architecture, which is single hop,
is based on Distributed Orthogonal Frequency Division Mul-
tiplexing (D-OFDM) and the Carrier-Sense Multiple Access
(CSMA) mechanism, where the D-OFDM is used for manag-
ing the TVWS bandwidth and CSMA as coexistence method
between opportunistic secondary users. The SNOW archi-
tecture is focused on coexistence between opportunistic sec-
ondary users. Therefore, the authors do not consider this
mechanism to obtain the available list of frequencies for mas-
sive IoT services. Although the architecture topology in [14]
is described in detail, the authors assume that the network
base station knows all the end device locations either through
manual configuration, which only applies for static sensor
nodes, or through some existing Wireless Sensor Network
(WSN) localization based on ultrasonic techniques, which
does not necessarily guarantee low energy consumption for
IoT devices. In this vein, the SNOW topology architecture is
a centralized topology, then, for obtaining the available list of
frequencies, it has disadvantages in scalability, long payloads
and IoT location. Furthermore, the architecture proposal does
not consider the use of Quality of Service (QoS) variables
for defining the network service and deployments areas.
In [15], a framework with dynamic spectrum management
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for Machine to Machine (M2M) in Long Term Evolution
Advanced (LTE-A) is defined. In this work, a system is
proposed considering the radio spectrum policy and spectrum
sensing techniques forM2Mover LTE-A. The spectrum sens-
ing system is applied to IoT devices and this process does not
guarantee low cost and low energy consumption in massive
IoT services. Therefore, this study does not consider IoT con-
strains such as low cost, low energy consumption and scala-
bility. Moreover, the architecture topology is centralized and
scalability is not guaranteed in the primary user coexistence.

According to [16], a standard for M2M communication,
named Weightless, was born in response to a wide-area
machine communications network that meets all the sector
requirements. Weightless is designed to enable IoT com-
munications in TVWS. The architecture has a centralized
topology and it does not need to define a special mechanism
for obtaining the available list of frequencies in massive IoT
cases. Finally, it does not consider the QoS with respect to the
service areas and deployments supported by PAWS.

Our proposal has features such as long coverage, low
energy consumption and small payload, which can be easily
related to a Low-Power Wide-Area Network (LPWAN) for
IoT deployments. However, in the previous literature review,
a complete quantitative comparison of the existing LPWAN
technologies with our proposal is not possible, since the
main proposal is a radio access framework for massive IoT
deployments over TVWS, which can be in general adapted to
several network technologies. To better explain our approach,
not a quantitative but qualitative comparison was made with
the main LPWAN technologies, as shown in Table 2.
The design of a radio access mechanism for massive ser-

vices over TVWS, for coexisting with primary users and
obtaining the available list of frequencies, has challenges
related to IoT requirements such as low cost, high energy
efficiency, large coverage, small payloads and reasonable
good QoS. In the literature, to the best of our knowledge,
there is neither a network radio access mechanism proposal
that considers DSA in TV bands for massive IoT services,
based on PAWS and compliant with regulatory policies, nor a
definition of service and deployments areas according to QoS
network metrics.

Regarding our radio access mechanism, we reviewed the
recommendation made by Internet Engineering Task Force
(IETF) to achieve the aim of our functionalities [17]. Besides,
the regulatory policies were based on TVWS access through
GLDB, which are reviewed and defined in the following
sections.

B. TVWS GEOLOCATION DATABASE
Since all TVWS devices have to avoid interference with
primary TV users, it is important that these devices follow the
radioelectric spectrum regulatory policies. According to these
policies, TVWS networks must have a minimum of three
components namely GLDB, MD and Slave Device (SD).
A set of rules for spectrum access are in the GLDB, which
also provides the available list of channels taking into account

the device location, the allocated frequency for TV primary
users and the current coexistence conditions. AnMD requests
the available list of channels to the GLDB and at the same
time, interacts with the GLDB on behalf of the SD.

The calculation model in the GLDB is designed according
to the management of interference with parameters such as
co-channel, adjacent channel, prohibited channels, Height
Above the Average Terrain (HAAT), Effective Isotropic Radi-
ated Power (EIRP), antenna height, transmission power,
unwanted emissions and frequency bands, among others.
Thus, when an available list of channels request arrives at the
GLDB, it calculates the conditions for avoiding interference
with TV primary users for a requested geographic position.
When the GLDB system returns the available list of channels
for SD andMD, if the link between the SD andMD has chan-
nels in common, both devices can establish communication
over TVWS.

The Federal Communications Commission (FCC), in the
FCC 04-113, FCC 08-260, FCC 10-174 and FCC 14-144,
defined unlicensed operation in the TVBroadcast Bands [18].
The TV stations operate on 6 MHz channels designated from
channels 2 to 51 in four bands of frequencies in the Very High
Frequency (VHF) and UHF regions of radioelectric spectrum
(54-72 MHz, 76-88 MHz, 174-216 MHz and 470-698 MHz).
The fixed devices may operate on any available channel
within that range, while personal/portable devices may oper-
ate only on channels 21 to 51, excluding channel 37 in the fol-
lowing frequencies 512-608MHz (TV channels 21 to 36) and
614-698 MHz (TV channels 38 to 51) [18]. The fixed White
Space Device (WSD) can utilize an external antenna up to
30 meters above the ground and it is allowed to transmit with
a higher power up to 4W of EIRP, with a 6 dBi antenna gain.
These devices cannot be located at a site where the ground
HAAT exceeds 250 meters [19]. Personal/Portable Devices
are limited to a maximum EIRP of 100mW or 40mW if the
device is operating on an adjacent channel of an occupied TV
channel [19].

According to [20], Ofcom defined TVWS in bands of
frequencies from 470 to 550 MHz and from 614 to 790 MHz.
Besides, Ofcom verified the commercial implementation
of the WSD by involving the regulatory bodies, industry
stakeholders, and users to verify the process. Ofcom has
the technical objective of the correct functioning of WSD,
the operation of the GLDB, calculations and operation of
the database, the programming of special events in Digital
Terrestrial Television (DTT), interference management, and
coexistence [21].

Regarding the European regulation in [22], the report
number 159 by the Electronic Communications Committee
(ECC), within European Conference of Postal and Telecom-
munications Administrations (CEPT), assumes the GLDB
operation in the 470-790 MHz frequency band. In the report,
three cognitive techniques are proposed: sensing, GLDB and
beacon. In addition, the report number 236 defines the main
functions of the framework for TV WSD into the GLDB and
TVWS applications [23].
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TABLE 2. Comparative analysis with other IoT networks.

In the Colombian case [24], devices can only use the
470-698 MHz frequency band for two types of communi-
cations: point to point and broadcast. Similarly in the com-
munication system, the SD has to use the same transmission
channel of the device associated with MD. Before the devices
have their own available list of channels, the network uses its
own channel (e.g. Industrial, Scientific and Medical (ISM)
bands). The MD cannot start neither continue its operation
when the list of available channels delivered by the GLDB is
empty, thus delivering an error signal to cease the operation.
Moreover, the SD will not be able to start neither continue
its operation when there is no communication with the MD
or when its list of available channels has no common entries
with the MD.

C. PAWS
A secondary device should be able to check if a given
frequency from a primary user can be used. IETF defined
PAWS [17] as a protocol to allow any kind of device to
exchange information with a GLDB in order to accomplish
the spectrum policy. The network entities in this protocol are
master and slave devices where theMD has direct access with
GLDB and it sends a request on behalf of the SD. PAWS
has different functionalities, namely, initialization, device
registration, available spectrum query, device validation and
spectrum use. Figure 1 shows the PAWS sequence. In addi-
tion, there are messages such as INIT, REGISTRATION
and AVAIL SPECTRUM that cannot use TVWS frequen-
cies because the MD and SD do not have an available list
of channels yet. For this reason, the network has to use
another band of frequencies such as ISM bands. Moreover,
the PAWS geolocation information may be a single point
or a region described by a polygon [17]. When the MD or
SD received the available list of channels, the devices can
use the channels taking into account a timestamp defined
by PAWS. For instance, in Request for Comments (RFC)
7545 [17], the timestamp is 24 hours. When the timestamp
is over, the devices have to renew their available list of
channels.

The disadvantages of PAWS for massive IoT services are:
(i) messages can be long, (ii) the devices have to report their
locations and need bands of frequencies as ISM for their first
access toGLDBbefore knowing the available list of channels,
and (iii) there is a scalability issue, because each SD must
request independently its available list of channels.

FIGURE 1. PAWS sequence.

D. IoT DEVICES POSITIONING
In our proposal, we applied Observed Time Difference of
Arrival (OTDOA) for IoT devices positioning. In this method,
the SD (i.e IoT device) measure the Time of Arrival (TOA)
signal received from multiple MDs. OTDOA is based on the
intersection between hyperbolas, considering difference of
time. The intersection between hyperbolas is the desired SD
location [25]. In this process, the TOA is calculated for each
MD as t1 = τ2 − τ1, t2 = τ3 − τ1, and t3 = τ3 − τ2. Let τ1,
τ2, and τ3 be the TOA for each MD, respectively.
Regarding IoT implementations, OTDOA is used by lab-

oratories as Ericson [26]. The authors presented simulation
with OTDOA, and concluded that the technique is suitable
for IoT, due to network scalability. The simulation results in
the outdoor IoT case show that the error in position is less
than 100 meters in the 70 th percentile.

In [27], the authors made a hardware implementation and a
laboratory test-bed for IoT positioning with OTDOA. In the
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FIGURE 2. Radio architecture.

indoor case, the authors obtained an error equal to 65.5 m
with -116 dBm Rx Power.

III. RADIO ACCESS MECHANISM
We propose a radio architecture as depicted in Figure 2. The
architecture considers only GLDB to access TVWS. More-
over, in our network, there are four main components: GLDB,
Central Unit (CU), MD and SD. The GLDB is the spectrum
database and it is compliant with PAWS protocol. The CU is
in charge of removing duplicated packets between the MDs
and GLDB. Besides, the CU can access GLDB on behalf of
each MD. The MD is a tower-mounted transceiver equipped
with a geolocation and synchronization receiver. There are
at least 3 MDs in a geographical area. The SD includes a
simple transceiver that is able to work in the TVWS spectrum
but does not need to manage the ISM bands. Although our
proposal canworkwithmore than 3MDs, we only consider in
the following the 3-MDs case for the sake of simplicity. Note
that the 3-MDs configuration is also the one that minimizes
the deployment cost. We call the triangle formed by the three
MDs the deployment triangle.

A service area is defined as a polygon-based area in which
a SD can transmit data packets with a given maximum packet
loss probability. As shown in Figure 2, the service area is
generally a larger polygon than the deployment area. In our
proposal, an SD is able to check whether it is in the service
area and which frequency can be used. Finally, we propose a
radio access mechanism taking into account the radio archi-
tecture based on macro-diversity gain and consistent with the
PAWS protocol.

The steps for accessing TVWS are shown in Figure 3. The
MDs obtain the list of available channels from the GLDB by
specifying the service area (i.e. the location of all points that
define the polygon). The MDs choose a common channel in
this list. Then, they can start the transmission when they are
sure that the channel is available.

Each MD transmits a beacon message in a synchronized
round robin fashion, as shown in Figure 4. By using OTDOA,
a SD can deduce its position without any dedicated geolo-
cation receiver with a certain precision when it is inside
the so called deployment triangle. OTDOA system degrades
its precision when the SD is located outside, so a different
geolocation system should be used.

The proposed sequence of messages is shown in Figure 3,
which illustrates only one MD out of three. In this new

FIGURE 3. Sequences of the radio access mechanism for one master
device.

sequence, two messages between the SD and MDs are
created, namely BEACON-MSG and INIT-SD-RESP. The
BEACON-MSG includes the available list of channels inside
the service area, the MD locations and timestamp for access-
ing TVWS. The INIT-SD-RESP has the SD location and
available channels that the SD has selected. Figure 5 illus-
trates these steps.When the IoT devices are outside to deploy-
ment and inside the service area, they have to use the Global
Navigation Satellite System. In this case, the SD can receive
the messages for obtaining the available list of channels and
then it sends INIT-SD-RESP.

The proposal has the next features: (i) the network is fixed,
(ii) the three MDs work on the same frequency, and (iii) a
packet transmitted by a SD can be received by any of the three
MDs.

IV. EVALUATION OF THE RADIO ACCESS MECHANISM
Intuitively, deploying the MDs in an equilateral triangle max-
imizes the service area for a given target outage probability.
However, operational constraints can make this operation
difficult. Therefore, first we consider any type of deployment
triangles, compute the outage probability in the general case
and then deduce deployment guidelines. Second, average
packet reception models are explored. Moreover, we define
the reference case considering shadowing and shadowing
with fast fading, and establish a fair comparison with our
deployments and service areas. Third, we define the deploy-
ment rules taking into account triangle inner angles. Next,
we optimize the services areas and obtain the corresponding
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FIGURE 4. Beacon messages.

service areas rules. Then, we evaluate the IoT positioning
inside our deployments. Finally, an analysis of a loaded sys-
tem is presented considering macro-diversity gain.

A. EXPLORING DIFFERENT MASTER DEVICE
DEPLOYMENTS
We consider different deployments for the triangle formed by
the three MDs. Let (O,N ,Q) be the triangle vertices and α,
β and δ be the angles of the triangle. Let D be the distance
between O and Q as shown in Figure 6.
Without loss of generality, we assume that the relation

between each angle is as follows:

0 < δ ≤ β ≤ α. (1)

After a few elementary computation steps, it is easy to
show that:

if α ∈
[π
3
,
π

2

)
β ∈

[
π − α

2
, α

]
δ ∈

[
π − 2α,

π − α

2

]

if α ∈
[π
2
, π
)

β ∈

(
π − α

2
, π − α

]
δ ∈

(
0,
π − α

2

] (2)

There is of course an infinite number of triangles. In order
to have a set of representative cases, we only consider angles
that are multiples of π/12, thus α = π

3 +
kπ
12 with k ∈ [0, 7].

Considering possible values of β and δ given by (2), we iden-
tified eleven different triangles that are listed in table 3.
The size of the deployment triangle is fixed by choosingD.

The area Ad is given by:

Ad =
1
2
D2 sin(δ)

[
cos(δ)+

sin(δ)
tan(β)

]
, (3)

In this section, we propose an approach for determining
the area of the deployments taking into account the distance
D and the triangle angles. Figure 6 shows this approach.

B. PROPAGATION MODEL
The propagation channel follows the Okumara-Hata propa-
gation model. Let Pr and Pt be the received and transmitted
power, respectively.

Pr = Pt

(
d0
d

)γ
10

σξ
10 χ (4)

where d0 is a reference distance related to the environment, γ
is the propagation exponent, ξ is a standard normal random
variable (ξ = N (0, 1)), σ is the shadow standard deviation in
dB, and χ is an exponential random variable. Note that the
shadowing effect is taken into account by ξ and fading by χ .
Fast fading is due to multipath propagation and only

occurs in narrow-band systems. When the signal spectrum
is larger than the coherence bandwidth, the multi-path effect
is addressed by equalization and factor χ can be removed
from (4). We consider both cases (i.e. shadowing with fast
fading, and shadowing only) because our architecture has no
restrictive assumption in the type of transmission technique.

C. PACKET LOSS PROBABILITY ON ONE LINK
The Signal to Interference Plus Noise Ratio (SINR) is given
by:

θ =
Pr

N + I
, (5)

where N is the background noise power and I is the interfer-
ence generated by all users that are simultaneously transmit-
ting. The background noise is N = fNFkTW where fNF is the
noise factor, k the Boltzmann constant, T is the temperature
in Kelvin andW the bandwidth.

For the outage probability computation, we assume low
load conditions. Hence, there is no interference and only
background noise. The SINR is given by:

θ =
Pr
N
, (6)

Since we consider a simple reception model a packet is
correctly decoded if the Signal to Noise Ratio (SNR) is
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FIGURE 5. New steps proposal when the IoT device is inside to the deployment (a) master device (b) slave device.

FIGURE 6. Area of the master device deployments.

above a given threshold θT . In this section, we consider
only one receiver. Therefore, the packet loss probability
pL,i between a slave device and master device i is given
by:

pL,i = P (θi < θT ) . (7)

where θi is the SNR on link i.

TABLE 3. Deployment cases.

Combining (4) and (6), we obtain

θi =
Pt
N

(
d0
ri

)γ
10

σξ
10 χ (8)

where ri is the distance between the slave and master
devices i.
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Rewriting (8) into (7) for a given value of the fading,
we have

P (θi < θT | χ = u)=P
(
ξ ≤

10
σ

log10

[
θtN
Ptu

(
ri
d0

)γ ])
,

(9)

thus,
P (θi < θT | χ = u)

=
1
2

(
1+ erf

(
10
√
2σ

log10

[
θTN
Ptu

(
ri
d0

)γ ]))
(10)

which can be re-written as

P (θi < θT | χ = u)

=
1
2
[1+ erf (a1 (b2 − ln (u))+ γ lnri)] . (11)

with a1 = 10
ln(10)σ

√
2
and b2 = ln θTN

PT d
γ
0
.

The loss probability is the average for all fading values,
then,

pL,i =
∫
+∞

0
P (θi < θT | χ = u) exp(−u)du (12)

When there is no fading, the loss probability is just given
by (10) with u = 1.

D. SERVICE AREA
For each location, the loss probability can be computed either
by (10) or (12). The outage probability po is defined as the
packet loss probability over a given area. The service area
S should fulfill the QoS objective, which is defined as the
largest area for which the outage probability is smaller than a
given threshold PT .
The service area S is such that

po =

∫∫
S pL,i ds

S
≤ PT . (13)

E. REFERENCE SERVICE AREA
The reference case with which we compare our proposal
is composed of one MD covering an area. As we assume
omni-directional antennas, the service area is a disk and R
represents the radius of this disk.

Equation (13) becomes

po =
2
R2

∫ R

0
pL(r)rdr (14)

where pL,i is rewritten as pL(r) to make the dependency with
distance r clear and to avoid unnecessary indices.

By combining (11), (12) and (14), we obtain:

po =
1
R2

∫ R

0

∫
∞

0
[1+ erf (a1 (b2 − ln u)

+γ lnr)] exp (−u)r du dr . (15)

By switching the two integrals and using x = r/R, we have

po =
∫
∞

0
exp (−u)

∫ 1

0
[1+erf (A(u)+Blnx)] x dx du. (16)

with A(u) = a1 (b2 + γ lnR− ln (u)) and B = a1γ .

As shown in [28], the inside integral can be easily com-
puted. We thus have:

po =
1
2

∫
∞

0
exp (−u)

[
1+erf (A(u))−exp

(
1− 2A(u)B

B2

)
×

(
1+erf

(
A(u)−

1
B

))]
du. (17)

The closed formula for (18) is unknown, but the outage
formula can be easily computed by any numerical method.
When there is shadowing, but no fading, the outage probabil-
ity is just given by:

po =
1
2

[
1+ erf (A(1))− exp

(
1− 2A(1)B

B2

)
×

(
1+ erf

(
A(1)−

1
B

))]
. (18)

F. OUTAGE WITH THE PROPOSED ARCHITECTURE
When several MDs are used, the packet is received as soon as
the SNR is above the threshold for at least one MD. Then,

pL = pL,1 pL,2 pL,3 (19)

As a result, the outage probability is given by

po =

∫∫
S pL,1pL,2pL,3 ds

S
. (20)

The outage formula depends on the deployment and on
the considered service area. It is computed by a numerical
method.

G. PERFORMANCE OF A LOADED NETWORK
Themain performance indicator is the packet loss probability.
As in the previous sections, we use a simplemodel to compute
the transmission success probability ps

ps = P
{
SINR =

Pr
I + N

≥ θI

}
(21)

where I and N are the cumulative interference at the master
device during packet transmission and the background noise
power, respectively. The interference is due to all devices
transmitting simultaneously and is computed with the propa-
gation equation (4).

For our proposal with 3 MDs that can receive a packet,
the success probability is given by

ps = 1−
3∏
i=1

(
1− ps,i

)
(22)

where ps,i is computed with (21) by considering the power
and the interference received at MD i.

Terminals are assumed to be located according to a Poisson
Point Process (PPP) with spatial density λm in the service
areas.

The radio interface is slotted and each device achieves
synchronization by listening the beacon information. The slot
duration is denoted by T .
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TABLE 4. Model parameters.

Our study is focused on massive IoT services with peri-
odic reports. Each type of device has its own report period
and, from an application point of view, devices are not syn-
chronised. Thus, the global transmission process created by
all devices can be approximated by a Poisson Process with
parameter λs. Note that λs is the number of packets generated
per second in the service area, which can either be a triangle
as in section V-C or an hexagon as in section V-D.

Let λu be the average number of packets per time sent by
a device, then, we have

λs = λmSλu (23)

where S is the surface of the service area. The average load
is thus

ρ = λsT = λmSλuT . (24)

V. RESULTS AND ANALYSIS
In this section, we determine our reference parameters taking
into account Section IV-E. Then, we analyze the basic con-
figuration in which the service area is equal to the triangle
deployment area, which allows identifying deployment rules.
We then optimize our system by jointly determining the best
deployment and service areas.

The analysis is made for the 500-MHz bandwidth, which is
used for TV transmission. More precisely, the Okumura-Hata
Model [29] is applied for a frequency equal to 584 MHz and
the suburban area case. The transmission power of devices is
100 mW, which is equivalent to 20 dBm. Other parameters
are shown in Table 4.

A. DETERMINATION OF THE REFERENCE CASE
The reference case consists of a single MD and a disk ser-
vice area. By a simple iteration method, we determine the
radius for which (18) gives a 1% outage. For shadowing only,
the obtained values are R = 4.2 km and S = 55.4 km2,
while for shadowing effect with fast fading the values are
R = 1.98 km and S = 12.3 km2. According to Section IV-C,
we show in Figure 7 the heat-maps of packet loss probability
in one link in the reference areas.

B. SERVICE AREA RESTRICTED TO THE DEPLOYMENT
TRIANGLE
We consider hereafter the simplest configuration: the service
area is the triangle defined by the 3 MDs. The objective is

FIGURE 7. Packet loss probability in one link in the reference case with
one MD: (a) shadowing and (b) shadowing with fast fading.

TABLE 5. Outage probability when the service area is restricted to the
deployment triangle.

to characterize the deployment that can provide an accept-
able QoS. In order to make a fair comparison, we consider
triangles that have the same area as our reference case (e.g.
55.4 km2 with shadowing only, and 12.3 km2 with shadowing
with fast fading).We computed the outage probability accord-
ing to (20) for each typical deployment with shadowing
only and shadowing with fast fading. The results are shown
in Table 5.

In the shadowing-only case, the outage with 3 MDs is
larger than 1% in all cases. In the fast fading-case, the outage
is reduced if compared with the reference case (i.e. it is lower
than 1%) for triangle 1 − 4, 6 and 8. By analyzing Table 3,
we deduce that such triangles are characterized by δ ≥ π/6.
These configurations also give the lowest outage probability
in the shadowing-only case. In the following, wewill consider
only deployments for which the smallest angle of the triangle
is larger than π/6. In Figure 8, we show the packet loss
probability in one link in the cases of δ ≥ π/6.

C. OPTIMIZATION OF THE TRIANGLE SERVICE AREA
In this section, our objective is to optimize the system. The
transmission power and the noise level are kept constant.
However, the size of the deployment triangle and of the
service area is maximized while a maximum 1% outage
probability is considered as a constraint.

In this part, the service area is still a triangle but larger than
the deployment triangle. This new triangle can be defined by
three points A, B and C as illustrated in Figure 9. Let RD
and RS be the distances between the center of mass of the
deployment triangle with the deployment top vertex (point
Q) and the service-area top vertex (point C), respectively. DA
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FIGURE 8. Packet loss probability in one link in deployment cases with 3 MDs characterized by δ ≥ π/6 with shadowing:
(a) Deployment 1, (b) Deployment 2, (c) Deployment 3, (d) Deployment 4, (e) Deployment 6 and (f) Deployment 8.

FIGURE 9. Deployment and service areas with RD and RS distance.

and SA represent the deployment area and the triangle service
area, respectively. In addition, we define po as the outage
probability in the service area according to (20). In the case
of the triangle service area S is equal to SA.
The optimization can be written as

max
RS ,RD

SA s.t. po ≤ 10−2 (25)

There are only 2 variables in the optimization process, then,
an exhaustive research of the optimal solution is possible.
Figures 10 and 11 show the variation of p0 for different values
of RS and RD. The red points on Figures 10 and 11 represent
the cases when po is equal to 0.01. The largest area is reached
when RS = 11.22 km and RD = 5.22 km in triangle 1 with
shadowing.

For the sake of brevity, not all the deployments are shown.
We observed that for triangles 1 − 4, 6 and 8, there exist
RD and RS values that reach the maximum outage constraint
in (25).

In the proposed architecture, since there are 3 MDs instead
of one in the reference case, the capital expenditure and
the operational cost is higher. Covering the same area with
a slightly lower outage probability is not enough to justify
the additional investments required by the proposal. Conse-
quently, we studied another shape of service area to improve
the performance of our system.

FIGURE 10. Outage packet loss probability considering shadowing with
different RS and RD distances in examples of Triangle service areas, red
points show 1 % probability: (a) Triangle service Area 1, and (b) Triangle
service Area 2.

FIGURE 11. Outage packet loss probability considering shadowing and
fast fading with different RS and RD distances in examples of triangle
service areas. Red points show 1 % probability: (a) Triangle service
Area 1 and (b) Triangle service Area 2.

FIGURE 12. Outage packet loss probability considering shadowing with
different RH and RD distances in examples of Hexagon service areas. Red
points show 1 % probability: (a) Hexagon service Area 1 and (b) Hexagon
service Area 2.

D. HEXAGON SERVICE AREA
We consider an hexagonal service area defined by points A to
F . According to the deployment vertices (O,N ,Q), we defined
hexagon vertices. First, let L0, L1 and L2 be the lines that
join triangle vertices and RH the distance between the triangle
deployment and the hexagon service area (SAh) in Figure 14.
In the case of the hexagon service area, S is equal to SAh.
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FIGURE 13. Outage packet loss probability considering shadowing with
fast fading with different RH and RD distances in examples of Hexagon
service areas. Red points show 1 % probability: (a) Hexagon service
Area 1 and (b) Hexagon service Area 2.

FIGURE 14. Hexagon service area.

The optimization goal can be written as

max
RH ,RD

SAh s.t. po ≤ 10−2 (26)

By following the same optimization process as in the tri-
angle case, Figure 12 and 13 show the optimization results
for the Hexagon service area considering RH and RD as the
optimization variables. We obtained SAh values that satisfied
the optimization goal described in (26).

E. SERVICE AREA RULES
The rules of the service area are defined considering the gain
in the service area between the largest service area and the
reference area (55.41 km2 or 12.14 km2, as mentioned in
section V-A).

As shown in Figure 15, hexagons 1 − 3 in the shadow-
ing case had a gain of more than 3 times. In the case of
shadowing with fast fading case, the gain was larger than 3
in all hexagons and triangles evidenced in Figure 16. It is
even larger than or equal to 6 for 3 deployment cases when
the service area is an hexagon. Our objective is to provide
the network access with our architecture to at least the same
surface area per MD as an ideal system where each MD
covers a disk area. To reach this objective, we can establish
the following deployment rules. For a wide-band system (i.e.
no fading), the service area should be a hexagon and the
smallest angle of the deployment triangle should be larger
than π/4. For a narrow-band system (i.e. with fast fading),
the service area can be either a hexagon or a triangle and the
smallest angle of the deployment triangle should be larger
than π/6. In the latter case, if the angle is larger than π/4
and the service area is a hexagon, the surface area per MD
can be doubled. In other words, with our proposal the same
service area could be provided but with half of MDs.

FIGURE 15. Gain of service areas considering shadowing.

FIGURE 16. Gain of service areas considering shadowing with fast fading.

FIGURE 17. CDF error in IoT devices positioning.

F. IoT DEVICES POSITIONING
We simulate OTDOA considering the largest deployment and
TOA correlation-based [27] with Zadoff-Chu sequences [30].
The location error was calculated considering the distance
between the IoT location and hyperbolas intersection.

In Figure 17, the Cumulative Distribution Function (CDF)
of location errors inside the deployment is presented. Results
show that in 90% of the cases, the obtained OTDOA error
is less than 200 meters and 70% of the cases reached less
than 100 meters. Since in our access mechanism is particu-
larly important to verify if the IoT end-device is inside the
service area, by simulation results we verified that in 100%
of the cases the end-devices were correctly located inside the
service area.

G. PERFORMANCE ANALYSIS OF A LOADED SYSTEM
We analyzed the performance of the system for moder-
ate to high load for the maximum hexagon service areas
(Section V-E) and services with periodic reports [31]. The
average packet loss probability is shown in Figure 18 con-
sidering our reference case with one MD and our proposal
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FIGURE 18. Average packet loss probability (for the whole service area).

FIGURE 19. CDF ps with load ρ = 0.8.

with three MDs. The load in this process is from 0.2 to 0.8.
On the one hand, in the reference case the average packet
loss probability is more than 10% in all load cases. In our
proposal, with three MDs, average packet loss probability
is equal to 10% when ρ = 0.6. On the other hand, when
ρ = 0.8, in our reference case (i.e. one MD) the average
packet loss is equal to 39.16% and in our proposal the average
packet loss is equal to 13.57%.

TheCDF of the packet loss probability is given in Figure 19
for our reference case (one MD) and our proposal (3 MDs)
with the same load ρ = 0.8 in both cases. In the reference sys-
tem, only 6% of the devices have a loss probability lower than
or equal to 10%. In our system, this proportion is increased
up to 65% and almost all devices have a loss probability
of less than 10%. We evidenced that in our proposal we
can guarantee some level of QoS considering packet loss
probability for massive IoT services.

VI. CONCLUSION
We proposed a novel radio access mechanism that has the
main features considering coexistence with TV primary user
through GLDB and QoS constraints for defining deploy-
ments and service areas. Regarding deployments and service
areas, first, we defined the reference case with respect to one
MD topology. Then, we proposed service areas rules and a
macro-diversity gain model.

The results were divided into four processes according
to the outage probability of the following areas: triangle
deployments, triangle service areas, triangle service areas
improvement, and hexagon service areas. With respect to the
triangle deployments and triangle service areas, we evidenced
that in these processes the outage probability was not equal to
0.01 in their areas. However, we evidenced that after carrying
out the optimization process of triangle service areas, it was

possible to find service areas with appropriate levels of outage
probability in deployments with δ ≥ π

6 . In terms of the
hexagon service area, we implemented another optimization,
it had optimal hexagons and improved the triangle service
areas. Finally, we defined hexagon service area rules accord-
ing to the deployment triangle angles.We concluded that with
our proposal we could provide the same service area but with
half of MDs, taking into account shadowing effect with fast
fading and the reference case.

The performance of a loaded network in our proposal
has the best values considering the average of packet loss
probability and packet loss CDF with respect to the reference
case with one MD. We can evidence that the average packet
loss probability is reduced by 26% when the load is equal to
80% in our proposal. Therefore, we can guarantee some level
of QoS for massive IoT services over TVWS.

About the future perspectives, there is a work in progress
to develop a cognitive radio architecture based on this radio
access mechanism for massive IoT over TVWS, which allows
QoS constraints.
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