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Abstract. Autonomous intelligent cyber-defense agents will need to interact 

with operators during training or reporting phases. In this paper, we investigate 

how individual characteristics of the operator may shape the trust they have in 

the protection strategy deployed by autonomous agents. Through a micro-world 

experimental study, we simulate an operator-agent cooperative decision-making 

task. We found a link between the participants’ extraversion and their sense of 

responsibility towards the agent. 
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1 Introduction 

1.1 Autonomous intelligent agents 

With the increase of cyber threats during defense operations, the deployment of Au-

tonomous Intelligent Cyber-defense Agents (AICA) is one response being considered 

(Kott et al., 2019). Intelligent agents are defined as digital systems capable of perceiv-

ing their environment through sensors, acting on it to achieve goals, and communi-

cating with other agents (Russell and Norvig, 2002). The stealth and responsiveness 

required to react to cyber threats in cyberspace implies a high level of automatism for 

many responses, and thus autonomy and intelligence of defense agents.  

1.2 Human-in-the-loop imperative 

Despite these automatisms, AICA will need to interact with external human operators 

outside of these active protection phases. AICA would be deployed over a long period 

of time within which most of the time nothing should happen. Nevertheless, if a real 

cyber-attack occurs it will often be a complex and coordinated combination of events 

that require a quick and coherent combination of reactions and dedicated monitoring 
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over time. Banking institutions, for example, have in recent years suffered distributed 

denial of service attacks followed by waves of phishing messages sent to account 

holders. During the service restoration phase, users' vigilance may be diminished, 

which can be used to extract personal data or demand ransoms (De Nederlandsche 

Bank, 2018). During defense operations, the agitation following a saturation attack 

could be used in a similar way to introduce backdoors into the system to leak sensitive 

data from the network later. The final responsibility of the overall system security has 

to be dedicated to an operator who is in charge to monitor and ensuring its integrity. 

Thanks to its robust adaptation factor, the operator can act as a safeguard for the ma-

chine, when arise extreme or unexpected situations that the AICA model is not able to 

tackle. Moreover, the maintenance of humans in the overall decision-making process 

is desired for ethical reasons (Task Force IA, 2019).  Agents’ cooperation with exter-

nal entities, and in particular human operators, is considered as one of the thirteen 

major research challenges for autonomous cyber-defense (Theron and Kott, 2019). 

Three cases can be identified where such collaboration could occur: 

• in a phase of preparation for deployment or updating, to teach the agent what he 

must do if its intelligence is based on a learning process. Upstream of protection, 

the operator could also communicate to the system rules of engagement in cyber-

space, such as all the countermeasures that it can deploy to react to the various pos-

sible threats. Then, training or test phases enable the operator to ensure that the 

agent reacts as planned. The proper functioning of the agent depends on the cali-

bration carried out by the operator a priori, and therefore engages his responsibil-

ity. More the embedded intelligence will be sophisticated, more this step will be 

significant and we can assume that it should be a crucial point for future AICA.  

• in a monitoring phase without major events, which is the normal case of operation. 

The agent must still make regular reports to the chain of command on the state of 

the system, what he has detected, blocked, and done. 

• in a crisis or when an attack is detected. Even if first answer has to be done without 

human interactions, Human point of view can help the system to put into perspec-

tive the malicious actions detected, actions carried out, the remaining risks, the 

supposed intentions of the attacker or the additional surveillance actions decided 

upon (redeployment of AICA, dedicated verification actions, etc.). This is where 

human intelligence must have its place to give meaning to what is happening and 

influence the medium-term defense and verification strategy. 

1.3 Mental representation challenges 

To communicate with the system, operators will establish a mental representation of 

the agent, which may be different according to the individual. Mental models are 

known to be influenced by the cultural background of individuals, who tend to project 

their beliefs, desires and intentions onto others (Malle, 2006). But even for a homoge-

neous population that has undergone common training, significant variability between 

individuals can occur. Interpersonal trust dynamics like those found in human-human 

teams will be established in the face of an intelligent system (Bollon et al., 2019). The 
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psychological type personality traits of the operator may in this context have an im-

pact on the relationship he/she will have with AICA.  

The processes involved in building AICA strategy before its deployment, in col-

laboration with the operator, is similar to what happens when an operator prepares the 

mission of an intelligent UAV that will then carry out the mission autonomously. This 

is an issue that is currently being studied (Metge and Maille, 2020) and has been the 

subject of the development of an experimental micro-world. We are reusing this mi-

cro-world to investigate how the process of interaction between an operator and an 

intelligent agent (what tools, what explanations, what dynamics) modifies both the 

choices made (the chosen plan, based on what compromises) and the operator's confi-

dence in the chosen plan. We focus on the interaction phase preceding the deployment 

of an autonomous intelligent agent. This phase is dedicated to defining both an initial 

strategy to supervise the integrity of the system, and how the intelligent agent is sup-

posed to manage new threats. We formulate the hypothesis that individual characteris-

tics of the operator will influence the acceptability and the confidence he/she has in 

the system. The article studies the latter hypothesis and shows the importance of 

adapting to certain characteristics of the operator to optimize this operator-intelligent 

agent cooperation.   

2 Experimental study 

2.1 Task description 

A group of 20 healthy people, PhD students and young engineers (40% women), with 

an average age of 26.1 years (standard deviation = 2.7 years), participated in this 

study. All subjects volunteered to take part in the study and gave their full informed 

consent before taking part in the experiment. They embody a military air operator in 

charge of supervising a UAV to carry out missions in enemy territory (Figure 1). The 

aim of the missions is to fly over several targets to photograph them, then to leave the 

enemy zone, while minimizing the risks taken and the fuel consumed. The missions 

take place on various territories but with a similar scenario: 1) the UAV heads to-

wards the enemy zone with an initial flight plan, 2) suddenly enemy entities are de-

tected, so the flight plan is no longer satisfactory, 3) the operator interacts with the 

system to define a new flight plan, 4) the operator validates a new flight plan, which 

completes the supervision task. During the interaction phase, the operator can ask the 

AI intelligent agent to suggest new plans directly or use plan modification tools to 

explore alternatives. 
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Fig. 1. HMI for preparing the mission of the intelligent agent. 

2.2 Metrics 

To study how the individual characteristics of the operator influence the cooperation 

with the intelligent agent, we define two categories of metrics: metrics of the opera-

tor's feelings about the chosen solution, and metrics of individual characterization of 

operators. All were evaluated in the participants' common language of expression, 

French.  

 

Metrics of the operator's feelings about the chosen solution. We use four met-

rics to evaluate the quality of cooperation between the operator and the intelligent 

agent. After each completed mission, the participants answered three questions in the 

interface on 7-item Likert scales about their:  

• Confidence in the validated solution 

• Feeling of responsibility in the validated solution. 

• Feeling of authorship of the validated solution, i.e. according to the operator who 

of him or of the system took the most part in its design.  

Then, once all the missions were finished, participants completed a NASA Task 

Load Index (NASA TLX) questionnaire to measure their perceived workload for the 

task (Cegarra and Morgado, 2009).  

 

Metrics for individual characterization of operators. We use seven metrics to 

describe the personality of the operators according to different traits. Several weeks 

after the experiment, participants completed a questionnaire to quantify them, consist-

ing of three juxtaposed psychometric questionnaires with a total of 58 questions: 
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• The Big-Five Inventory (BFI-Fr), composed of 45 questions which describe the 

personality in five central traits: openness, conscientiousness, extraversion, agreea-

bleness, neuroticism (Plaisant et al., 2010).  

• The Rosenberg's Self-Esteem Scale (RSES), composed of 10 questions that meas-

ure individuals' self-esteem (Vallières and Vallerand, 1990). 

• The Self-confidence Stability Scale (SESS), composed of 3 questions that measure 

the variability of individuals' self-esteem over time (Altmann and Roth, 2018). We 

translated these questions into French using the methodology developed by Lalle-

mand et al (2015).  

2.3 Results 

Data from all 20 participants were included in the analysis. They performed 3 training 

missions and then 10 recorded missions. To compare their profile, the metrics from 

the 10 completed missions were averaged for everyone. We set a threshold of 5% for 

the significance of p-values. 

 

Variation in operator's feelings about the chosen solution. To evaluate the ex-

tent to which cooperation with the intelligent agent will depend on individuals, a hier-

archical ascending classification was performed on participants according to the met-

rics of cooperation (Figure 2. a). The optimal partition consists in separating the par-

ticipants into two equal groups of ten individuals. We then performed a principal 

component analysis to determine which variables discriminate these two clusters 

(Figure 2. b). We can observe that the groups separate on axis 1 of the PCA, which is 

mainly composed of the variables of sense of responsibility and sense of authorship of 

the solution. Moreover, these two variables are found to be highly correlated (r(18) = 

.75, p < .001). Thus, a contrast is observed between some participants with a high 

sense of responsibility and authorship of the decisions made with the intelligent agent, 

and some others for whom these indicators of cooperation are low. 
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Fig. 2. Clustering of participants by metrics of operator's feelings about the chosen solution. (a) 

Hierarchical upward classification with k=2 groups. (b) Principal component analysis (axes 1 

and 2). 

Link with the individual characteristics of the operator. To deepen this inter-

individual difference in cooperation, we studied whether it would be related to ele-

ments of the personality of the participants. To do so, we focused on the two metrics 

operator's feelings about the chosen solution that turn out to be discriminatory: the 

feeling of responsibility, and the feeling of authorship of the decision. We constructed 

a correlation table between these two metrics and the metrics for individual character-

ization of operators (Figure 3). These linear correlations are significant between the 

feeling of responsibility and extraversion (r(18) = .48, p = 0.03), and between the 

feeling of authorship and the stability of self-confidence (r(18) = .44, p = .04). Thus, 

the differences in cooperation with the intelligent agent are linked to extraversion and 

stability of the operators' self-esteem. 

 

Fig. 3. Linear correlation table between the two-discriminant metrics of operator's feelings 

about the chosen solution, and the seven metrics for individual characterization. 

3 Discussion 

The implementation of AICA that will be autonomous during the action will neces-

sarily involve interactions with human operators for defense preparation or reporting. 

In this paper, we investigate the cooperation between AICA and human to set up the 

deployment phase. The experimental study is based on an existing micro-world dedi-

cated to build the mission of a UAV that will be fully autonomous during its 

achievement, but nevertheless supervised by an operator. Even if such a UAV is a 



7 

much more sophisticated autonomous agent than AICA, the interaction with operators 

should be similar in nature, and have an impact on how they are confident in the pro-

tection given by AICA and understand what is going on if a cyber-crisis appears. We 

focused on relationship between individual characteristics and feelings of the opera-

tors. Despite the consistence of our pool of participants in terms of age and familiarity 

with aeronautical issues, we observe significant inter-individual variability. Partici-

pants can be divided into two categories: those with a high feeling of responsibility, 

who also feel that they are at the origin of the decision taken with the system, and in 

opposition those who feel little responsibility for the decisions and who have the im-

pression that it is more the intelligent system that is at the origin of the chosen strate-

gy of action. The analysis of their personality traits shows a significant link between 

their extraverted character and their feeling of responsibility for the decisions made 

with the system. This result pinpoints that it is relevant to better understand and take 

into consideration how operators’ characteristics may shape the human-intelligent 

agent cooperation in order to optimize the reliability and the efficiency of global sys-

tem. With the development of agents with more sophisticated capabilities the operator 

trust in these agent’s behavior should have a major impact on his/her ability to effi-

ciently monitor the security of the systems and guaranty the compliance with ethical 

rules.  

This study is a first step to better understand how the operator characteristics could 

affect the cooperation process with an intelligent agent. A complementary experi-

ment, currently underway, will study how the individual characteristics of the opera-

tors could be related not only to the behavior of the operator (which type of interac-

tion with the agent they would like to have), but also to the action strategy collabora-

tively selected by the human-intelligent agent team (which type of deployment). 

Moreover, the individual characteristics that affect a priori confidence in the system 

may be very dependent on the type of agent the operator work with. In 2018, the 

French government chose to partition the subject of cyber defense into four distinct 

chains: protection, defense operations, intelligence, and forensic investigation 

(SGDSN, 2018). To ensure the implementation of reliable AICA, the operator’s fea-

tures that affect the human-agent teaming should be considered during the design 

process for each of these particular use cases.  
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