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#### Abstract

The first measurement of lepton-jet momentum imbalance and azimuthal correlation in leptonproton scattering at high momentum transfer is presented. These data, taken with the H1 detector at HERA, are corrected for detector effects using an unbinned machine learning algorithm (MultiFold), which considers eight observables simultaneously in this first application. The unfolded cross sections are compared to calculations performed within the context of collinear or transverse-momentum-dependent (TMD) factorization in Quantum Chromodynamics (QCD) as well as Monte Carlo event generators. Accepted by PRL (Feb 25, 2022).


Introduction. Studies of jets produced in high energy scattering experiments have played a crucial role in establishing Quantum Chromodynamics (QCD) as the fundamental theory underlying the strong nuclear force [1]. During the current era of the Large Hadron Collider (LHC), experimental, theoretical, and statistical advances have ushered in a new era of precision QCD studies with jets $[2,3]$ and their substructure $[4,5]$.

These innovations motivate new measurements of hadronic final states in the deep inelastic scattering (DIS), $e+p \rightarrow$ $e+X$, at the HERA collider. DIS measurements provide high precision to study jets, because of the minimal backgrounds from the ep initial state and the excellent segmentation, energy resolution, and calibration of the HERA experiments.

In the DIS Born level limit, a virtual photon is exchanged with a quark inside the proton to create a back-toback topology between the lepton and the resulting jet(s) as shown in Fig. 1. The Born level limit represented a background for most jet measurements by H1 [6-16] and ZEUS [17-24], which targeted higher-order QCD processes and were carried out in the Breit frame [25]. While the one jet final state has been studied inclusively in terms of the scattered lepton kinematics to determine proton structure functions [26-30], the immense potential of the jet kinematics in this channel is only now being realized.

For example, single jet production has been proposed as a key channel for extracting quark transverse-momentumdependent (TMD) parton distribution functions (PDFs) [31-36]. In particular, measurements of back-to-back leptonjet production $e+p \rightarrow e+$ jet $+X$ measured in the laboratory frame provide sensitivity to TMD PDFs in the limit when the imbalance $q_{\mathrm{T}}^{\text {jet }}=\left|\vec{p}_{\mathrm{T}}^{e}+\vec{p}_{\mathrm{T}}^{\text {jet }}\right|$ of the transverse momentum of the scattered lepton $\left(p_{\mathrm{T}}^{e}\right)$ and the jet $\left(p_{\mathrm{T}}^{\text {jet }}\right)$ is

[^0]relatively small $\left(q_{\mathrm{T}}^{\text {jet }} \ll p_{\mathrm{T}}^{e} \sim p_{\mathrm{T}}^{\text {jet }}\right)$ [33]. This corresponds to a small deviation from $\pi$ in azimuthal angle between the lepton and jet axes $\left(\Delta \phi^{\text {jet }} \equiv\left|\pi-\left(\phi^{e}-\phi^{\text {jet }}\right)\right|\right)$ in the transverse plane. TMD PDFs are an essential ingredient for the quantum tomography of the proton that probes the origin of its spin, mass, size, and other properties.


Figure 1. A display of the H1 tracker and calorimeter detectors, showing a DIS event with approximate Born kinematics, $e q \rightarrow e q$, which yields a lepton and a jet in a back-to-back topology perpendicular to the beam axis.

The energy dependence of TMD PDFs can also probe unexplored aspects of QCD as they follow a more complex set of evolution equations than collinear PDFs [37-39], involving components that cannot be calculated using perturbation theory. A complete description remains open in part because of a lack of precise measurements over a wide kinematic range. Existing constraints from DIS data are at very low momentum transfer ( $Q^{2} \approx 1 \mathrm{GeV}^{2}$ ) from fixed-target experiments [40-44]. Drell-Yan production in fixed target [45-49] and collider experiments [50-62] can provide TMDsensitive measurements up to high scales $\left(Q^{2} \approx 10000 \mathrm{GeV}^{2}\right)$. The HERA experiments can cover the entire kinematic region $Q^{2} \approx 1-10000 \mathrm{GeV}^{2}$ so they can yield a key ingredient to connecting the existing experimental and theoretical information, including with lattice QCD calculations, which have made significant advances in describing aspects of TMD evolution [63, 64].

This Letter presents a measurement of jet production in neutral current (NC) DIS events close to the Born level configuration, $e q \rightarrow e q$. The cross section of this process is measured differentially as a function of the jet transverse momentum and pseudorapidity, as well as lepton-jet momentum imbalance and azimuthal angle correlation. This measurement probes a range of QCD phenomena, including TMD PDFs and their evolution with energy. A novel machine learning (ML) technique called MultiFold [65, 66] is used to correct for detector effects for the first time in any experiment, enabling the simultaneous and unbinned unfolding of the target observables.

Experimental method. The H 1 detector ${ }^{1}[67-71]$ is a general purpose particle detector with cylindrical geometry. The main sub-detectors used in this analysis are the inner tracking detectors and the Liquid Argon (LAr) calorimeter, which are both immersed in a magnetic field of 1.16 T provided by a superconducting solenoid. The central tracking system, which covers $15^{\circ}<\theta<165^{\circ}$ and the full azimuthal angle, consists of drift and proportional chambers that are complemented with a silicon vertex detector in the range $30^{\circ}<\theta<150^{\circ}$ [72]. It yields a transverse momentum resolution for charged particles of $\sigma_{p_{\mathrm{T}}} / p_{\mathrm{T}}=0.2 \% p_{\mathrm{T}} / \mathrm{GeV} \oplus 1.5 \%$. The LAr calorimeter, which covers $4^{\circ}<\theta<154^{\circ}$ and full azimuthal angle, consists of an electromagnetic section made of lead absorbers and a hadronic section with

[^1]steel absorbers; both are highly segmented in the transverse and longitudinal directions. Its energy resolution is $\sigma_{E} / E=11 \% / \sqrt{E / \mathrm{GeV}} \oplus 1 \%$ for leptons [73] and $\sigma_{E} / E \approx 50 \% / \sqrt{E / \mathrm{GeV}} \oplus 3 \%$ for charged pions [74]. In the backward region ( $153^{\circ}<\theta<177.5^{\circ}$ ), energies are measured with a lead-scintillating fiber calorimeter [75].

This offline analysis uses data collected with the H1 detector in the years 2006 and 2007 when positrons and protons were collided at energies of 27.6 GeV and 920 GeV , respectively. The total integrated luminosity of this data sample corresponds to $136 \mathrm{pb}^{-1}$ [76].

This analysis follows an event selection used previously [16]. The trigger used to select events requires a high energy cluster in the electromagnetic part of the LAr calorimeter. The scattered lepton is identified with the highest transverse momentum LAr cluster matched to a track, and is required to pass certain isolation criteria [77]. After fiducial cuts, the trigger efficiency is higher than $99.5 \%[16,28]$ for scattered lepton candidates with energy $E_{e^{\prime}}>11$ GeV . A series of fiducial and quality cuts based on simulations $[6,16]$ suppress backgrounds to a negligible level.

The kinematics of the DIS reaction can be described by the following variables: the square of the four-momentum transfer, $Q^{2}$, which sets the scale at which the proton is probed, and the inelasticity of the reaction, $y$, which is related to the scattering angle in the lepton-quark center-of-mass frame. The $\Sigma$ method [78] is used to reconstruct $y$ and $Q^{2}$ as:

$$
\begin{aligned}
y & =\frac{\sum_{i \in \mathrm{had}}\left(E_{i}-p_{i, z}\right)}{\sum_{i \in \mathrm{had}}\left(E_{i}-p_{i, z}\right)+E_{e^{\prime}}\left(1-\cos \theta_{e^{\prime}}\right)} \\
Q^{2} & =\frac{E_{e^{\prime} \sin ^{2} \theta_{e^{\prime}}}^{1-y}}{1-y}
\end{aligned}
$$

where $\theta_{e^{\prime}}$ is the polar angle of the scattered lepton and $\sum\left(E_{i}-p_{i, z}\right)$ is the total difference between the energy and longitudinal momentum of the entire hadronic final state (HFS). After removing tracks and clusters associated to the scattered lepton, an energy flow algorithm [79-81] is used to define the HFS objects that enter the sum $\sum_{i \in h a d}$. Compared to other methods, the $\Sigma$ reconstruction reduces sensitivity to collinear initial state Quantum Electrodynamic (QED) radiation, $e \rightarrow e \gamma$, since the beam energies are not included in the calculation. Events are required to have $45<\sum\left(E_{i}-p_{i, z}\right)<65 \mathrm{GeV}$ to suppress initial-state QED radiation. Final state QED radiation is corrected for in the unfolding procedure. Correction factors to account for virtual and real higher-order QED effects are estimated using the simulations described below. Electroweak effects cancel in the normalized cross-sections to below the percent level and are neglected. Events with $Q^{2}>150 \mathrm{GeV}^{2}$ and $0.08<y<0.7$ are selected for further analysis.

Monte Carlo (MC) simulations are used to correct the data for detector acceptance and resolution effects. Two generators are used for this purpose: DJangoh [82] 1.4 and Rapgap [83] 3.1. Both generators implement Born level matrix elements for the NC DIS, boson-gluon fusion, and QCD Compton processes and are interfaced with Heracles [84-86] for QED radiation. The CTEQ6L PDF set [87] and the Lund hadronization model [88] with parameters fitted by the ALEPH Collaboration [89] are used for the non-perturbative components. DJANGOH uses the Colour Dipole Model as implemented in Ariadne [90] for higher order emissions, and Rapgap uses parton showers in the leading logarithmic approximation. Each of these generators is combined with a detailed simulation of the H1 detector response based on the GEANT3 simulation program [91] and reconstructed in the same way as data.

The FastJet 3.3.2 package [92, 93] is used to cluster jets in the laboratory frame with the longitudinally-invariant, inclusive $k_{\mathrm{T}}$ algorithm $[94,95]$ and distance parameter $R=1$. The inputs for the jet clustering are HFS objects with $-1.5<\eta_{\text {lab }}<2.75$. Jets with transverse momentum $p_{\mathrm{T}}^{\text {jet }}>5 \mathrm{GeV}$ are selected for further analysis.

The input for the jet clustering at the generator level ("particle level") are final-state particles with proper lifetime $c \tau>10 \mathrm{~mm}$ generated with RAPGAP or DJANGOH, excluding the scattered lepton. Reconstructed jets are matched to the generated jets with an angular distance selection of $\Delta R=\sqrt{\left(\phi_{\text {gen }}^{\text {jet }}-\phi_{\text {reco }}^{\text {jet }}\right)^{2}+\left(\eta_{\text {gen }}^{\text {jet }}-\eta_{\text {reco }}^{\text {jet }}\right)^{2}}<0.9$.

The final measurement is presented in a fiducial volume defined by $Q^{2}>150 \mathrm{GeV}^{2}, 0.2<y<0.7, p_{\mathrm{T}}^{\text {jet }}>10 \mathrm{GeV}$, and $-1.0<\eta_{\text {lab }}^{\text {jet }}<2.5$; the total inclusive jet cross section in this region is denoted $\sigma_{\text {jet }}$.

Unfolding method. Following successful applications of artificial neural networks (NNs) to H1 event reconstruction $[16,96,97]$ the ML-based MultiFold technique $[65,66]$ is used to correct for detector effects. Unlike other widely used forms of unfolding based on regularized matrix inversion [98-100], MultiFold allows the data to be unfolded unbinned and simultaneously in many dimensions, due to the structure and flexibility of NNs. Furthermore, unlike
other approaches to unbinned [101-106] or ML-based [103-108] unfolding, MultiFold reduces to the widely studied iterative unfolding approach [98, 109, 110] when the inputs are binned. At each iteration, MultiFold employs NN classifiers to estimate likelihood ratios that are used as event weights. At each iteration, a classifier is trained to distinguish data from simulation and then the corresponding weights at detector-level are inherited by the corresponding particle-level events in simulation. To accommodate the stochastic nature of the detector response, a second classifier is used to distinguish the original simulation from the one with detector-level weights. This produces a weighting map that is a proper function of the particle-level phase space. The weights can then be applied to detector-level. This process is repeated a total of five times. The number of iterations is chosen such that the closure tests described below do not dominate the total uncertainty. A brief technical review of the MultiFold method can be found in the Supplement, including the statistical origin of the reweighting [111, 112] and properties of the neural networks [113].

The unfolding is performed simultaneously for eight observables $\left(\vec{p}_{\mathrm{T}}^{e}, p_{z}^{e}, p_{\mathrm{T}}^{\mathrm{jet}}, \eta^{\mathrm{jet}}, \phi^{\mathrm{jet}}, q_{\mathrm{T}}^{\text {jet }} / Q\right.$, and $\left.\Delta \phi^{\text {jet }}\right)$ and is unbinned. The distributions of the four target observables $\left(p_{\mathrm{T}}^{\mathrm{jet}}, \eta^{\text {jet }}, q_{\mathrm{T}}^{\text {jet }} / Q\right.$, and $\left.\Delta \phi^{\text {jet }}\right)$ are presented as separate histograms for the quantitative comparison of predictions to data; the other observables provide a comprehensive set of possible migrations and detector effects of the target observables. All NNs are implemented in KERAS [114] and TENSORFLOW [115] using the ADAM [116] optimization algorithm. The networks have three hidden layers with 50, 100 , and 50 nodes per layer, respectively, using rectified linear unit activation functions for intermediate layers and a sigmoid function for the final layer. At each iteration/step, the data and simulations are split into $50 \%$ for training, $50 \%$ for validation, and all simulated events are used for the final results. Binary cross-entropy is used as the loss function and training proceeds until the validation loss does not improve for 10 epochs in a row. All of the algorithm hyperparameters are near their default values, with small changes made to qualitatively improve the precision across observables.

The statistical uncertainty of the measurement is determined using the bootstrap technique ${ }^{2}$ [119]. In particular, the unfolding procedure is repeated on 100 pseudo datasets, each constructed by resampling the data with replacement. As the number of MC events significantly exceeds the number of data events, the MC dataset is kept fixed. The resulting statistical uncertainty ranges from about 0.5 to $10 \%$ for the jet transverse momentum measurement, and it ranges from 0.5 to $3.5 \%$ for the other measurements. Variations from the random nature of the network initialization and training are found to be negligible compared to the data statistical uncertainty.

Uncertainties. Systematic uncertainties are evaluated by varying an aspect of the simulation and repeating the unfolding. The procedures used here closely follow other recent H1 analyses [6, 16]. The HFS-object energy scale uncertainty originates from two contributions: HFS objects contained in high $p_{\mathrm{T}}$ jets and other HFS objects. In both cases, the energy-scale uncertainty is $\pm 1 \%[16,96]$. Both uncertainties are estimated separately by varying the corresponding HFS energy by $\pm 1 \%$. The uncertainty of the measurement of the azimuthal angle of the HFS objects is $\pm 20 \mathrm{mrad}$. The uncertainty of the measurement of the energy of the scattered lepton ranges from $\pm 0.5 \%$ at backward and central regions [120] to $\pm 1 \%$ at forward regions [16]. The uncertainty of the measurement of the azimuthal angle of the scattered lepton is $\pm 1 \mathrm{mrad}$ [28]. The uncertainty associated with the modeling of the hadronic final state in the event generator used for unfolding and acceptance corrections is estimated by the difference between the results obtained using DJangoh and Rapgap. Given that the differential cross sections are reported normalized to the inclusive jet cross section, normalization uncertainties such as luminosity scale or trigger efficiency cancel in the ratio.

The bias of the unfolding procedure is determined by taking the difference in the result when unfolding with RAPGAP and with DJangoh. This procedure gives a consistent result to unfolding detector-level Rapgap with Djangoh (and vice versa). It was also verified that unfolding RAPGAP with itself using statistically independent samples gives unbiased results within MC statistical uncertainties. The RAPGAP and DJANGOH distributions bracket the data and have rather different underlying models. Therefore, comparing the results with both generators provides a realistic evaluation of the procedure bias. This uncertainty is typically below a few percent, but reaches $10 \%$ at low $q_{\mathrm{T}}^{\text {jet }} / Q$.

The total systematic uncertainty ranges from 2 to $25 \%$ for $p_{\mathrm{T}}^{\text {jet }}$; from 3 to $7 \%$ for $\eta_{\text {lab }}^{\text {jet }}$; from 4 to $15 \%$ in $q_{\mathrm{T}}^{\text {jet }} / Q$; and from 4 to $6 \%$ for $\Delta \phi^{\text {jet }}$.

Theory predictions. The unfolded data are compared to fixed order calculations within perturbative QCD ( pQCD ) and calculations within the TMD factorization framework. The pQCD calculation at next-to-next-to-leading
${ }^{2}$ For a discussion of the interplay between deep learning and the bootstrap, see e.g. [117, 118].
order (NNLO) accuracy in QCD (up to $\mathcal{O}\left(\alpha_{s}^{2}\right)$ ) was obtained with the Poldis code [121, 122], which is based on the Projection to Born Method [123]. These calculations are multiplied by hadronization corrections that are obtained with Pythia 8.3 [124, 125] using its default set of parameters. These corrections are smaller than $10 \%$ for most kinematic intervals and are consistent with corrections derived by an alternative generator, HERWIG 7.2 [126, 127], using its default parameters. The uncertainty of the calculations is given by the variation the factorization and renormalization scale $Q^{2}$ by a factor of two [121, 122] as well as NLOPDF4LHC15 variations [128].

The TMD calculation uses the framework developed in Refs. [33, 34] using the same jet radius and algorithm used in this work ${ }^{3}$. The inputs are TMD PDFs and soft functions derived in Ref. [129], which were extracted from an analysis of semi-inclusive DIS and Drell-Yan data. The calculation is performed at the next-to-leading logarithmic accuracy. This calculation is performed within TMD factorization and no matching to the high $q_{\mathrm{T}}$ region is included, where the TMD approach is expected to be inaccurate. In contrast to pQCD calculations, the TMD calculations do not require non-perturbative corrections, because such effects are already included. Calculations with the TMD framework are available for the TMD sensitive cross sections, which are $q_{\mathrm{T}}^{\mathrm{jet}} / Q$ and $\Delta \phi^{\mathrm{jet}}$. Uncertainties are not yet available for the TMD predictions ${ }^{4}$. Additional TMD-based calculations are provided by the MC generator Cascade [131], using matrix elements from KATie [132] and parton branching TMD PDFs [133-135]. A first setup integrates to HERAPDF2.0 [136] and a second setup uses angular ordering and $p_{\mathrm{T}}$ as the renormalization scale [137, 138].


Figure 2. Measured cross sections, normalized to the inclusive jet production cross section, as a function of the jet transverse momentum (top left) and jet pseudorapidity (top right), lepton-jet momentum balance ( $q_{\mathrm{T}}^{\text {jet }} / Q$ ) (lower left), and lepton-jet azimuthal angle correlation ( $\Delta \phi^{\text {jet }}$ ) (lower right). Predictions obtained with the pQCD (corrected by hadronization effects, "NP") are shown as well. Predictions obtained with the TMD framework are shown for the $q_{\mathrm{T}}^{\text {jet }} / Q$ and $\Delta \phi^{\text {jet }}$ cross sections. At the bottom, the ratio between predictions and the data are shown. The gray bands represent the total systematic uncertainty of the measurement; the bars represent the statistical uncertainty of the measurement, which is typically smaller than the marker size. The error bar on the NNLO calculation represents scale, PDF, and hadronization uncertainties. The statistical uncertainties on the MC predictions are smaller than the markers.

Results. The unfolded data and comparisons to predictions are presented in Fig. 2. The $p_{\mathrm{T}}^{\text {jet }}$ and $\eta_{\text {lab }}^{\text {jet }}$ cross sections are described within uncertainties by the NNLO calculation. Note that while the QED corrections are mostly small,

[^2]they are up to $25 \%$ at high $\eta_{\text {lab }}^{\text {jet }}$ and are essential for the observed accuracy. This result complements measurements [139] at lower $Q^{2}$ which were found to be in good agreement with pQCD calculations [140]. The $q_{\mathrm{T}}^{\text {jet }} / Q$ spectrum, measured here for the first time, is described by the NNLO calculation within uncertainties in the region $q_{\mathrm{T}}^{\text {jet }} / Q>0.2$. At lower values, the predictions deviate by up to a factor of 2.5 . The TMD calculation, which includes resummation, describes the data from the low $q_{\mathrm{T}}^{\text {jet }}$ to up to $q_{\mathrm{T}}^{\text {jet }} / Q \approx 0.6$, which is well beyond the typically assumed validity region of the TMD framework ( $q_{\mathrm{T}}^{\mathrm{jet}} / Q \lesssim 0.25$ ). The agreement between the TMD calculation and data supports the underlying TMD PDFs, soft functions, and their TMD evolution, although lack of robust theory uncertainties prevent us from drawing firm conclusions. The NNLO calculation describes the $\Delta \phi^{j e t}$ spectrum within uncertainties, except at low $\Delta \phi^{\text {jet }}$ where deviations are observed, as expected since in this region soft processes dominate and contributions from logarithmic terms are enhanced. The TMD calculation describes the data well for $\Delta \phi^{\text {jet }}<0.75$ rad. The overlap of the pure TMD and collinear QCD calculations over a significant region of the $q_{\mathrm{T}}^{\text {jet }} / Q$ and $\Delta \phi^{\text {jet }}$ spectra indicate that these data could constrain the matching between the two frameworks, which is an open problem [141].

RAPGAP describes the $p_{\mathrm{T}}^{\mathrm{jet}}$ and $\eta_{\text {lab }}^{\text {jet }}$ cross sections within uncertainties, whereas DJANGOH describes the $p_{\mathrm{T}}^{\text {jet }}$ cross section within uncertainty and shows small but significant differences with the $\eta_{\text {lab }}^{\text {jet }}$ cross section. PYtHIA 8.3 describes the low $p_{\mathrm{T}}^{\text {jet }}$ spectrum well, but predicts a significantly harder $p_{\mathrm{T}}^{\mathrm{jet}}$ spectrum beyond about 30 GeV ; there are also significant deviations in the $\eta_{\text {lab }}^{\text {jet }}$ cross section. HERWIG 7.2 describes the entire $p_{\mathrm{T}}^{\text {jet }}$ spectrum well, but deviates from the data at high $\eta_{\text {lab }}^{\text {jet }}$ and for all $\Delta \phi^{\text {jet }}$ and $q_{\mathrm{T}}^{\mathrm{jet}} / Q$. The CASCADE calculations describe the $p_{\mathrm{T}}^{\text {jet }}$ spectrum well but fail for the $\eta_{\text {lab }}^{\text {jet }}$ shape; they also describe the data reasonably well at low $q_{\mathrm{T}}^{\text {jet }} / Q$ and $\Delta \phi$ while missing the large values, likely due to missing higher-order contributions. While no event generator describes the $q_{\mathrm{T}}^{\text {jet }} / Q$ and $\Delta \phi^{\text {jet }}$ cross sections over the entire range, the data are mostly contained within the spread of predictions.

Even though uncertainties are not yet available for the TMD predictions, the spread in predictions that use different TMD sets (including CASCADE) is comparable to the experimental and fixed-order uncertainties. This suggests that these data will have constraining power towards a global description of TMD and collinear effects across scales.

Summary and conclusions. Measurements of jet production in neutral current DIS events with $Q^{2}>150 \mathrm{GeV}^{2}$ and $0.2<y<0.7$ have been presented. Jets are reconstructed in the laboratory frame with the $k_{\mathrm{T}}$ algorithm and distance parameter $R=1$. The following observables are measured: jet transverse momentum and pseudorapidity, as well as the TMD-sensitive observables $q_{\mathrm{T}}^{\text {jet }} / Q$ (lepton-jet momentum imbalance) and $\Delta \phi$ (lepton-jet azimuthal angle correlation).

This work provides the first measurement of lepton-jet imbalance at high $Q^{2}$, a variable recently proposed [33, 34] for probing TMD PDFs and their evolution. The data agree in a wide kinematic range with calculations that use TMD PDFs extracted from low $Q^{2}$ semi-inclusive DIS data and parton branching TMD PDFs extracted from other HERA data. The experimental uncertainty is comparable to the spread from predictions using different TMD sets, suggesting that when a full TMD uncertainty breakdown is available, the data will be able to constrain the models.

These measurements bridge the kinematic gap between DIS measurements from fixed target experiments and DrellYan measurements at hadron colliders, and may provide a test of TMD factorization, TMD evolution and TMD universality. These measurements complement previous and ongoing studies of TMD physics in hadronic collisions [142-147] and provide a baseline for jet studies in DIS of polarized protons and nuclei at the future Electron Ion Collider [148, 149].

This measurement also represents a milestone in the use of ML techniques for experimental physics, as it provides the first example of ML-assisted unfolding, which is based on the recently proposed MultiFold method [65] and enables simultaneous and unbinned unfolding in high dimensions. This opens up the possibility for high dimensional explorations of nucleon structure with H1 data and beyond.
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## SUPPLEMENTAL MATERIAL FOR THE PAPER DESY 21-130

Figure 3 illustrates the process of neutral-current deep-inelastic scattering (DIS) that is studied in this paper. The experimental signature of this reaction is shown in Fig. 1 of the main document.
Numeric values for the measured cross sections, uncertainties, and hadronization corrections for all four observables presented in Fig. 2 of the main paper are given in Tables I, II, III and IV. The values can also be found at https://www.hepdata.net. Note that the hadronization correction (had cor.) is not applied to the data - it is applied only to the fixed order calculations. A graphical representation of the uncertainty breakdown can be found in Fig. 4. Systematic uncertainties of the same type are to be treated as fully correlated between observables. The statistical correlation between bins is presented in Fig. 5. This correlation is computed by bootstrapping the data as described in the main text. Note that there is a small contribution to the correlation from the stochastic nature of the neural network training (e.g. from random initializations) that is not subtracted. Figure 6 shows response matrices per observable and the method non-closure is studied in Fig. 7.


Figure 3. Illustration of the neutral-current DIS.

| $p_{\mathrm{T}}^{\text {jet }}[\mathrm{GeV}]$ | $1 / \sigma_{\text {jet }} \mathrm{d} \sigma / \mathrm{d} p_{\mathrm{T}}^{\text {jet }}$ | $\delta_{\text {stat. }}$ | $\delta_{\text {tot. }}$ | $\delta_{\text {QED }}$ | $\delta_{\mathrm{HFS}(\text { jet })}$ | $\delta_{\mathrm{HFS}(\text { other })}$ | $\delta_{\mathrm{HFS}(\phi)}$ | $\delta_{\text {Lepton }(\mathrm{E})}$ | $\delta_{\text {Lepton }(\phi)}$ | $\delta_{\text {Closure }}$ | had cor. | $\delta_{\text {had. }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 12.3390 | 0.1147 | 0.0004 | 0.0021 | 0.0000 | 0.0007 | 0.0001 | 0.0002 | 0.0009 | 0.0001 | 0.0014 | 0.9808 | 0.0036 |
| 18.1112 | 0.0439 | 0.0003 | 0.0010 | 0.0001 | 0.0002 | 0.0001 | 0.0001 | 0.0007 | 0.0000 | 0.0007 | 1.0314 | 0.0134 |
| 26.5836 | 0.0112 | 0.0001 | 0.0004 | 0.0001 | 0.0001 | 0.0000 | 0.0000 | 0.0001 | 0.0000 | 0.0001 | 1.0123 | 0.0141 |
| 39.01933 | 0.00245 | 0.00004 | 0.00010 | 0.00000 | 0.00004 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00003 | 0.99659 | 0.04232 |
| 57.27255 | 0.00048 | 0.00001 | 0.00002 | 0.00001 | 0.00001 | 0.00001 | 0.00000 | 0.00001 | 0.00000 | 0.00001 | 0.98674 | 0.10250 |
| 84.064603 | 0.000064 | 0.000004 | 0.000006 | 0.000001 | 0.000003 | 0.000001 | 0.000000 | 0.000005 | 0.000002 | 0.000002 | 0.959525 | 0.013713 |

Table I. Numerical data on normalized inclusive jet cross sections $1 / \sigma_{\mathrm{jet}} \mathrm{d} \sigma / \mathrm{d} p_{\mathrm{T}}^{\text {jet }}$ as a function of the jet transverse momenta $p_{\mathrm{T}}^{\text {jet }}$. Statistical uncertainties $\delta_{\text {stat. }}$, total uncertainties $\delta_{\text {tot }}$, and the sources of systematic uncertainty $\delta_{\mathrm{QED}}, \delta_{\mathrm{HFS}(\mathrm{jet})}, \delta_{\mathrm{HFS}(o t h e r)}$, $\delta_{\mathrm{HFS}(\phi)}, \delta_{\text {Lepton(E) }}, \delta_{\text {Lepton }(\phi)}, \delta_{\text {Closure }}$ are shown. The hadronisation corrections "had cor." and their uncertainties are also given.

| $\eta^{\text {jet }}$ | $1 / \sigma_{\text {jet }} \mathrm{d} \sigma / \mathrm{d} \eta^{\text {jet }}$ | $\delta_{\text {stat. }}$ | $\delta_{\text {tot. }}$ | $\delta_{\mathrm{QED}}$ | $\delta_{\mathrm{HFS}(\text { jet })}$ | $\delta_{\mathrm{HFS}(\text { other })}$ | $\delta_{\mathrm{HFS}(\phi)}$ | $\delta_{\text {Lepton }(\mathrm{E})}$ | $\delta_{\text {Lepton }(\phi)}$ | $\delta_{\text {Closure }}$ | had cor. | $\delta_{\text {had. }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -0.650 | 0.337 | 0.003 | 0.015 | 0.001 | 0.003 | 0.000 | 0.000 | 0.007 | 0.001 | 0.010 | 1.134 | 0.026 |
| 0.050 | 0.605 | 0.002 | 0.010 | 0.001 | 0.003 | 0.001 | 0.002 | 0.007 | 0.001 | 0.007 | 0.993 | 0.014 |
| 0.750 | 0.331 | 0.002 | 0.011 | 0.006 | 0.001 | 0.000 | 0.002 | 0.009 | 0.000 | 0.002 | 0.892 | 0.025 |
| 1.4500 | 0.1096 | 0.0005 | 0.0060 | 0.0048 | 0.0003 | 0.0002 | 0.0003 | 0.0027 | 0.0006 | 0.0020 | 0.9248 | 0.0012 |
| 2.1500 | 0.0444 | 0.0006 | 0.0023 | 0.0007 | 0.0003 | 0.0001 | 0.0001 | 0.0008 | 0.0002 | 0.0018 | 0.9203 | 0.0518 |

Table II. Numerical data on normalized inclusive jet cross sections $1 / \sigma_{\text {jet }} \mathrm{d} \sigma / \mathrm{d} \eta^{\text {jet }}$ as a function of the jet pseudorapidity $\eta^{\text {jet }}$. Further details are specified in table I.

| $q_{\mathrm{T}}^{\text {jet }} / Q$ | $1 / \sigma_{\text {jet }} \mathrm{d} \sigma / \mathrm{d} q_{\mathrm{T}}^{\text {jet }} / Q$ | $\delta_{\text {stat. }}$ | $\delta_{\text {tot. }}$ | $\delta_{\mathrm{QED}}$ | $\delta_{\mathrm{HFS}(\text { jet })}$ | $\delta_{\mathrm{HFS}(\text { other })}$ | $\delta_{\mathrm{HFS}(\phi)}$ | $\delta_{\text {Lepton }(\mathrm{E})}$ | $\delta_{\text {Lepton }(\phi)}$ | $\delta_{\text {Closure }}$ | had cor. | $\delta_{\text {had. }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.03 | 3.51 | 0.02 | 0.57 | 0.01 | 0.03 | 0.01 | 0.01 | 0.07 | 0.01 | 0.37 | 0.99 | 0.06 |
| 0.102 | 3.207 | 0.009 | 0.154 | 0.012 | 0.023 | 0.012 | 0.011 | 0.008 | 0.006 | 0.116 | 0.958 | 0.052 |
| 0.21 | 1.65 | 0.01 | 0.11 | 0.01 | 0.02 | 0.00 | 0.00 | 0.03 | 0.01 | 0.06 | 0.99 | 0.06 |
| 0.389 | 0.691 | 0.005 | 0.051 | 0.001 | 0.003 | 0.003 | 0.004 | 0.003 | 0.002 | 0.035 | 1.047 | 0.060 |
| 0.716 | 0.223 | 0.002 | 0.005 | 0.002 | 0.001 | 0.002 | 0.000 | 0.001 | 0.001 | 0.003 | 1.076 | 0.020 |
| 1.2988 | 0.0705 | 0.0009 | 0.0018 | 0.0005 | 0.0012 | 0.0003 | 0.0002 | 0.0010 | 0.0004 | 0.0006 | 1.0647 | 0.0139 |
| 2.3359 | 0.0059 | 0.0001 | 0.0003 | 0.0001 | 0.0001 | 0.0000 | 0.0000 | 0.0001 | 0.0001 | 0.0002 | 1.0934 | 0.0459 |

Table III. Numerical data on normalized inclusive jet cross sections $1 / \sigma_{\text {jet }} \mathrm{d} \sigma / \mathrm{d} q_{\mathrm{T}}^{\text {jet }} / Q$ as a function of the scaled lepton-jet relative transverse momenta $q_{\mathrm{T}}^{\text {jet }} / Q$. The relative momenta $q_{\mathrm{T}}$ are scaled by the momentum transfer $Q$ as explained in the main text. Further details are specified in table I.

| $\Delta \phi^{\text {jet }}$ | $1 / \sigma_{\text {jet }} \mathrm{d} \sigma / \mathrm{d} \Delta \phi^{\text {jet }}$ | $\delta_{\text {stat. }}$ | $\delta_{\text {tot. }}$ | $\delta_{\mathrm{QED}}$ | $\delta_{\mathrm{HFS}(\mathrm{jet})}$ | $\delta_{\mathrm{HFS}(\text { other })}$ | $\delta_{\mathrm{HFS}(\phi)}$ | $\delta_{\text {Lepton }(\mathrm{E})}$ | $\delta_{\text {Lepton }(\phi)}$ | $\delta_{\text {Closure }}$ | had cor. | $\delta_{\text {had. }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.03 | 5.93 | 0.05 | 0.30 | 0.00 | 0.00 | 0.01 | 0.01 | 0.07 | 0.01 | 0.16 | 0.98 | 0.01 |
| 0.077 | 3.622 | 0.003 | 0.123 | 0.016 | 0.004 | 0.013 | 0.019 | 0.036 | 0.011 | 0.091 | 0.973 | 0.030 |
| 0.14 | 2.03 | 0.02 | 0.05 | 0.02 | 0.00 | 0.00 | 0.00 | 0.04 | 0.00 | 0.00 | 0.98 | 0.02 |
| 0.26 | 1.02 | 0.01 | 0.02 | 0.01 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 1.02 | 0.00 |
| 0.440 | 0.431 | 0.004 | 0.022 | 0.001 | 0.001 | 0.001 | 0.005 | 0.009 | 0.002 | 0.014 | 1.053 | 0.029 |
| 0.741 | 0.161 | 0.002 | 0.007 | 0.003 | 0.000 | 0.000 | 0.001 | 0.002 | 0.000 | 0.006 | 1.074 | 0.004 |
| 1.2343 | 0.0640 | 0.0007 | 0.0013 | 0.0006 | 0.0007 | 0.0003 | 0.0001 | 0.0007 | 0.0000 | 0.0003 | 1.0594 | 0.0139 |

Table IV. Numerical data on normalized inclusive jet cross sections $1 / \sigma_{j e t} \mathrm{~d} \sigma / \mathrm{d} \Delta \phi^{\text {jet }}$ as a function of the lepton-jet azimuthal angular difference $\Delta \phi^{\text {jet }}$. Further details are specified in table I.


Figure 4. The uncertainty breakdown per observable.


Figure 5. The statistical uncertainty correlation matrix for all measurements combined computed with 100 bootstraps of the data.


Figure 6. The response matrices per observable. Note that these are not used in the unfolding (which is unbinned); they are shown here for illustration purposes only.


Figure 7. The method non-closure for each observable. Detector-level Djangoh is unfolded using Rapgap (data points) and compared with the particle-level Djangoh (dashed line). No ensembling is used for this result. The solid line in the lower panel shows the relative difference between the unfolded and particle-level Djangoh. The band in the lower panel is the method uncertainty reported in the measurement, computed by taking the difference between the data result unfolded by Djangoh and by Rapgap.

## Appendix A: Brief Review of MultiFold

This section briefly reviews the MultiFold technique introduced in Ref. [65, 66]. Let
$\vec{x}=\left(\vec{p}_{\mathrm{T}}^{e}, p_{z}^{e}, p_{\mathrm{T}}^{\text {jet }}, \eta^{\mathrm{jet}}, \phi^{\mathrm{jet}}, q_{\mathrm{T}}^{\text {jet }} / Q, \Delta \phi^{\mathrm{jet}}\right)$. MuLTIFOLD is an iterative, two-step procedure. Let $X_{\text {data }}=\left\{\vec{x}_{i}\right\}$ be the set of events in data and $X_{\mathrm{MC}, \text { truth }}=\left\{\vec{x}_{\text {truth }, i}\right\}$ and $X_{\mathrm{MC}, \text { reco }}=\left\{\vec{x}_{\text {reco }, i}\right\}$ be sets of events in simulation with a correspondance between the two sets. In simulation, we have a set of observables at particle-level ('truth') and detector-level ('reco') for each event. If an event does not pass the particle-level or detector-level event selection, then the corresponding set of observables are assigned a dummy value $\vec{x}=\emptyset$. Each event $i$ in simulation is also associated with a weight $w_{i}$. MULTIFOLD then proceeds iteratively by repeating the following two steps to iteratively adjust a set of event weights $\nu_{i}$ :

1. Train a classifier $f$ to distinguish the weighted simulation at detector-level from the data. The loss function is the binary cross entropy:

$$
\begin{equation*}
L_{1}[f]=-\sum_{\vec{x}_{i} \in X_{\text {data }}} \log \left(f\left(\vec{x}_{i}\right)\right)-\sum_{\vec{x}_{i} \in X_{\mathrm{MC}, \text { reco }}} \nu_{i} w_{i} \log \left(1-f\left(\vec{x}_{i}\right)\right) \tag{A1}
\end{equation*}
$$

where both sums only include events that pass the detector-level selection. For events that pass the detector-level selection, define $\lambda_{i}=\nu_{i} \times f\left(\vec{x}_{i}\right) /\left(1-f\left(\vec{x}_{i}\right)\right)$ for $\vec{x}_{i} \in X_{\mathrm{MC}, \text { reco }}$. For events that do not pass the detector-level selection, $\lambda_{i}=\nu_{i}$.
2. Train a classifier $g$ to distinguish the particle-level simulation weighted by $\nu$ from the particle-level simulation weighted by $\lambda$. The loss function is once again the binary cross entropy:

$$
\begin{equation*}
L_{2}[g]=-\sum_{\vec{x}_{i} \in X_{\mathrm{MC}, \text { truth }}} \lambda_{i} w_{i} \log \left(g\left(\vec{x}_{i}\right)\right)-\sum_{\vec{x}_{i} \in X_{\mathrm{MC}, \text { truth }}} \nu_{i} w_{i} \log \left(1-g\left(\vec{x}_{i}\right)\right) \tag{A2}
\end{equation*}
$$

where both sums only include events that pass the particle-level selection. For events that pass the particle-level selection, define $\nu_{i}=\nu_{i} \times g\left(\vec{x}_{i}\right) /\left(1-g\left(\vec{x}_{i}\right)\right)$ for $\vec{x}_{i} \in X_{\mathrm{MC}, \text { truth }}$. For events that do not pass the particle-level selection, $\nu_{i}$ is left unchanged from its previous value.

The process is initialized by $\nu_{i}=1$ for all events. The $f /(1-f)$ or $g /(1-g)$ form for the weights is a well-known (see e.g. Ref. [111, 112]) approximation for the likelihood ratio of the two samples in the left and right sums in each equation. After iterating the above procedure some number of times, the final result is constructed by making histograms with the truth events using the final $\left\{\nu_{i} w_{i}\right\}$ weights.

## Appendix B: Neural Network Settings

Neural networks were trained using three computing systems: one with NVDIA A40 graphical processing units (GPUs), python 3.8.8, tensorflow 2.5.0, and numpy 1.19.5; one with NVIDIA RTX 6000 GPUs, python 3.8.5, tensorflow 2.2.0, and numpy 1.19.2; and one with NVIDIA V100 GPUs, python 3.9.4, tensorflow 2.4.1, and numpy 1.20.1. All neural networks were composed of three hidden layers with 50 nodes in the first layer, 100 nodes in the second layer, and 50 nodes in the last intermediate layer. Rectified linear unit activation functions are used for all intermediate layers and a sigmoid activation is used in the last layer. None of these hyperparameters were optimized and all other hyperparemeters are set to their default values. In particular, the biases are all initialized to zero and the weights are initialized using the Glorot uniform distribution [113].


[^0]:    * deceased

[^1]:    1 This measurement uses a right handed coordinate system defined such that the positive $z$ direction points in the direction of the proton beam and the nominal interaction point is located at $z=0$. The polar angle $\theta$, is defined with respect to this axis. The pseudorapidity is defined as $\eta_{\text {lab }}=-\ln \tan (\theta / 2)$.

[^2]:    ${ }^{3}$ This differs from the original paper [33] using the anti- $k_{T}$ algorithm. The difference is power suppressed at the accuracy of the calculation.
    ${ }^{4}$ The scale variation procedure that is standard in the collinear framework does not translate easily to the TMD framework [130].

