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Abstract 

Purpose: To develop a particle transport code to compute w-values and stopping power of swift ions 

in liquid water and gases of interest for reference dosimetry in hadrontherapy. To analyze the 

relevance of inelastic and post-collisional processes considered. 

Methods: The Monte Carlo code MDM was extended to the case of swift ion impact on liquid water 

(MDM-Ion). Relativistic corrections in the inelastic cross sections and the post-collisional Auger 

emission were considered. The effects of introducing different electronic excitation cross sections 

were also studied.  

Results: The stopping power of swift ions on liquid water, calculated with MDM-Ion, are in excellent 

agreement with recommended data. The w-values show a strong dependence on the electronic 

excitation cross sections and on the Auger electron emission. Comparisons with other Monte Carlo 

codes show the relevance of both the processes considered and of the cross sections employed. W and 

w-values for swift electron, proton, and carbon ions calculated with the MDM and MDM-Ion codes 

are in very close agreement with each other and with the 20,8 eV experimental value. 
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Conclusion: We found that w-values in liquid water are independent of ion charge and energy, as 

assumed in reference dosimetry for hadrontherapy from sparse experimental results for electron and 

ion impact on gases. Excitation cross sections and Auger emission included in Monte Carlo codes are 

critical in w-values calculations. The computation of this physical parameter should be used as a 

benchmark for micro-dosimetry investigations, to assess the reliability of the cross sections 

employed. 

 

Keywords: W-values, ions, dosimetry, stopping power, Auger emission 

 

1. Introduction 
 

Describing the effect of ionizing radiation in liquid water is mandatory to better understand its 

chemical and biological consequences, as water is the major constituent of biological tissues. To that 

end, it is necessary to model the physical interactions involved by the incident projectile as it passes 

through biological matter. Monte Carlo (MC) codes of particle transport are important computational 

tools that have the ability to simulate all these physical processes, tracking down to threshold energy 

both primary particles and all secondary electrons generated by ionization of target molecules (e.g., 

water molecules). Several simulation platforms have been developed so far and are still being 

extended to study the energy deposition in biomolecules and cells for ionizing projectiles in water 

[1–4]. The outcomes of such simulations may also be used to predict biological quantities, like cell 

survival fraction due to ion irradiations, relying on a realistic description of the spatial distribution of 

ionizations, excitations and also chemical species produced by water radiolysis [5–7]. Track structure 

codes are widely preferred since they provide a detailed treatment of all the interactions using 

scattering models that give an appropriate spatial resolution for small biological targets.  

In this work, a new branch of the MDM code, called MDM-Ion, for ion projectiles in liquid water 

is presented. The original transport code MDM arises from the LQD code, which has the ability to 

track event-by-event electrons and ions in liquid water. LQD code was first developed to simulate the 

production of radical species by the interaction of swift heavy ions with liquid water [8]. It was then 

modified to contemplate various heterogeneous domains, which has led to the creation of a 

restructured version, MDM for MeDiuM, used to study the radiolysis of water confined in porous 

silica [9], or more recently to study the influence of gold nanoparticles in water on nano dosimetry 

and chemical species production [10–12] and physical parameters of relevance in reference 

dosimetry, W-values calculations [13]. Starting with liquid water as the target medium allows us to 
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compare with other MC codes as RETRACK [14], GEANT4-DNA [15], KURBUC [16], SEICS [17], 

or PARTRAC [3], among the most widely used codes for radiation biology and recommended data. 

One of the main goals in making the MDM-Ion branch code to ion projectiles was to study 

physical parameters of relevance in ion radiation therapy (called protontherapy for swift protons and 

hadrontherapy for carbon and other light ions). To provide a precise dose delivery to the patients, the 

reference dosimetry must be accurately determined. There are several international protocols that 

provide a methodology to determine the absorbed dose in liquid water. The TRS-398 [18] is one of 

them and is currently used for hadrontherapy. It describes a procedure to determine the absorbed dose 

in liquid water using ionization chambers filled with air. To obtain the absorbed dose from the 

dosimeter reading, conversion factors are needed. Among them, the stopping power ratio of liquid 

water to air and the w-values in air are the ones that contribute the most to uncertainties in the dose 

determination [18,19].  

The W-value is defined as the mean energy required to form an ion-electron pair after the 

complete dissipation of the projectile initial energy. In the case of swift proton and light ion beams 

used in hadrontherapy, they lose only a fraction of their energy when traversing the gas volume of 

the ionization chamber. Therefore, the proper conversion coefficient to be used is the differential 

value, w. It has been observed for electron beams that values of w and W are energy independent for 

incident electron speeds that are much greater than the outer-orbital electron speeds. Then, if w is 

constant W=w [20]. Based on some experimental results for ion beams in noble and other gases [21], 

protocols assumed the same property for all the charged projectiles used in hadrontherapy (e.g., 

protons, helium and carbon ions) and established a unique W-value, regardless of the projectile 

property [18]. One of the goals of the present work, is to investigate if this hypothesis is correct. 

 

Experimental W-values were measured mostly for electron impact on water vapor and other 

gases [22–24]. Regarding proton and heavy ion projectiles, there are a few experiments in gases [18]. 

Willens et al. [25] measured the W-values in vapor water for relatively low proton energies (10 MeV) 

compared with the ones currently used in hadrontherapy (250 MeV/u to 400 MeV/u). Measurements 

of this parameter in condensed media such as liquid water is a challenge. A procedure used for highly 

polar media is based on measuring the yield of chemical species produced by ionization [26]. For 

liquid water a value of 20,8 eV was obtained by measuring the yield of solvated electrons after 

electron irradiation [27,28]. The uncertainties in this W-value were not informed by the author, but 

we estimate that they could be considerable taking into account that the yield of solvated electrons 

represents a lower limit of the ionization yield. 
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In this context of scarce experiments and difficulties to obtain accurate results, particle transport 

simulations and theoretical models are necessary to calculate W-values. These calculations can be 

very complex, since all the inelastic primary particle cross sections and all the inelastic processes due 

to the cascade of secondary electrons must be included [18]. In a previous work, we applied the 

Fowler equation, based on the Continuous Slowing Down Approximation (CSDA), to calculate W 

and w-values for electron, proton and antiproton impinging on liquid and vapor water [13]. The results 

obtained were in good agreement with experimental data and other theoretical calculations. In this 

work, the differential w-values are calculated with the CSDA and with the new MDM-Ion MC code 

for ion impact on liquid water. Since hadrontherapy requires proton beams of energies up to 250 MeV 

and carbon ions beams up to 400 MeV/u, relativistic effects have to be included in the cross sections. 

In the next sections, we present a detailed description of the MDM-Ion code and the CSDA, including 

the inelastic collisions cross sections used for ion and electron transport in liquid water. Stopping 

power and w-values are compared with recommended data and with other theoretical results. The 

effects of consider direct multiple ionization and post-collisional Auger electron emission processes 

are investigated. The relevance of the electronic excitation cross sections used in w-values 

calculations is also analyzed. Finally, we discuss assumptions made in the current protocols on the 

independence of w and W values with regard to the incident particle energy and charge. 

 

2. Methods 
 

The stochastic nature of the interaction between particles and atoms or molecules of the media 

is well represented by MC codes. These particle transport codes allow to track the history of each 

particle, event-by-event, until a set threshold energy. To generate the trajectories of the incident and 

the other generated particles (i.e., secondary electrons produced by ionization processes), MC codes 

use random numbers to sample the different physical processes involved in the interactions. This 

requires the complete probability distribution functions for each physical process along with the cross 

sections (see section 2.3 for more details). For the sake of brevity, we summarize in this section the 

main assumptions of the MDM code with the new branch developed for ion impact, called MDM-

Ion, and define the physical parameters involved in our study. 

Another method to determine the physical parameters under study is the Continuous Slowing 

Down Approximation (CSDA), also described in this section. Unlike track-structure codes, this 

model considers that the particle loses energy continuously along its path as it traverses the medium. 

This model is widely used today to obtain different physical quantities of relevance in radiation 

dosimetry (ICRU, NIST).  
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2.1.  MDM-Ion MC simulation 
Particle track-structure simulation consists of a series of collisions (called events) separated by 

a free flight distance d. In a homogeneous medium and in absence of external forces, the step length 

of this flight distance follows the Poisson probability distribution characterized by the total mean free 

path !" , that depends on the total cross section #" and the molecular density of the medium n by the 

relation 1/!" =  #"&. #" represents the sum of all the elastic and inelastic cross sections involved in 

the simulation for a projectile kinetic energy T. 

The main assumptions underlying the ion-transport simulation MDM-Ion code are: 

 

Eventually, the code provides the coordinates of all the interaction events, as well as the type 

of collision along with the energy loss and the energy deposited at each interaction point for all 

particles (i.e., primary ion and secondary electrons). In Figure 1, the track structure of a proton and a 

carbon ion in liquid water are presented. The ions move in a straight line (set as positive z axis) with 

an energy of 10 MeV/u through the media. Each point along the ion path represents an inelastic 

interaction (such as an ionization or an electronic excitation) between the primary ion, and all the 

(a) The ion follows a straight-line trajectory (set as z direction). Indeed, ion-molecular elastic 
collisions are relevant for energies much lower than 0.3 MeV/amu [29].  

(b) The kinetic energy of the ion is fixed as constant over the entire track length. Indeed, track 
lengths are chosen short enough so that a swift ion loses a small amount of its kinetic energy. 
The variation in the ion cross sections is considered negligible but the energy loss is computed 
to estimate stopping power or w-values. 

(c) Electron capture processes are neglected for the high energies considered (above 10 MeV/u). 
Consequently, the charge states of protons and carbon ions are 1 and 6 respectively.  

(d) Multiple ionization and post-collisional Auger electron emission after an inner molecular shell 
ionization are considered. 

(e) Relativistic corrections on the projectile velocity were taking into account due to the high 
energy range studied, which goes from 10 MeV/u to 700 MeV/u. 

(f) The energy loss results from inelastic collisions, i.e., ionization and electronic excitation 
processes.  

(g) Electron ejection by incident ions is characterized by the same probability to be ejected in all 
the angles (isotropic distribution). In fact, the w-values and stopping power calculations are 
not influenced by their angular distribution.  

(h) According to amorphous description, water molecules are distributed in a box with cubic 
geometry. Periodic boundary conditions [30] were applied to mimic particle equilibrium 
related to ejected delta electrons. The dimensions of the volume are set large enough to avoid 
any artificial correlation in the beam (z) direction due to periodical conditions.  

(i) All electrons are followed up until their energy is below the threshold for electronic excitation, 
that is 8,4 eV.  
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secondary particles generated (electrons), with the media. Then, the spatial pattern of energy 

deposition at the microscopic level can be observed. The high density of inelastic events  in the carbon 

ion trace in comparison with the proton projectile at the same velocity, is related to the dependence 

of inelastic cross sections with the square of the ion charge: when the cross sections are larger the 

mean free path is smaller. This allows us to observe more swift electron tracks moving far away from 

the core of the carbon ion path than in the proton case. 

 

 

Figure 1: Track structure of proton and carbon ion in liquid water generated using MDM-Ion simulations, 
illustrating the spatial pattern of energy deposition at the microscopic level. The upper panel correspond to a 

10 MeV proton and the panel below correspond to a 10 MeV/u carbon ion.  
 

To calculate the differential w-values for each projectile ion energy, we calculated the ratio of 

the average total energy lost by the ion projectile, '()*+, and the average total number of electrons ,+)+ created by ionizing water molecules inside the box. The ion length trace was set as 1 mm, z axis 

length, and the length of the other dimensions, x and y axis, are 3,0 mm. This was set according to 

the large range of the delta rays, especially for the high projectile energy. This number takes into 

account the ionizations generated by the ion projectile ,-)., and those generated by all the secondary 

electrons ,/. Therefore, the w-value can be expressed as: 

where ,+)+ = ,-). + ,/. 
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Furthermore, by making the ratio between this average lost energy with the path length of the 

ion trace @A (positive z axis in our model) we obtain another parameter of interest, the Stopping 

power.  

By dividing it by the density of the medium (liquid water B = 1C/:DE) we obtain the mass 

stopping power FGH** in units of I67:DJ/C. A mean value is calculated over a large set of tracks, 

large enough to obtain low fluctuations (Appendix C for more details).  

2.2. The Continuous Slowing Down Approximation (CSDA) 
To obtain the w-values for ion impact within the CSDA, we follow the expression from 

Dalgarno and Griffing (1958) [31]: 

where M(3) is the stopping cross section, #-).-N is the ionization cross section and #′-).-N is the cross 

section associated with the production of an ion-electron pair by secondary processes. 

The stopping cross section was calculated using the expression: 

where '., and ' + PQ represents the energy transferred by the ion projectile during excitation and 

ionization processes. '. is the n-th excitation energy, ' is the ejected electron kinetic energy and PQ 

is the k-th orbital binding energy. These values are listed in Appendix A. Since our study covers high-

energy range, and as the electron capture process occurs at intermediate and low energies (less than 

500 keV for proton impact and 6 MeV for carbon ions), this process was not considered in our 

calculations. 

The cross section for secondary processes is given by: 

F(3) = '()*+@A                                                      5 67&D? (2) 

1(3) = M(3)#-).-N(3) + #R-).-N(3) (3) 

M(3) = S #./TU'.. +  S V W X#Q-).-NX' (' + PQ) X'YZ[\
] ^Q  (4) 

#R-).-N(3) = S V W X#Q-).-NX'  ,/(') X'YZ[\
] ^Q  (5) 
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where X#Q-).-N/X' is the single differential ionization cross section for ion impact for each k-th 

molecular orbital as a function of the kinetic energy E of the ejected electron. We multiply this value 

by ,/('), which is the average number of electrons generated by the full slowing down of an electron 

of energy E produced in the ionization process of the medium by the ion. The ,/(') values used in 

the present work were obtained from the MDM code [13], see Figure 2. 
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Figure 2: Number of electrons generated by electron impact on liquid water, as function of the 

projectile energy, calculated with the MDM code [13]. 
 

2.3.  Inelastic cross section theory 
The main inelastic processes considered in ion-matter interaction are ionization and electronic 

excitation. The effects of relativistic corrections on the projectile velocity applied to the cross sections 

are described in detail in this section. Multiple ionization and post-collisional effects are taken into 

account. Since not only the incident particle, but also all the secondary electrons produced by 

ionization processes must be followed, we describe in detail the cross sections used for ion and 

electron impact in liquid water.  

2.3.1. Electron inelastic cross sections 
Ionization cross sections  

One of the most used models to calculate ionization cross section by electron impact is the 

Binary Encounter Bethe (BEB) semiempirical model [32]. This model is based on an adaptation of 

the Mott equation and accounts for electron impact on atomic and molecular targets. It has proven to 

be fairly accurate to describe the water molecule ionization in gas phase and it is not limited to the 
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high-energy domain like the First Born approximation. It provides both total and differential 

ionization cross sections for each energy level of the water molecule, as analytical functions with 

parameters obtained from fitting of experimental data. A complete description of the formulation used 

in the present work can be found in Gervais et al. (2006) [33], where some approximations were 

performed to a better description in the low energy range. Kim and Santos [34], made an extension 

of the BEB model to relativistic electron impact energies (RBEB). These relativistic cross sections, 

expressed in terms of the ratio between the electron speed and the speed of light in vacuum c, allow 

to calculate single differential ionization cross sections as a function of the ejected electron energy. 

For the sake of completeness, we give the expression of these cross sections in Appendix B. 

Figure 3 shows the electron classical and relativistic kinetic energy as a function of the electron 

velocity normalized by the speed of light c. We can observe that relativistic kinetic energy differs 

from the classical result for electron energies beyond 20 keV. 
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Figure 3: Electron kinetic energy calculated using the classical and the relativistic formulation, as 
function of electron velocity normalized by the speed of light in vacuum c. 

 

A simple way to include relativistic effects in cross sections, avoiding complicated theoretical 

expressions, is to use an approximated expression for the projectile kinetic energy into the BEB 

model, as proposed by Plante and Cucinotta [35]. From the relativistic expression of the kinetic 

energy T, we obtain the projectile velocity v:  

b = :c1 − 1(1 + 3/D]:)J (6) 
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and then, this value is used into the classical expression of the kinetic energy (for which the projectile 

mass is constant) to obtain 

where 3ef is referred as a “relativist approximation (RA) to the kinetic energy”.  

In the case of an electron projectile, we use this new kinetic energy expression (7) to calculate 

the ionization cross section with the BEB model #gYg(3ef), which will be named as BEB-RA, by 

replacing D]:J with D]/:J=0,511 MeV. This approximation allows to include relativistic effects 

into the cross sections used in the Monte Carlo, without changing the structure of the function. 

 

Figure 4 (left) shows the ionization cross section for electron impact on liquid water calculated 

using the BEB, RBEB and BEB-RA models. We can observe a rise in the RBEB and BEB-RA curves 

from 20 keV onwards. The BEB-RA relativistic corrections allow a very good agreement with the 

RBEB results for energies up to 200 keV approximately. At higher energies the BEB-RA results 

underestimate those of RBEB.  

Excitation cross sections 

The relativistic approximation to the kinetic energy (RA) was also used to extend the electronic 

excitation cross sections already set in the MDM code [33]. It considers two electronic excitation 

states, A1B1 and B1A1 calculated with the semiempirical expression from Cobut et al. [36] (see 

analytical expression in Appendix A.2). Figure 4 (right) displays the total excitation cross section 

with and without relativistic correction, named as Cobut-RA and Cobut respectively.  

 

3ef = 12 D]bJ = 12 D]:J h1 − 1i1 + "GjUklJm (7) 
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Figure 4: Ionization (left) and electronic excitation (right) cross sections for electron impact on liquid 
water. Ionization: BEB pink solid line, RBEB green dash-dotted line, BEB-RA black dashed line. Excitation: 

cross section from Cobut pink solid line, with relativistic correction Cobut-RA black dashed line. 
 

Vibrational excitation cross sections are included as it was specified in the previous publication 

[13]. However, their contribution to the energy deposition is negligible.  

As the present work is focused on the study of swift ion impact, it is very important to analyze 

the need to include (or not) relativistic corrections for electron-water interactions in MDM-Ion and 

CSDA calculations. To answer this question, in the next section we analyze the energy spectrum of 

the ejected electrons by swift proton and carbon ion impact on water molecules. 

 

2.3.2. Ion inelastic cross sections 
Ionization cross sections 

The Single Differential Ionization Cross Section (SDICS) by proton impact on water is 

calculated using the semi-empirical equation developed by Rudd et al. [37]. This model, based on the 

First Born Approximation (FBA), gives an analytical representation of the differential cross sections 

over a wide range of proton energies. The analytical expression for the SDICS as a function of the 

ejected electron energy, has adjustable fitting parameters depending on the projectile velocity which 

were determined from experimental data and to satisfy FBA high energy asymptotic conditions. One 

of the advantages of this model is that it is very simple to implement in MC codes. Equation (7) shows 

the analytical expression, which depends only on the kinetic energy of the ejected electrons E, the 

electron binding energy and the projectile energy T:   
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Here PQ is the electron binding energy of the molecular k-shell with occupancy Nk, e=E/PQ a 

scaled energy, wc= 4v2−2v−R/4PQ is the scaled cutoff energy, with b = n3/PQ a scaled velocity of 

the incident particle and T is the kinetic energy of an electron with the same speed as the proton 

projectile with kinetic energy 3o, their relation is 3 = (D]//D]o)3o (D]o and D]/ are the proton 

and electron mass at rest respectively). Furthermore, S=4πa0
2NkR

2/PQ2 with a0 the Bohr radio and 

R=13,6 eV the Rydberg constant. The magnitudes pq(b), pJ(b) and α are adjustment parameters; the 

first two are functions of b and α is a dimensionless parameter near unity related to the size of the 

target. A detailed description of these quantities with their values, and the binding energies used in 

equation (7) are presented in Appendix A for liquid water. 

In Figure 5, we show the ion velocity normalized to the speed of light in vacuum c calculated 

as function of ion kinetic energy in MeV/u, using both the classic and the relativistic expressions for 

the ion projectile. As we can observe in this figure, the curves begin to separate at an energy of 50 

MeV/u. 

10
0

10
1

10
2

10
3

10
4

0,0 0,2 0,4 0,6 0,8 1,0 1,2

Ion 

v/c

K
in

e
ti
c
 E

n
e
rg

y
 (

M
e
V

/u
)

 Relativistic

 Classic

 

Figure 5: Ion kinetic energy calculated using the classical and the relativistic formulation as function 
of the particle velocity normalized by the speed of light in vacuum c. 

 

Since the RA applied to the BEB model for electron impact gives very good results (section 

2.3.1.) compared to a complete relativistic calculation, we decided to extend the same relativistic 

approximation to the case of ion-impact. To that end, we use expression (7), i.e., the relativist 

approximation to the kinetic energy 3ef, to calculate the cross sections. We can rewrite this 

X#Q-).-N(3, ')X' = FPQ
(pq + pJ 6)(1 + 6)E t 11 + 6uvwx(6 − 1U)/byz (7) 
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expression in function of the proton projectile energy 3o, keeping in mind that the electron has the 

same velocity as the proton projectile (b = bo): 

where D]o:J =938.26 MeV and D]/:J =0.511 MeV. 

The scaled velocity bJ can now be rewritten as: 

bJ = 3ef/PQ = D]/:J2PQ {||
}1 − 1t1 + "~Gj~UkzJ���

�   (9) 

 

Thus, the single differential and total ionization cross section calculated with this relativistic 

correction, X#e���(3ef, ')/X' and #e���(3ef), are referenced as Rudd-RA. 

The FBA predicts that both excitation and ionization cross section are proportional to the square 

of the projectile charge Zp2. In the high energy region, this approximation is valid and does not depend 

on projectile mass. At lower energies, however, more reliable theoretical models have to be used (i.e. 

CDW-EIS) [38]. In the present work, the ionization cross sections for swift carbon ions projectiles 

(C6+) are obtained by multiplying the proton cross sections by Zp2. 

Figure 6 shows the total ionization cross section for proton and carbon ion impact on liquid 

water calculated with Rudd and Rudd-RA models. We can observe a rise in cross sections values for 

calculations with relativistic corrections compared with those that do not have it.  

 

3ef = 12 D]/boJ = 12 D]/:J
{||
}1 − 1t1 + "~Gj~UkzJ���

� (8) 
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Figure 6: Total ionization cross sections by proton and carbon ion impact on liquid water. Rudd’s 
model results using classical and relativistic velocities are compared. 

 

The knowledge of SDICS allows us to study the energy spectrum of the emitted electrons, and 

consequently to determine whether it is necessary or not to include relativistic corrections in the cross 

sections for the interaction between the secondary electrons and the media. In Figure 7, we present 

four graphics of SDICS calculated with Rudd and Rudd-RA models as a function of the ejected 

electron energy by proton impact on liquid water. The proton impact energies shown are 1, 10, 100 

and 400 MeV. Relativistic effects show up in the graphics of 100 and 400 MeV proton impact 

energies, where the curves begin to diverge. We found that for high impact energies, the probability 

of generating an electron with kinetic energy greater than 10 keV was smaller than 0.1%, and the 

average energy of the emitted electrons is ~ 45 eV. We also observed that incorporating relativistic 

cross sections for ionization and excitation processes by electron impact do not change the total 

number of ion pairs generated by the collisions. Therefore, considering that the scope of the present 

work is to study the w-values, and for the sake of simplicity, the inelastic interactions between the 

ejected electrons and the media are represented by the non-relativistic cross sections [33]. However, 

for the study of micro-dosimetry and biological effects, the relativistic cross sections for secondary 

electrons should be considered, as proposed by Plante and Cucinotta [14]. 
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Figure 7: Ionization SDICS by proton of 1, 10, 100 and 400 MeV kinetic energies using the Rudd´s 
model with and without relativistic approximation on the projectile velocity. 

 

Multiple ionization and Post-collisional Auger electron emission 

Multiple ionization processes produced by the impact of fast ions on atoms and molecules have 

been a matter of active research during the last decades [33,39,40]. These processes are commonly 

divided into two mechanisms: the direct single and multiple ionization and the post-collisional 

electron emission. In the first one, the direct interaction between the projectile and the target produce 

the ejection to the continuum of one or more electrons. As a consequence, the residual target remains 

in a highly excited state with vacancies in the shells. When the projectile is assumed to be far away, 
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the second mechanism occurs. The vacancies created in the inner shells by ionization are filled by 

electrons from the outer shells. During these transitions, energy is released as photon emission or is 

absorbed to produce autoionization of the molecule through Auger-type emission. This post-

collisional effect can occur between intershell Auger and/or intrashell Coster-Kronig electron 

ionization, depending on the shell from which the electron was ejected, and the shell from which the 

electron transitioned to fill the vacancy. In our study, only the Auger-type electron emission following 

after one or two core electrons ionization was included, since they are the dominant multiple 

ionization processes at high impact energies [39]. The influence of this Auger electron emission to 

the differential w-value was studied in detail. Due to the transition between the electrons in the 

molecular orbitals, the Auger electron have a specific well-defined kinetic energy. In our calculations 

it was considered that an Auger emission occur (with a probability of 100%) when an electron from 

the core shell 1a1 is ionized by the impact of an ion or electron projectile during a single or double 

ionization process. Then, deexcitation of an electron from the upper level 2a1 moves to the vacancy 

and an electron is emitted from the same level. Therefore, the kinetic Auger electron energy is set to 

17,46 au or 475,08 eV. The summary of the transition probabilities is presented in the Evaluated 

Atomic Data Library (EADL) [41] atomic database for oxygen atom. 

Excitation cross sections 

The impact of the excitation cross sections used in the codes on the physical parameters 

calculated was analyzed in detail. There are only few experiments of electronic excitation cross 

sections for water molecules measured by photo absorption [42], but none for proton impact. 

Semiempirical models developed for electron impact [36,43] are based on these experiments, and 

show significant differences in the cross sections values. In the case of proton impact, the cross 

sections are commonly obtained by scaling the electron cross sections, based on the FBA velocity 

dependence, i.e., #/TUo�)+).�3o� =  #/TU/(/U+�).(3), where the kinetic energies for proton impact 3o and 

electron impact 3 are related by 3 = (D]//D]o)3o. 

In this uncertain context, we scaled two semiempirical models developed for electron impact, 

to obtain the proton electronic excitation cross section: the Green and Stolarski (GS) [44] and the 

Cobut [36] models. For both models, the same electronic excitation states were taken into account 

(A1B1 and B1A1). Additionally, three other states were included in one model (Ryd A+B; Ryd C+D 

and Diffuse band) to show the impact on the physical parameters studied (see Appendix A for details). 

Relativistic corrections to the ion velocity (called RA) were also included, as it was made for the 

ionization cross section. The Green and Stolarski model is referred as GS or as GS-RA when 

relativistic corrections are included. The Cobut model, already used in the MDM code for electron 
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impact (see section 2.3.1) is referred as Cobut or as Cobut-RA. In this work, plasmon excitation was 

not included since collective excitations will decay mainly by ionization of water molecule [33]. 

 

In Figure 8, the electronic excitation cross sections for liquid water with and without relativistic 

corrections of these two models are compared. Observing the curves for the same two excitation states 

(A1B1 and B1A1) for both models, we observe a large difference between them, reaching almost an 

order of magnitude for high energies. The difference is even larger when comparing with the one that 

considers five electronic states. Another important point to mention is the relationship of these 

excitation cross sections with the ionization cross section, especially the ratio between them.  
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Figure 8: Electronic excitation cross section for proton impact on liquid water using two different 
models, GS and Cobut and different excitation levels in the GS model. They are compared with the 

ionization cross section from the Rudd model. Relativistic corrections are shown in the curves referred as 
RA. 

 

As we can observe, the difference between the Rudd-RA and the Cobut-RA curves remains 

almost constant across the whole energy range. If we compare the Rudd-RA with the GS-RA curves, 

with two or five states, the difference gets smaller going towards higher energies. Observing the 

curves without the relativistic correction is more obvious and a cross between the ionization (Rudd) 

and the excitation (GS five states) cross sections take place for high energies. This relationship 

between ionization an excitation has a strong impact on the w-values as it will be presented in the 

next section of results.  
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3. Results  3.1. Ion Stopping Power 
The mass stopping power (Smass) for proton and carbon ion impact on liquid water are presented 

in figures 9 and 10. The MDM-Ion simulation and the CSDA approximation are compared with 

recommended data and measurements. Our calculated values represent the total mass electronic 

stopping power considering the ionization and the electronic excitation processes with two excited 

states (A1B1 and B1A1). 

In Figure 9, we compare Smass calculated with the CSDA and MDM-Ion codes using the same 

inelastic cross sections, i.e., Rudd model for ionization and Cobut model for electronic excitation. A 

good agreement is observed between them, and with both experimental values [45,46] and 

recommended data from NIST and ICRU 49 [47,48]. As expected, we observe a relativistic effect 

beyond 50 MeV. It is important to mention that the values from NIST have an estimated uncertainty 

from 1% to 4% in the high-energy region [48] and the experimental data an uncertainty around 5%. 

Calculations on the MDM-Ion were run to reach statistical uncertainties lower than 1% (see Appendix 

C for more statistics details of these calculations). 
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Figure 9: Comparison of the mass stopping power in liquid water for proton impact calculated with the 
CSDA formalism (dash line and solid line with no relativistic approximation) and the MDM-Ion in liquid 
water (square+line and open square+line with no relativistic approximation). They are also compared with 
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recommended data from ICRU 49 (solid balck line) and experimental data from Siiskonen et al. 2011 [46]. 
(triangles). 

 

Figure 10 shows the Smass for carbon ion projectiles. Each method matches very well with the 

other one and with the recommended values from ICRU 73 [49] on the range of high relativistic 

energies. Values from the MDM-Ion have a statistical uncertainty smaller than 1%, while those of 

ICRU 73 can reach higher uncertainties, from 4% onwards. 
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Figure 10: Carbon ion mass stopping power in liquid water calculated using the CSDA formalism and 
the MC MDM-Ion model. They are compared with recommended data from ICRU 73 [49].  

 

To test the inelastic cross sections introduced for ion impact, the Smass was also calculated using 

the two semi-empirical models of excitation cross sections described in section 2.3.2. We will refer 

as model 1 the one that considers the excitation cross sections of Cobut, and model 2 the one that 

considers the GS cross sections. The results, presented in Figure 11, show good agreement between 

them and also with recommended data.  
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Figure 11: Comparison of the mass stopping power for proton impact implementing two models in the 
MDM-Ion calculations. Model 1: Rudd-RA and Cobut-RA cross sections; Model 2 Rudd-RA and GS-RA. 

They are also compared with recommended data of ICRU 49 [48]. 
 

In Figure 12, we present the relative percentage difference between the computed MDM-Ion 

and CSDA mass Stopping Power with the ICRU recommended values. As we can observe, for both 

projectiles the discrepancy is less than 2% for energies below 100 MeV/u. Beyond this energy the 

percentage of discrepancy increases, due to the relativistic approximation made in the cross sections. 

The curves including MDM-Ion calculations present deviations associated to statistical fluctuations. 
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Figure 12: Relative percentage difference between the MDM-Ion and CSDA mass Stopping Power 
calculated data with the ICRU recommended values. 3.2. Differential w-values 

The differential w-values were calculated by applying the CSDA and the MC code MDM-Ion 

for the transport of proton and carbon ion projectiles. In this section we present the results by taking 

into account relativistic corrections on the projectile velocity and multiple electron emission. We also 

show the relevance of the excitation cross sections used in the calculation of the w-values. 

3.2.1. Excitation cross section dependence 
Differential w-values for proton and carbon ion impact on liquid water were calculated using 

the MDM-Ion code. In Figure 13, w-values calculated using the Cobut and GS models are compared 

(no relativistic correction and post-collisional effects are taken into account yet). It can be observed 

an almost constant behavior with Cobut model. In the case of GS model, it is observed a higher w-

value when we consider the same two electronic excitation states as the Cobut model, that increases 

by considering five excitation states. 
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Figure 13: Differential w-values calculated with MDM-Ion for proton impact on liquid water, 
calculated with different excitation cross section models and different number of electronic states. Ionization 
CS were calculated with Rudd model. square+line represents Cobut cross sections; diamond+line represents 
GS cross sections, in both cases considering two electronic excitation states. triangle+line represents GS cross 

sections with 5 electronic excitation states.  
 

In the following MDM-Ion calculations, the Cobut electronic excitation cross sections model 

is used to be in accordance with the model introduced for electron transport into the MDM code.  

3.2.2. Relativistic Approximations (RA) in cross sections 
Figure 14 shows the w-values for swift proton impact on liquid water calculated with the CSDA 

and the MDM-Ion code, introducing RA in ionization and excitation cross sections. The MDM-Ion 

results with and without RA are compared. The error bars in these values represent a 99.7 percent 

confidence interval (see Appendix C for details in the statistics used). For energies higher than 50 

MeV it can be observed that the values with and without relativistic corrections differ by less than 

0,5% contrary to the results shown for the stopping power (see previous section 3.1).  

Comparing the w-values with RA calculated with CSDA and MDM-Ion, we can observe a very 

good agreement between them. A small difference can be appreciated beyond 100 MeV which could 

be attributed to an overestimation of the number of electron-ion pairs in the CSDA calculations. This 

method is very sensitive to small fluctuations in the calculation and require a large data base.  
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Figure 14: Differential w-values for proton impact on liquid water with and without relativistic 
corrections in the projectile velocity calculated with MDM-Ion and the CSDA. 

 

3.2.3. Multiple ionization and electron Auger emission 
To study the influence of Auger electron emission on the differential w-values for ion impact, 

it is essential to study first its effects on the integral W-values for electron projectiles. In Figure 15 

we present the W-values calculated with the MDM code for electron impact on liquid water. We 

observe differences in W-values depending on whether Auger electrons emission is considered. The 

discrepancy between these curves can reach 4% for an electron energy of 10 keV. The relativistic 

effect was not considered in these calculations since it has not relevance for energies lower than 20 

keV. 
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Figure 15: W-values for electron impact on liquid water with and without Auger electron emission 
calculated with the MDM code. 

 

Figure 16 shows the differential w-values with and without Auger electrons for swift proton 

and carbon ions projectiles. The curves for both projectiles coincide for this high energy range. This 

is related to the dependence of the ionization and excitation cross sections with the square of the 

projectile charge Zp2 at high impact energy. At medium and low energies, the electronic capture and 

ion charge exchange processes starts dominating over the electronic excitation and ionization 

processes. Such observations were also made for the mass stopping power, in figures 9 and 10 

presented in the previous section. The study of the w-values in this low energy region is an interesting 

topic in dosimetry research because it is the region where the ion deposits its maximum energy in the 

medium, called the Bragg peak, and will be the subject of further research. 

It can be observed that the w-values considering Auger emission are smaller than without them. 

For high-energy impact, Auger emission dominates the multiple ionization cross sections as was 

observed for the case of Ne and other atomic targets [39]. A mean value of 20,6 eV is marked with a 

straight line considering the Auger electrons with an uncertainty corresponding to 1%.  
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Figure 16: Differential w-values for proton and carbon ion impact on liquid water with relativistic 
corrections in the projectile velocity. Auger electron emission was also taking into account. 

 

We also made calculations with or without considering the direct double ionization process, but 

since it has relevance only at lower energies it did not influence the w-values results.  

In Figure 17, MDM-Ion results are compared with other MC codes and with CSDA calculations 

performed by other authors for proton and electron impact. The w-values, calculated using the MDM-

Ion code, reach an asymptotic value of ~20,6 eV. Baek and Grooswendt (2007) [50] calculated the 

integral and differential w-values for proton impact on liquid water using an analytical expression 

based on the CSDA. To do so, they determined the ratio between the ionization cross section and the 

stopping power values from ICRU. To calculate the single differential ionization cross sections they 

used three different models, one from Dingfelder et al. (2000) [51], one from Emfietzoglou et al. 

(2000) [29] and the HKS (Hansen-Kocbach–Stolterfoht) model [52]. The w-values obtained lies 

between 21,5 eV and 26,5 eV in the energy range of 1 MeV to 10 MeV, and display an increase with 

increasing energies.  

 In Figure 17 we also compare our calculations from MDM with other MC codes for electron 

impact [15]. To include in the same figure electron and proton projectiles, we scaled the electron 

projectile energy to plot the integral W-value as a function of the proton kinetic energy with the same 

velocity as the electron projectile. Above 1 MeV, all the curves become relatively flat but with 

different values. The MDM code reaches a constant value of 21,1 eV which has a good agreement 

with the experimental 20,8 eV value. This value has been determined indirectly from measurements 
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of the radiolytic yield of solvated electrons [26]. It is also very close to that obtained for proton and 

carbon ion projectiles. The codes PARTRAC [3] and RETRACK [14] give higher values than that 

obtained from MDM, reaching 25,5 eV and 22,8 eV respectively. The inelastic cross sections 

included in the PARTRAC code are based on a non-relativistic first-order plane-wave Born 

approximation and a model of the dielectric response function of liquid water. It takes into account 

the five electronic excitation states presented in this paper with the GS model (see Appendix A). 

Auger electron emission after the 1a1 orbital ionization was also included. The RETRACK code uses 

the Rudd’s formalism for the ionization cross sections and the Cobut model for electronic excitation 

states A1B1 and B1A1, but adding the plasmon excitation that increases considerably the total 

excitation cross section. This code also includes electron-parent ion recombination, autoionization 

and molecular fragmentation post-collisional processes.  
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Figure 17: Differential w-values for proton impact are compared with electron impact W-values 
(integral) for different MC codes and CSDA on liquid water. Electron projectile: MDM (green star), 
GEANT4_Op2 (purple row), PARTRAC (black square) and RETRACKS (orange triangle). Proton 

projectile: MDM-Ion (half pink circle), CSDA with different models (lines red, blue and black). The value 
from indirect measurements of 20,8 eV is indicated by an arrow. 

 

Geant4-DNA results, calculated with one of the options of inelastic cross sections available, are 

also shown in Figure 17. The “option 2” constructor (referred as Geant4_Op2 in the figure) includes 

the Auger electron emission process and takes an energy of cut-off for the tracking of 7,4 eV, 

obtaining a constant W-value of 19,5 eV [15]. Another option (Geant4_Op4) [53] gives the same 

asymptotic value as the RETRACKS code.  
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4. Discussion 
 

The Smass for swift proton and carbon ion impact on liquid water calculated with the two 

methods, MDM-Ion and CSDA, are in very good agreement with experimental and with 

recommended data. The results for the high energies considered do not show a strong dependence on 

the excitation cross sections used because the energy deposition is dominated by the ionization 

processes. Instead, the w-values show to be very sensitive to the choice of the excitation cross section 

models as well as the number of excitation states considered. As can be observed in Figure 13, w-

values calculated with the Cobut model have a constant behavior for all the projectile energies, as it 

was observed in experimental results for other atomic and molecular targets [54]. This is related to 

the almost equal trend between the ionization and the excitation cross sections (e.g. a constant ratio 

between the cross sections) according to the FBA, as proposed by Fano [55]. This asymptotic 

behavior does not occur if we use the GS excitation cross sections. We also observe an important 

increase in the w-values when using the 5 electronic excitations levels. This is related to a lower 

probability to produce ionizations when the proportion of excitations is increased, thus generating a 

lower number of electron-ion pairs. Therefore, w-values have a strong dependence on the magnitudes 

of the ionization and excitation cross sections and on the ratio between them: the larger this ratio is, 

the smaller the w-value.  

Regarding the relativistic approximation made on the projectile velocities, we can observe that 

the w-values calculated with and without this correction have a very small difference between them. 

This behavior was expected, since the ratio between ionization and excitation cross sections is not 

affected by the relativistic approximation. On the contrary, this correction has a strong impact on the 

stopping power results since it has a direct relation with the cross section and no with the ratio between 

them (see figures 9 and 10). 

The Auger emission post-collisional effect was included for electron, proton and carbon ion 

impact. The relevance of including this effect for high energy impact was observed for all the 

projectiles studied (see figures 15 and 16 for electron and ion impact respectively). As it was expected, 

the w-values considering Auger electrons is smaller than without them because the number of 

electrons produced by the projectile increases without losing any extra energy in this post-collisional 

effect.  

The dependence with the projectile charge was also investigated. The w-values for carbon ions 

match with the proton curve. This independence with the ion charge occurs because, at the high 

energies studied, both the ionization and excitation cross sections have a dependence with the square 
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of the projectile charge Zp2 and then the ionization and excitation cross sections ratio does not change. 

In figure 17, w-values for electron and proton impact on liquid water calculated with MDM and 

MDM-Ion codes are also in very good agreement with each other and with the only one experimental 

value existing according our knowledge. These results agree with the conclusions of Christophorou 

about the characteristics of w-values for other media [56]: this parameter is insensitive not only to the 

incident particle energy (at high impact energies) but is also nearly independent of the radiation 

quality. The insensitivity of W to the particle energy means that the measurement of ionization is 

equivalent to the measurement of relative energy loss determinations. Then, the Bragg curve (that is 

the number of ions created per unit path length) has the same shape than the energy-loss curve [26]. 

These results are relevant in radiation dosimetry and are the bases of reference dosimetry in 

hadrontherapy. Results from PARTRAC, RETRACKS and Geant4-DNA MC codes, show 

asymptotic behaviors of this parameter as function of the incident electron energy. The observed 

differences in the w-values are related to the excitation cross sections used and to the post-collisional 

processes considered, showing the relevance of calculate this physical parameter as a benchmark for 

MC codes developed for radiobiological research. Geant4-DNA option 2 constructor (that introduce 

the default models for the cross sections) gives the best agreement with our MDM and MDM-Ion 

calculations. Results from Baek and Grosswendt [50], obtained applying a very simple 

approximations based on the CSDA, shown an increasing trend with proton energy that does not agree 

with the MC results nor with the expected projectile energy independence.  

To summarize, across the entire energy range studied, an agreement within a 2% is achieved 

for MDM-Ion and MDM with the measured value of 20,8 eV. Regarding the other MC codes, the 

discrepancy between them and our MDM results reaches up to 7%, related to the choice of the 

inelastic processes cross sections, especially for the case of electronic excitation and post-collisional 

effects.  

 

5. Conclusions 
 

In this work we presented the Monte Carlo code MDM-Ion developed to calculate physical 

parameters of fundamental interest in hadron therapy: the stopping power and the w-values for swift 

proton and light ion impact on liquid water. We investigated the impact of the excitation cross 

sections, the relativistic corrections in the ion velocity and the post-collisional Auger emission in the 

physical parameters studied. Stopping power are strongly dependent on the ionization cross sections 

and then, the relativistic corrections are mandatory at impact energies greater than 50 MeV/u. MDM-

Ion and CSDA results are in excellent agreement with recommended data.  
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The w-values were found to be very sensitive to the choice of the inelastic cross sections, 

especially on the excitation cross-sections where semi-empirical models differ from each other even 

though they are based on the same experimental data. We also showed the relevance of including 

multiple electron emission for the high energies used for hadrontherapy treatments. We obtained a 

4% of difference by considering or not the post-collisional Auger electrons emission. Results obtained 

with the MDM-Ion for proton and carbon ions are in very good agreement with the MDM results for 

electron impact and have constant behaviors across the high energy range investigated. Numerical 

calculations based on the CSDA (using the same inelastic cross sections) are also in good agreement 

with the MDM and MDM-Ion results. These calculated w-values are in good agreement with the 20,8 

eV value derived by indirect measurements for electron impact on liquid water. In addition, our results 

are close and have the same behavior as other simulation codes widely used today for radiation 

dosimetry and radiobiological research.  

According to the results obtained, we can conclude that w-values are independent of the 

projectile charge (light ions), mass and energy at the high energy regime. Research at intermediate 

and low energies is required to better understand the behavior of w-values and its dependence with 

the projectile charge and mass. However, more experimental w-values are needed for liquid water to 

be used as a benchmark (together with the stopping power) for MC codes developed for nano and 

micro-dosimetry.  

In future work, the MDM-Ion code will be extended to calculate stopping power and w-values 

in air and in other media of interest in hadron therapy.  
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A.1. Ionization cross section 

The differential ionization cross section was calculated using the semi-empirical equation 

developed by Rudd et al (1992) [37] for proton impact on molecular targets. The analytical expression 

in function of the kinetic ejected electron energy E is, 

where PQ is the binding energy of the electron in the k shell with occupancy Nk, e=E/PQ, wc= 

4v2−2v−R/4PQ, with v= (T/PQ)1/2 the projectile velocity and T is the kinetic energy of an electron with 

the same speed as the projectile. S=4πa0
2NkR

2/PQ2 with a0 the Bohr radio and R=13,6 eV the Rydberg 

constant. The magnitudes pq(b), pJ(b) y α are adjustment parameters; the first two are associated 

with the primary particle by the following expressions and their values are shown in table 

 

Table 1: Molecular orbital, binding energy and mean kinetic energy used to calculate single ionization on 
liquid water taken from Dingfelder [51]. 
Molecule Molecular orbital PQ ,Q 

H2O liquid 

1a1 539.0 2 
2a1 32.30 2 
1b2 16.05 2 
3a1 13.39 2 
1b1 10.79 2 

 

Table 2: Parameters used to calculate single ionization on liquid water from Dingfelder [51]. 
Parameters H2O liquid Internal orbitals �q 1.02 1.25 �q 82 0.50 �q 0.45 1.00 �q -0.8 1.00 'q 0.38 3.0 �J 1.07 1.10 �J 14.6 1.30 �J 0.6 1.00 �J 0.04 0.0 x 0.064 0.66 

 

X#Qe���(3, ')X' = FPQ
(pq + pJ 6)(1 + 6)E t 11 + 6uvwx(6 − 1U)/byz (A. 1) 

pq  =  @q + �q pJ =  @J �J/(@J + �J) �q  =  �q 9&(1 + bJ)/(bJ  + �q/bJ) @q  =  �q b�q/w1 +  'qb(�q��)y �J  =  �J/bJ +  �J/b� @J  =  �J b�J 
(A. 2) 
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A.2. Excitation cross section 

Green and Stolarski’s semi-empirical model [44] gives and analytical expression for total 

electronic excitation cross sections for electron impact. In this model, the cross sections for each 

excited state k are defined by: 

T being the kinetic energy of the electron, the energy of the k-th excited state 'Q, �] = 4π�]J�J =6.51410�q�  w67J:DJy �, ω, γ and � adjustment parameters (see Table 3 below).  

 

Table 3: Parameters used to calculate excitation cross section on liquid water taken from Kutcher and Green 
[43]. 
Molecule Excited state 'Q � ω �  γ 

H2O liquid 

A1B1 8.4 0.0302 0.6537 3.0 1.561 
B1A1 10.10 0.0617 0.6447 3.0 1.537 

Rydberg A+B 11.26 0.0142 0.6670 3.0 1.415 
Rydberg C+D 11.93 0.0590 0.5796 3.0 1.813 
Diffuse band 14.10 0.086 0.4535 3.0 3.0 

 

Following the work of Cobut et al. (1998) [36] and Kim (2001) [57] to scale the energy 

dependence deduced from the Born approximation, the differential cross section for electron impact 

has the form: 

where T is the kinetic electron energy, W an excitation energy, A=8.6 eV is the ionization energy 

threshold, �]Q is the mean excitation energy for the considered level, xQ defines the energy spread 

around �]Q, and �]Q is the oscillator strength for the transition. �GHT and �G-. are the maximum and 

minimum energy transfers respectively in function of t= T/ W, 

 

Excited states �]Q (eV) xQ (eV-2) �]Q 
A1B1 8.4 3 0.0187 
B1A1 10.10 1 0.0157 

#Q ¡(3) = ��]'QJ t'Q3 z¢ £1 − t'Q3 z¤¥¦          w:DJy (A.3) 

X#Q§)¨�+X� = ©�]Q(3 + � + �) 6�ª«(¬�¬j«)k9& t�GHT�G-. z   (A.4) 

�G-. = 2; − 1 − 2n1 − 1/; , �GHT = 2; − 1 + 2n1 − 1/;      ­� �GHT < 1  �GHT = 1    ­�  �GHT ≥ 1   (A.5) 
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To obtain the cross sections for proton impact the electron kinetic energy is scaled to the 

proton energy 3o by 3 = D]//D]o3o; #/TUo�)+).�3o� =  #/TU/(/U+�).(3). 

 

Appendix B. Theoretical electron cross sections 

B.1. Ionization cross section 

Single differential cross section was formulated by Kim and Rudd [32]: 

where PQ is the binding energy , °Q is the kinetic energy of the media of the binding electron, ,Q is 

the number of occupancy in the k shell, ; = 3/PQ, 6 = '/PQ, ± = °Q/PQ, F = 4π�]J,Q�J/PQJ, �] =0.5292 10�³ cm Bohr radio and � = 13.61 67 is the Rydberg energy. 

 

Table 4: Molecular orbital, binding energy from Dingfelder et al. (1998) [58] and mean kinetic energy from 
Rudd et. al (1992) [37] on liquid water. 

Molecule Molecular Orbital PQ °Q ,Q 

H2O 

1a1 540.0 794.75 2 
2a1 33.30 71.0 2 
1b2 16.60 48.695 2 
3a1 14.70 59.2 2 
1b1 11.95 61.45 2 

 

The extension to the relativistic energies was developed by Kim, Santos and Parente (2000) 

[34]. This expression is in function of the ratio between the electron velocity and the speed of light c, 

where b+, b¨ and b� are the velocity of an electron with kinetic energy T, PQ and °Q respectively. D] 

is the electron mass in rest. 

Therefore, the relativistic equation of single differential cross section is 

X#QgYg(6, ;)X' = FPQ  (; + ± + 1) 5 −1; + 1 t 1(6 + 1) + 1(; − 6)z
+ t 1(6 + 1)J + 1(; − 6)Jz
+ 9& ; t 1(6 + 1)E + 1(; − 6)Ez?       w:DJ/67y 

(B.1) 

+́J = b+/:,      +́J = 1 − 1(1 + ;R)J ,      ;R = 3/D]:J 
´J̈ = b¨/:,      ´J̈ = 1 − 1(1 + µR)J ,      µR = PQ/D]:J 
´�J = b�/:,      ´�J = 1 − 1(1 + ±R)J ,      ±R = °Q/D]:J 

(B.2) 
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where x = 1/137 is the fine-structure constant. 

Detailed explanations about the cross sections used in the present work to follow secondary 

electrons can be found in Gervais et al. 2006 [33]. 

 

Appendix C. Uncertainties in the Monte Carlo calculations 

To calculate the differential w-values and the Stopping Power we made several simulations in 

order to reach an uncertainty less than 1%. Since the number of simulations N was very big, we 

consider the uncertainty to be the standard deviation of the mean #G/H. estimated as, 

#G/H. = #√, 

where # is an estimate for the standard deviation of the calculated quantity and N the number of 

simulations.  

The percentage of the uncertainty was calculated by dividing this value with the mean of the 

magnitude in study, this is #G/H.% = ¹/H.ºZ»[¼  ∗ 100%. 
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