
HAL Id: hal-03335735
https://hal.science/hal-03335735

Submitted on 19 Nov 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

CNN for multiple sclerosis lesion segmentation: How
many patients for a fully supervised method?

Alexandre Fenneteau, Pascal Bourdon, David Helbert, Christine
Fernandez-Maloigne, Christophe N Habas, Rémy Guillevin

To cite this version:
Alexandre Fenneteau, Pascal Bourdon, David Helbert, Christine Fernandez-Maloigne, Christophe N
Habas, et al.. CNN for multiple sclerosis lesion segmentation: How many patients for a fully supervised
method?. International Conference on Advances in Biomedical Engineering, Oct 2021, Wardanyeh,
Lebanon. pp.30-33, �10.1109/ICABME53305.2021.9604859�. �hal-03335735�

https://hal.science/hal-03335735
https://hal.archives-ouvertes.fr


CNN for multiple sclerosis lesion segmentation:

How many patients for a fully supervised method? ∗

Alexandre Fenneteau1,2,3,4, Pascal Bourdon2,3, David Helbert2,3,
Pascal Bourdon2,3, Christine Fernandez-Maloigne2,3, Christophe

Habas3,4,6, and Rémy Guillevin3,5,7
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Abstract

In this study we propose to improve an existing artificial neural
network architecture, the MPU-net, which is designed for having very
few parameters for multiple sclerosis lesion segmentation on magnetic
resonance images. With this improved architecture we conducted a
study to assess the influence of the number of training examples on
the model performance and generalization. The question behind this
study is: “With an appropriate architecture, how many patients do we
need?”. We evaluated 9 different adaptations of the MPU-net architec-
ture. Then, after the selection of the best architecture we learned the
model multiple times with different numbers of patients and assessed
its performances. The addition of deep supervision, the reduction of
number of convolutional layers and the addition of regularization lay-
ers produced a more stable and performant architecture. Learnings of
selected model with only 10 exams delivered performances equivalent
to learnings with 23 exams. So, in our experimental setup, it is possible
to learn a performant model with only 10 fully annotated examples.
Keywords - Segmentation, Deep Learning, Few examples, Multiple
Sclerosis
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1 Introduction

Multiple Sclerosis (MS) is an auto-immune disease which affects the central
nervous system (brain and spinal cord). It causes lesions and demyelination
of nerves. These reactions can induce visual, mental, motor disorders and
physical disability.

In Magnetic Resonance (MR) images the radiologist can detect, classify
and quantify lesions induced by MS and orient patient care and treatment
accordingly. The lesion screening is time-consuming and subject to intra
and inter observer variability[1]. The automatic segmentation of MS lesion
has the potential to bring more reproducibility and to help radiologists in
their daily tasks.

There are different types of algorithms for MS lesion segmentation from
brain MR images, including statistical models, classic machine learning mod-
els and more recently deep learning models. Several deep learning methods
for MS lesion segmentation have been proposed [2]. Those methods are
highly supervised, tend to outperform other approaches and reach a seg-
mentation performance comparable to human [3]. Currently, the trainings
of supervised methods are performed on public or private segmentation data
sets. The clinical or private data sets used have a number of annotated sub-
ject from a few dozen to more than 1000 [2]. The most known public data
sets (MICCAI 2008 [4], MICCAI 2016 [5] and ISBI 2015 [3, 6]) contain not
much than 21 available annotated exams each. Public data sets are exten-
sively used but are their size sufficient? For this study we used the ISBI 2015
data set to stay consistent with previous work and the Lesjak-2018 data set
which is the public data set that contains the biggest number of annotated
exams. We chose not to assemble data sets to avoid issues on working with
multi-center MR images.

In a previous study, we dit not improve the performance of a Convolu-
tional Neural Network (CNN) by using self-supervision for MS lesion seg-
mentation [7]. One hypothesis advanced was that the data set size was
already sufficient and, therefore, pre-training would not improve segmen-
tation predictions. Driven by previous work on finding an efficient CNN
architecture for MS lesion segmentation in terms of number of learnable
parameters the Minimally Parameterized U-net (MPU-net) [8], we propose
1) to improve the MPU-net and 2) to assess the needed number of training
patients for this light architecture. We dit not find published architectures
with a comparable low number of learnable parameters. Therefore, we dit
not compare our results to another method. We show that the learning of a
MS lesion segmentation task with a modified MPU-net only requires a few
fully annotated samples.
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2 Material and methods

The experiment is split in two successive steps:

1. Refinement of the MPU-net architecture

2. Evaluation of the required number of training patient

2.1 Architecture refinement

We started with the MPU-net architecture see Fig. 1 but as said in [8], it
can be improved especially by adding regularizers such as dropout [9] and
batch normalization [10] layers. Inspired by the U-net++ [11] we wanted to
add deep supervision and to extend the architecture as shown in Fig. 1.

Figure 1: The architecture template for the MPU-net and the MPU-net++.
The content of conv block is detailed in Fig. 2.

We evaluated 9 different variations of the MPU-net based on the ar-
chitecture template of Fig. 1. The variation consists in adding batch nor-
malization, dropout layers and including residual blocks [12] in the encoder
part of the model. For the MPU-net++ template, the number of consecu-
tive convolutions in each block has also been evaluated since the addition of
multiple decoders increased the number of convolutional layers from 21 in
the original MPU-net to 32 in the MPU-net++. The evaluated variations
are detailed and named in Fig. 2.

2.2 Training patient number

The evaluation of required training patients was performed on the Lesjak-
2018 data set [13] described in 2.3.1 with 30 segmented patients. During
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Figure 2: The different variations of MPU-net tested. For each variation
the template see Fig. 1 and convolutional block change

this study we kept the same 6 patients for the testing set and the remaining
for training set.

We evaluated 7 different sizes of sub-training set with a number of pa-
tients of: 1;3;5;8;10;15;19;23. For each sub-training set, the subjects were
randomly selected among the 24 patients of the training set. Each training
was repeated 5 times with new random selections to see the influence of the
number of patients on training robustness and to lower the impact of patient
selection (a set can be more instructive than another one).

2.3 Data

During the study, following [8], only T2-fluid-attenuated inversion recovery
(FLAIR) images were used among all MR images available in each exam
since they are the most effective in practice [14].

2.3.1 Data sets

For this study we used two different data sets: one for the architecture re-
finement and the other one for the evaluation of the training patient number.

The MPU-net was designed and evaluated on the ISBI 2015 data set.
We decided to continue its improvement with the same set to stay consistent
with the first study. But, this data set contains multiple exams from only
5 different patients. To avoid this limitation, we opt to select another data
set for the evaluation of training patients number, the Lesjak-2018 data set
with 30 exams from different patients.

ISBI 2015 The data set contains 21 MR exams belonging to 5 different
patients. Each patient has 4 to 5 consecutive exams within a one-year span.
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Images were preprocessed, skull-stripped and resampled to a 1 mm3 isomet-
ric resolution. The ground truth segmentation of MS lesion from 4 different
radiologists and 1 consensus are included. The split between training and
validation sets have been performed accordingly to [8] with exams from one
patient as the testing set and the exams from all remaining patients as train-
ing set.

Lesjak-2018 The data set consists of 30 MR exams from different pa-
tients. Images were preprocessed and skull-stripped. The resolution of im-
ages is 0.8 × 0.47 × 0.47 mm3. We chose to resample images to a resolution
of 0.8 × 0.8 × 0.8 mm3 to have 3D convolutions spatially consistent. The
ground truth segmentation provided is the consensus of 3 different radiolo-
gists’ segmentation. 6 patients were kept for the testing set. The training
set and subsets were selected among the 24 remaining patients.

2.3.2 Pre-processing

For each data set we performed an additional intensity preprocessing includ-
ing histogram normalization [15] and z-normalization consisting in subtract-
ing to each image its mean intensity and dividing by its standard deviation.

2.4 Learning and testing specifications

The trainings were performed on 32 × 32 × 32 patches randomly extracted
from the brain area with a batch size of 256 for the ISBI 2015 data-set and
of 161 for the Lesjak-2018 data set. The model was trained 30 epochs con-
taining 26,100 patches each on 4GPUS. The Adam [16] optimizer with a
learning rate of 0.004 and the Dice loss were used for the training as in [8].

For the testing, the patches are extracted all along the volumes with an
overlap of 8 in each dimension. The segmentation result is spatially aver-
aged and thresholded to set to background values < 0.6 and to foreground
remaining values.

3 Result and analysis

3.1 Architecture refinement

Following method described in 2.1, we evaluated 9 different adaptation of
the MPU-net 3 times each.
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Figure 3: Box plot of the test results in terms of Dice score for each architec-
ture variation. The box shows the quartiles of Dice for each variation while
the whiskers show the rest of the distribution, except for outliers showed as
points.

The box plot of test results on Fig. 3 shows that adding batch normal-
ization and dropout layers improved the performances over the testing set.
Those regularizers also improved learning reproducibility since they reduced
the range of results quartiles and distribution. The residual implementation
(3rd column) improved also regularized architectures (2nd column) except
the MPU-net++2CBND model. We make the assumption that residuality
in encoder might help segmentation prediction but can also brings instabil-
ity when the model is sufficiently regularized and well-designed. Note that
the MPU-net++ confidence intervals are very large, this is in accord with
the fact that by adding multiple convolutional layers without regularizers,
it drastically decreases the performances and the robustness of the model.

We notice that adding deep supervision while reducing the number of
convolutional layers gave improvements in training robustness and testing
performance. Adding batch normalization and dropout layers improved
again model training and performance. Residual blocks in encoder might
help but in our case, the best results were obtained with the MPU-net++2CBND
architecture. We continue the next experiments with the MPU-net++2CBND
architecture, this architecture is constituted by 22 convolution layers and has
a total of 37,935 learnable parameters versus 21 convolutional layers and
33,332 learnable parameters for the original MPU-net. In terms of com-
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plexity the improvement observed only cost 1 convolutional layer and 4̃000
learnable parameters which is acceptable.

3.2 Training patient number

To evaluate the required number of training patients we repeated experi-
ments 5 times following the 2.2.

Figure 4: Performances in Dice score depending on the training patient num-
ber. Each dot represents a tested patient. The whiskers represent standard
deviation centered around the average.

In Fig. 4 we can see that, best average Dice scores (near 0.6) are ob-
tained from 10 training patients. Learning from a single patient does not
seem to be a good strategy since the mean Dice score is low (0.3) but is al-
most doubled with 3 learning patients. We did not see significant difference
between learning with 3 or 5 patients. Surprisingly, learning with 8 patients
reduces performances compared to 5 patients which is something we did not
expect.

This shows that, with our experimental setup, learning with only 10
training patients is equivalent to learning with 23 patients. Note that learn-
ing with 3 patients gave lower segmentation performances than with 10 pa-
tients but still delivered honest segmentation quality. The fact that learning
with 8 patients is worst than with 5 patients in average was not expected.
The random choice of learning patients may have been a bad combination
in some trainings or composed by cases particularly different to those in the
testing set.

Conclusion

Many algorithms for the automatic segmentation of MS lesion in brain MR
images have been proposed. This has the potential to bring more repro-
ducibility in a daily radiologist task and to improve the quality of patient
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care.

In this study we focused on improving the MPU-net, a “minimal ar-
chitecture” in terms of number of parameters since we did not find lighter
published architecture. As a low number of parameters should require a low
number of training examples to be able to generalize, we study the quality
of trained models with different number of learning patients.

We show that the MPU-net++2CBND architecture was the better eval-
uated for our task and experimentally observed that best performances on
our testing set were achieved with only 10 learning patients.

This study should be extended to other data sets, with more repetitions
to give more reliability to the work performed. This study is constrained by
the size of data sets and the random choice of learning patients.

Our results show that with a low number of parameters and a regularized
U-net like architecture, the MPU-net++2CBND, we can learn a performant
model for MS lesion segmentation with only 10 learning patients and that we
can lower this number to 3 to learn a model with reasonable performances.
This work is a preliminary work for studying few shot and weakly supervised
learning for this particular task and see how many examples and supervision
we need to learn an efficient model for medical image segmentation.
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