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Abstract. Nowadays, the security of both digital and hard-copy docu-
ments has become a real issue. As a solution, numerous integrity check
approaches have been designed. The challenge lies in finding features
which are robust to print-and-scan process. In this paper, we propose
a new method of printed-and-scanned character matching based on the
adaptation of biometrical features. After the binarization and the skele-
tonization of a character, feature points are extracted by computing
crossing numbers. The feature point set can then be smoothed to make it
more suitable for template matching. From various experimental results,
we have shown that an accuracy of more than 95% is achieved for print-
and-scan resolutions of 300 dpi and 600 dpi. We have also highlighted
the feasibility of the proposed method in case of double print-and-scan
operation. The comparison with a state-of-the-art method shows that
the generalization of proposed matching method is possible while using
different fonts.

Keywords: Printed document · Feature extraction · Print-and-scan pro-
cess · Crossing numbers · Matching method.

1 Introduction

Due to the broad availability of professional image editing tools, cheap scan-
ning devices and advancements of high-quality printing technologies, there is a
high need in fast, reliable and cost-efficient document authentication techniques.
The actual pandemic situation forces the people and the administrative centers
to use digital copies of hard-copy documents. The official hard-copy documents
have specific security elements that can be efficiently used for document au-
thentication as moiré patterns, holograms, or specific inks [24]. Nevertheless,
the digital copies of such documents can be easily tampered using some image
editing tools (like Photoshop or Gimp) [2] or using some novel deep learning
approaches [18,27,28]. That is why, there is a high need of designing efficient
and robust solutions for printed-and-scanned document integrity check.
For described situations, we need to work with the documents in two formats
(hard-copy and electronic soft-copy). This type of documents is called hybrid
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documents [6]. For hybrid documents, the integrity check must work identically
for both soft-copy and hard-copy documents. That means that if the document
was printed and captured several times without tampering, the document in-
tegrity check should label this document as authentic.
One of the first hybrid protection system was presented in [25]. There was pro-
posed to construct the hash digests for the text in electronic and printed docu-
ments. The technique based on the use of Optical Character Recognition (OCR)
software and a classical cryptographic message authentication code gave a good
performance. Later it was shown that the OCR software cannot give us stable
results due to Print-and-Scan (P&S) process impact [8,22].
In this paper, we do not want to improve the accuracy and stability of OCR
methods, we would like to find some features extracted from character skeletons
that can be robust to P&S impact and used for character representation. These
features are then matched with a template in order to identify a character. We
consider this work as a first step for the construction of text fuzzy hash that can
then easily be stored in a high capacity barcode and integrated to documents
(or stored in a database) as a document representation.
The rest of the paper is organized as follows. We introduce the existing docu-
ment authentication methods and the impact of P&S process to hard-copy and
printed-and-scanned documents in Section 2. The proposed feature extraction
method as well as the proposed matching methods are presented in Section 3.
We show the experimental results in Section 4. Several future paths are discussed
in Section 5. Finally, we conclude in Section 6.

2 Challenges of printed document protection

There exist several approaches for hard-copy document authentication. The first
one is a forensics approach that aims at identifying the printer and scanner [4]
that were used to produce a given hard-copy document and its scanned version.
Here, some specific features are extracted from the printed characters according
to different techniques as gray-level co-occurrence matrix [13,14], noise energy,
contour roughness and average gradient of character edges [19]. These features
are then classified using different machine learning methods (LDA, SVM, etc.) in
order to identify the printer. In the last few years, some forensics methods based
on deep learning appear [9,15]. In [15], authors presented human-interpretable
extensions of forensics algorithms that can assist to human experts to under-
stand the forensics results. This approach cannot be used for hybrid document
authentication as we cannot control the printer and scanner used, and thus, the
forensics features cannot ensure the authenticity of a hybrid document.
The second approach aims to add a specific copy-sensitive code to the document
that is used to detect unauthorized duplication of the document [17,23]. These
solutions take an advantage of the stochastic nature of Print-and-Scan (P&S)
process. Nevertheless, these copy sensitive codes can only make the difference
between first print and all other re-prints of the document. Thus, this approach
cannot be also extended to hybrid document authentication. However, if such
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code has a high storage capacity as [23], it could be used for document hash
storage.
The third approach works with hybrid documents [6]. The contributors of this
approach introduce the term of stability in the document processing domain. The
main idea of this approach is to separate the document into primary elements
as images [5], text [8], layout [7] and tables [1], and to represent these elements
by stable features. These stable features are unchanged when the document is
printed-and-scanned using different resolutions.
The text integrity check can be done by another approach that consists of the
construction of document hash using the specific feature code extracted from
each character [21]. The authors show that the proposed solution can resist to
affine transformations, JPEG compression and low-level noise, but is not robust
to median filtering. Specific features based on character skeleton can also be
used for character recognition [12]. The authors reported the recognition results
comparable with those obtained by the deep learning approach. In [22], the au-
thors suggest to use the PCA for character feature extraction and a minimal
euclidean distance for character recognition. The main problem of this approach
is the extraction of correct bounding boxes and stable features as a P&S pro-
cess impacts to the shape and color of the printed characters. In addition, this
machine learning based method cannot be generalized, thus it is necessary to
re-train the model for each font type.
The images after P&S process are affected by noises, blur and other changes
[20,29]. Therefore, the P&S communication channel is always characterized by
loss of information. The loss could be minimal and imperceptible by the naked
eye, but it is significant for authentication test or integrity check.
When the soft-copy document is printed and scanned, some noise is added by
the printer and the scanner. Therefore, if a hard-copy document was scanned
and re-printed, it suffers from double impact of the P&S process. In general
case, the document can be scanned and reprinted several times. Nevertheless,
the most realistic situations are: 1) one P&S operation - when the soft-copy was
printed and then scanned or captured with a camera by a person before sending
to authority center; 2) double P&S - when the hard-copy was scanned and then
reprinted by an authority center (or a person). That is why, in this paper, we
work with characters printed once (P&S) or printed twice (double P&S).

3 Proposed method

When a hard-copy document is scanned several times, each time a slightly differ-
ent document image is obtained [31] due to the optical characteristics of captured
devices. The similar problem can be found in biometrics: we know that the en-
rolled fingerprint has several differences with the stored fingerprint template.
In this work, we want to adapt the biometrical features for character feature
extraction and matching with a template.
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3.1 Pre-processing operations

The pre-processing steps of fingerprint matching process consists of binarization
and thinning (or skeletonization) processes. As a P&S process impacts a lot to
the character shape, we need to apply some morphological operations before the
binarization step in order to fill the holes (appeared due to the inhomogeneous
spread of ink during printing or quantization and compression operations during
scanning). In this paper, we do not focus on the search of the best pre-processing
operations, we use 1) the opening operation to correct possible errors of P&S
process, 2) the classical Otsu’s binarization method [16] and 3) the classical
thinning method based on medial axis transform [11].

3.2 Feature extraction

The feature extraction is done from the skeleton image of a character, in digital
(during the template construction phase) or printed-and-scanned form.
We analyze pixels of the binary image considering their neighborhood. Two pixel
values are possible: 0 for black and 1 for white (the skeleton is represented by
white pixels). In order to extract significant feature points, we compute the
crossing numbers [30]. For each pixel, the associated crossing number is defined
as half of the sum of differences between two adjacent pixel values. Depending on
the value of its associated crossing number (CN), five pixel types can be defined,
as presented in Fig. 1.

CN = 0 CN = 1 CN = 2 CN = 3 CN = 4

Isolated Ending Connective Bifurcation Crossing
point point point point point

Fig. 1. Five pixel types as a function of their associated crossing number (the centered
pixel framed in red is the pixel of interest).

In biometrics, only ending and bifurcation points are generally considered for
minutia extraction from fingerprint. However, in the case of printed characters,
it should be interesting to consider isolated and crossing points in addition.
Indeed, isolated points should be relevant for characters ’i’ and ’j’ and crossing
points for ’x’.
Furthermore, for some characters, serifs can be present. A serif is a small line
or stroke attached to the end of a longer stroke in a character. They can induce
the extraction of additional feature points. Indeed, in case of serif, there are
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a bifurcation point and one or two close ending points. These last extracted
features are not significant. Therefore, we propose a smoothed version (S) of the
feature extraction step consisting to remove these ending points from the feature
point set. In addition, the serifs are not presented in all kinds of fonts, so the
smoothed version of features is more adapted for generalization of the matching
methods.
In order to perform the smoothing operation, we compute the euclidean distance
between a bifurcation point and each extracted ending point. If this distance is
lower than the threshold th, the ending point is considered as being part of a
serif and is then removed from the feature point set. Note that the value of the
threshold th is experimentally fixed and depends on the template database. The
practical interest of this smoothing operation is illustrated in Section 4.2 and
Fig. 4.

3.3 Template matching

In order to compare a printed-and-scanned character with the digital template,
we suggest to test three different matching methods:

– M1: For each feature point extracted from the printed-and-scanned charac-
ter, we are looking for the closest (in terms of euclidean distance between
coordinates) reference point in the template of digital character. Therefore,
two extracted feature points can be associated to the same reference point.
We then average the distances computed for each extracted feature point.

– M2: For each reference point in the template of digital character, we are
looking for the closest (in terms of euclidean distance between coordinates)
feature point extracted from the printed-and-scanned character. We then
average the distances computed for each reference point.

– M3: Same as M1, but we only consider the reference points which have the
same crossing number type as the extracted feature point to compare. More-
over, we focus on template of digital characters which have approximately
the same number of reference points as the number of extracted features
from the printed-and-scanned character (equal numbers +/- 2).

The template of digital character which has the smallest difference score with
the printed-and-scanned character allows us to find the associated letter in the
alphabet. The performances with each of these methods are discussed in Sec-
tion 4.

4 Experimental results

In this section, we present the database used and the pre-processing steps done.
Then, we show the extracted features for matching and we discuss the results
obtained for character images printed-and-scanned once with 300 dpi and 600 dpi
resolutions.
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4.1 Database description

In our database3, we have 10 images per low-case character with Times New
Roman font, that gives us in total 260 images per P&S resolution. All images are
of size 100×100 pixels with a character centered in the image. For images printed-
and-scanned with 300 dpi, we apply the ×2 resize function before centering these
characters in the images. We illustrate some images from our database in the
Fig. 2. We can notice that there exist small imperfections for characters printed
with 300 dpi in comparison with those printed with 600 dpi or digital sample.
In addition, the printed characters are in grayscale. Thus, we need to do some
pre-processing before the skeleton extraction process.

(a) (b) (c)

Fig. 2. The letters from our database a) digital sample, b) sample printed and scanned
with 300 dpi, c) printed and scanned with 600 dpi.

After several experiments, we have found that the best results for our database
are obtained using an open morphological operation with square structural ele-
ment of size 3×3. After this operation, the character color is more homogeneous
and the binarization process works better. We binarize the characters using
classical Otsu’s binarization. After the binarization, the skeletonization is done
using the build-in Matlab function (bwskel) that uses the medial axis transform
based on thinning algorithm introduced in [11]. This function uses 4-connectivity
with 2-D images and gives us sufficient results for character skeleton extraction.
Examples of skeletons extracted using this function are illustrated in Fig. 3.

(a) (b) (c)

Fig. 3. The skeletons extracted from characters a) digital sample, b) sample printed
and scanned with 300 dpi, c) printed and scanned with 600 dpi.

3 The database is available on demand. Contact: iuliia.tkachenko@liris.cnrs.fr

iuliia.tkachenko@liris.cnrs.fr
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From Fig. 3, we notice that the skeleton is less noisy in the case of digital
sample and a sample printed and scanned with 600 dpi. In addition, several
strokes detected in samples Fig. 3.b-c are not present in the template (Fig. 3.a).
Therefore, we have decided to compare the proposed matching methods using
non-smoothed and smoothed features.

4.2 Feature extraction

The comparison of non-smoothed and smoothed features is illustrated in Fig. 4.
We present the extracted features from the skeletons of both digital and printed
and scanned with 600 dpi versions of the ’v’ character. The feature points are
displayed in red for a better visualization. Moreover, each point coordinates and
type are also indicated. From the skeleton of the digital character, we extract
four feature points: one bifurcation point (CN = 3) and three ending points
(CN = 1). From the skeleton of the printed-and-scanned character, the number
of feature points is bigger. Indeed, there are three bifurcation points and five
ending points. However, due to the presence of serifs, some feature points are not
relevant for comparison and matching. Using the smoothing operation described
in Section 3.2 with a threshold th = 15 according to our experiments on the
template database, they are removed from the feature point set. One can then
note that, after this operation, the same number of feature points is obtained
for the digital character and the printed-and-scanned version. In addition, we
can remark that their coordinates are quite close from each others, which is an
important property to ensure a good match.

Non-smoothed Smoothed

Digital (template)

[(28, 30, 1), (28, 70, 1), (60, 51, 3), (67, 51, 1)] [(28, 30, 1), (28, 70, 1), (60, 51, 1)]

P&S 600 dpi

[(28, 29, 1), (28, 43, 1), (28, 60, 1), (29, 68, 1), [(32, 36, 1), (31, 65, 1), (61, 49, 1)]
(31, 65, 3), (32, 36, 3), (61, 49, 3), (68, 49, 1)]

Fig. 4. Example of skeleton extraction and crossing number extraction.
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4.3 Character matching

For character matching experiments, we have constructed a database with 26 tem-
plates of digital characters. These templates are used during the matching pro-
cess in order to recognize 260 character images printed-and-scanned with 300 dpi
resolution and 260 character images printed-and-scanned with 600 dpi resolu-
tion. We do not test the matching methods with digital characters as they always
have the same features and, thus, they are always correctly recognized.
Table 1 shows the results obtained for each letter while the characters were
printed-and-scanned with 300 dpi resolution. A big number of characters are
matched correctly in 100% of cases even if we use non-smoothed features (see
rows M1,M2,M3 in Table 1). Nevertheless, for some characters, the use of
smoothed features significantly improves the matching results (for example, for
letters ’k’, ’m’, ’v’). The smoothed features improve the results for the char-
acters that have additional strokes in the end points. In general, we can make
the conclusion that the matching method M3 with smoothed features gives us
the best matching results. This is proved by the mean values shown in Table 2
(Pre-processing 1). Indeed, we see that the mean correct matching rate for char-
acters printed-and-scanned with 300 dpi resolution, obtained with SM3 method,
is equal to 95%.

a b c d e f g h i j k l m

M1 1 0.9 1 1 0.9 1 1 1 1 0.8 1 0.5 1

M2 1 0.9 1 1 1 1 1 0.1 0.8 1 0.5 0.8 0.7

M3 1 0.9 1 1 0.9 1 1 0.4 1 0.8 0.9 0.5 0.5

SM1 1 0.9 1 1 0.9 1 1 1 0.9 0.8 1 0.5 1

SM2 1 0.9 1 1 1 1 1 0.1 0.7 1 0.1 0.5 0.7

SM3 1 0.9 1 1 0.9 1 1 1 0.9 0.8 1 0.5 1

n o p q r s t u v w x y z

M1 1 1 1 1 1 0.8 1 1 0.1 1 1 1 0.9

M2 1 1 1 1 1 0.8 1 1 0.5 0.6 1 0.9 0.9

M3 0.3 1 1 1 1 1 1 1 0.1 1 1 0.8 0.9

SM1 1 1 1 1 1 0.8 1 1 1 1 1 0.8 0.9

SM2 1 1 1 1 1 0.8 0.7 1 0.7 0.9 0.9 0.8 0.7

SM3 1 1 1 1 1 1 1 1 1 1 1 0.8 0.9

Table 1. Character matching rates using different crossing number comparison tech-
niques (P&S 300 dpi).

Fig. 5 illustrates the results obtained for each letter while the characters were
printed-and-scanned with 600 dpi resolution. From these results, the same con-
clusions can be done: the matching method M3 with smoothed features (SM3)
gives us the best matching results. The mean correct matching rate with SM3

method is equal to 97.31% from Table 2 (Pre-processing 1). We can conclude
that the proposed feature extraction and matching methods work better for these
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images as the resolution and, thus, the image quality are higher. We only need to
improve the results for letters ’b’, ’e’, ’o’ and ’z’ by adjusting the skeletonization
step. These results are very promising and show us that we can extract stable
features and construct a text hash.

a b c d e f g h i j k l m n o p q r s t u v w x y z0.0

0.2

0.4

0.6

0.8

1.0
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te

M1 M2 M3

(a)

a b c d e f g h i j k l m n o p q r s t u v w x y z0.0
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0.6

0.8

1.0
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SM1 SM2 SM3

(b)

Fig. 5. Character matching rates using different crossing number comparison tech-
niques (P&S 600 dpi): a) non-smoothed methods, b) smoothed methods.

5 Discussion

The results presented in the previous section show that the suggested method
can work well for character images printed-and-scanned using different resolu-
tions. Nevertheless, the characters after double P&S have more distortions [22].
Therefore, when we tested our matching methods with images after double P&S
process, we have obtained the results presented in Table 2 under the title “Pre-
processing 1”. We notice that the recognition results for characters after double
P&S process are drastically lower than the results after P&S with 300 dpi and
600 dpi and equal to 74.23%. Analyzing these results, we have visualized the
character images after the pre-processing operations (introduced in Section 4) in
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Fig. 6.b. From this illustration, we can conclude that suggested pre-processing
operations are not adapted to the character images after double P&S process.

(a) (b) (c)

Fig. 6. Examples of a character a) after double P&S, b) after “pre-processing 1” used
in Section 4.1, c) after “pre-processing 2” presented in this section.

The double P&S process changes the character shape (see Fig. 6.a) due to the
scanner quantization and compression steps. Therefore, we need to apply specific
pre-processing to improve the character shape. In order to fill the holes in the
images (see Fig. 6.b), we use the 2× 2 open-close operation. This pre-processing
step significantly improves the character shape and makes the color more ho-
mogeneous (see Fig. 6.c). After these morphological operations, the thinning
operation works better and the matching results are significantly improved (see
Table 2 under the title “Pre-processing 2”).

M1 M2 M3 SM1 SM2 SM3

Pre-processing 1

P&S 300 dpi 91.92% 86.54% 84.62% 94.23% 82.69% 95.00%

P&S 600 dpi 95.77% 90.77% 73.46% 97.31% 86.15% 97.31%

double P&S 600 dpi 66.92% 65.77% 54.23% 73.08% 66.54% 74.23%

Pre-processing 2

P&S 300 dpi 85.38% 86.15% 83.46% 84.62% 78.08% 88.08%

P&S 600 dpi 89.62% 88.85% 90.00% 90.00% 85.38% 91.15%

double P&S 600 dpi 78.08% 75.38% 76.54% 80.00% 70.77% 83.46%

Table 2. Percentage of correctly recognized characters using suggested crossing number
comparison techniques.

Table 2 shows that the correctly used pre-processing operations can significantly
improve the recognition results: the recognition rate improves up to 83.46%.
Nevertheless, the recognition results of characters printed once drop off from
95− 97% to 88− 91%. Thus, for that moment, we do not find unique set of pre-
processing operations for both characters printed once and characters printed
twice.
This study helps us to identify several future paths:



Crossing number features: from biometrics to printed character matching 11

– Find the unique pre-processing operations for characters printed once and
twice. We can test image noise reduction and image sharpening methods, or
even try to do the pre-processing step using a deep learning approach [3].

– Find stable skeleton extraction method that ensures the stable extraction of
proposed features. For this, we can, for example, extract the noise resistant
digital euclidean connected skeletons introduced in [10].

– Make the text processing by lines in order to avoid the problems with bound-
ing boxes extraction. Indeed, we can extract the same features by lines and
then use a fuzzy hash functions for text hashing. This solution can be similar
to sketchprint presented in [26].

Finally, we have decided to compare our matching method with PCA based
approach from [22]. The results are reported in Table 3, where abbreviations
F1F1 and F2F2 mean that the training and testing were done using the same
font (F1 - Times New Roman, F2 - Arial) and abbreviation F1F2 means that F1

was used for training and F2 for testing. We note that the PCA approach gives
slightly better results while training and testing sets come from the same font.
Nevertheless, the generalization is better using our proposed matching method
SM3: the matching accuracy is 17 − 20% higher in case of P&S 300 dpi and
P&S 600 dpi, and it is 8% higher in case of double P&S with “pre-processing 2”.

Proposed matching SM3 PCA approach [22]
F1F1 F1F2 F2F2 F1F1 F1F2 F2F2

Pre-processing 1

P&S 300 dpi 95% 85.77% 85.38% 99.62% 66.54% 94.62%

P&S 600 dpi 97.31% 82.69% 85% 91.15% 65.00% 97.69%

double P&S 600 dpi 74.23% 70.00% 68.08% 96.54% 76.15% 91.15%

Pre-processing 2

P&S 300 dpi 88.08% 86.15% 84.62% 94.23% 66.92% 95.00%

P&S 600 dpi 91.15% 86.54% 85.38% 97.31% 66.54% 98.08%

double P&S 600 dpi 83.46% 83.84% 78.85% 90.77% 76.15% 90.77%

Table 3. Comparison of proposed SM3 matching technique with PCA based approach
from [22].

From the results of Table 3 and from the feature extraction method, we can
conclude that the proposed matching methods are more adapted for fuzzy text
hash construction than the PCA based method.

6 Conclusions

Nowadays, the use of both soft-copy and hard-copy documents increases sig-
nificantly. In the same time, due to accessibility of editing tools and print-
ing/capturing devices as well as the improvements of deep learning techniques,
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the number of document counterfeits increases each year. For fighting against
the document counterfeits, it is important to find a novel integrity check systems
that work well for both versions of documents (soft- and hard-copies).
In this paper, we have proposed crossing numbers based features for printed char-
acter matching. These features were extracted from the character skeletons. We
have explored the use of non-smoothed and smoothed features. The smoothed
features show us more stable and high accuracy results of 95% and 97.31% both
for characters printed with 300 dpi and with 600 dpi, respectively. The additional
experiments were done for the characters printed-and-scanned twice. When the
pre-processing operations are chosen correctly, the matching accuracy for double
P&S characters comes up to 83.46%. In addition, it was shown that the proposed
matching methods can be generalized when different fonts are used for template
construction and matching.
In the future, we would like to modify the pre-processing operations (noise reduc-
tion and skeletonization) in order to improve the matching results and construct
compact text hash using the proposed features for printed document integrity
check.
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