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Distributed Full-Consensus Control of Multi-Robot Systems with Range and
Field-of-View Constraints

Esteban Restrepo Antonio Lorı́a Ioannis Sarras Julien Marzat

Abstract— In this paper we solve the full-consensus problem
for multiple nonholonomic vehicles interacting over a directed
leader-follower topology and subject to sensing constraints in
the form of limited range and limited field-of-view. Remark-
ably, based on a polar-coordinates model transformation, the
designed controller is time-invariant and smooth (in the domain
of definition). Moreover, the control laws rely only on local
measurements, making it well suited for implementation. The
asymptotic convergence to the consensus manifold as well as the
respect of the constraints is established using Lyapunov’s first
method and cascaded systems theory. Realistic simulations in
the Gazebo-ROS environment, which illustrate the effectiveness
of our theoretical contributions, are shown in an accompanying
video.

I. INTRODUCTION

The distributed consensus problem, being the basis of
most multi-vehicle interactions, has received considerable
attention in recent years [1], [2]. For multi-agent systems of
nonholonomic vehicles, two main problems are addressed
in the literature, position consensus [1], [3] and full con-
sensus [4], [5]. In the first case, all agents converge to the
same position with an arbitrary or predetermined orienta-
tion. In the second case, agreement on both position and
orientation is sought. Furthermore, these protocols may be
implemented using absolute position and orientation values
[3], [5] or rather, using relative measurements [2], [6],
[7]. In most practical scenarios, however, protocols using
absolute measurements may not be implementable since
only the relative measurements from embedded sensing
devices are available to the vehicles. This, in turn, presents
an additional challenge, when the sensing devices have a
limited range or a limited field of view. Indeed, in such
scenarios assuming that each agent has access to its neigh-
bors’ information at all times, although necessary from a
theoretical viewpoint, might be conservative in practice.

Consequently, considerable attention has been focused
on the study of coordination strategies of multi-agent sys-
tems subject to distance and field-of-view constraints. In
[8]–[10] coordination protocols with field-of-view-based
connectivity are considered, albeit for linear integrator
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models. For nonholonomic systems, most works in the
literature address only the problem of position consensus.
Moreover, the solutions are based, for the most part, on
non-smooth or time-varying control laws. The latter have
the advantage to guarantee uniform forms of asymptotic
stability in closed loop, which guarantees robustness, but,
in general, they are difficult to tune and may give rise to
undesirable behavior, such as oscillations [4], [5]).

In [11] using relative information, a navigation-function-
based controller with distance-based connectivity mainte-
nance is proposed for multi-agent systems interconnected
over directed graphs; nevertheless, the controller is non-
smooth and it presents some problems inherent to the
navigation-function framework such as local minima and
the need to have a bounded workspace. In [12] distance
constraints are considered for leader-follower topologies
based on barrier functions. However, only position con-
sensus is achieved and the controller requires the knowl-
edge of absolute positions. In [13] distance constraints are
addressed and practical stability of a position-consensus-
based formation is achieved, but the estimation of global
parameters is required. In [6], [7] the authors develop
time-varying control laws with prescribed performance
considering both distance and field-of-view constraints.
Nevertheless, full consensus is not achieved and only the
platooning problem, with interaction topologies consisting
of single directed chains, is addressed.

In this paper we extend the results obtained in [14],
where a distributed controller achieving full consensus of
multiple vehicles in a leader-follower configuration is pro-
posed, albeit considering only relative-distance constraints.
More precisely, herein the full-consensus problem is solved
for multi-agent systems subject to both distance and field-
of-view constraints and interacting over an arbitrary leader-
follower topology, that is, a directed spanning tree graph.
The control design is based on a polar-coordinates model
for unicycles proposed in [15]. The advantages of using
this model are twofold. First, we are able to propose a con-
troller which is time-invariant and smooth in the domain
of definition. Second, since the polar-coordinates model
relies only on relative variables of distances between agents
and line-of-sight angles, the proposed controller may be
implemented without inter-agent information exchange.
These two characteristics not only facilitate the analysis of



the closed-loop system, but they also render the control law
more suited to implementation.

The paper is organized as follows. In Section II the
model and the problem statement are presented. The main
results are presented in Section III and are illustrated via
simulations in Section IV. Concluding remarks are given
in Section V.
Notation. The real n-coordinate space, with n ∈ N, is
denoted as Rn; Rn≥0 and Rn>0 are the sets of real n-vectors
with all elements non-negative and positive, respectively.
The notation ‖x‖ is used for the Euclidean norm of a vector
x ∈ Rn. A function γ : R≥0 → R≥0 is said to be of class
K, if it is continuous, strictly increasing and zero at zero.
If moreover γ(s) → ∞ as s → ∞, we say that γ ∈ K∞.
A digraph, denoted G = (V, E), is defined by a set of
nodes, V := {1, 2, . . . , n} whose elements correspond to
the labels of the agents’ states and a set of edges, E ⊆ V2 of
cardinality m, that represents the communication between
a pair of nodes. A directed edge ek, with k ≤ m, is an
ordered pair (i, j) ∈ E if and only if a connection exists
from node i to node j. The distance d(i, j) between nodes
i, j ∈ V is the number of edges in the shortest path from i
to j. A directed spanning tree GT is a graph consisting of
a root node, with no parent, and a set of nodes reachable
from the root.

II. MODEL AND PROBLEM STATEMENT

We consider a multi-agent system composed of n uni-
cycles. To facilitate the control design and the analysis,
the multi-vehicle system is represented using an alternative
polar-coordinates-based model. Such model has the advan-
tage that equilibria are reachable via smooth time-invariant
feedback. Moreover it naturally leads to the design of
controllers that rely only on local relative measurements
–cf. [14], [15].

For every pair of leader and follower vehicles in the
system, labeled i and j respectively, let ρk ∈ R≥0 denote
the distance separating them, βk ∈ (−π, π] denote the
angle between the line of sight and the leader’s direction
of motion, and αk ∈ (−π, π] denote the angle between
the line of sight and the follower’s direction of motion. See
Figure 1 for a graphical representation.

Fig. 1. Leader-follower scheme and polar-coordinates variables

Then, for a network of agents interacting in a leader-
follower configuration, we have m interconnected dynam-
ical systems described by the following equations:

ρ̇k = vi cosβk − vj cosαk (1a)

β̇k =
1

ρk
[−vi sinβk + vj sinαk]− ωi (1b)

α̇k =
1

ρk
[−vi sinβk + vj sinαk]− ωj, (1c)

where vj and ωj are the control inputs, and vi and ωi,
which are respectively the leader’s velocity and angular
rate, are considered as external signals.

The objective is to design distributed control laws that
achieve full consensus for the multi-agent system. From
a dynamical systems viewpoint, the solutions to Eqs. (1)
correspond to the leader-follower relative error trajectories
for the pair of index k. Therefore, the full consensus control
goal is reached if (ρk, βk, αk)→ (0, 0, 0) for all k ≤ m.

In addition to the distributed nature of the information in
the system, we also assume that the agents cannot commu-
nicate with each other. Instead, we consider that each agent
is only able to measure or estimate information from its
immediate leader. Thus, the leader-follower configuration,
may be represented by an arbitrary directed spanning tree
GT graph as in Figure 2, where the triple (ρk, βk, αk),
corresponds to the state of an edge ek in the tree GT .
Herein assume to have perfect knowledge of the estimates
of the relative state (ρk, βk, αk). The estimation of these
variables from the on-board measurements is out of the
scope of this paper.

: : :

i

j

: : :

· · · · · ·

er elp−1
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ek elp
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Fig. 2. Directed spanning tree GT .

In graph theory, it is well-known that a directed spanning
tree is the minimal configuration necessary to achieve con-
sensus [16]. However, in this paper we also consider that
the vehicles are subject to sensing constraints in the form of
a limited field-of-view, described by an angle of view, and
limited range described by a maximal detection distance.
Therefore, the existence of this minimal topology cannot
be assumed, but rather has to be enforced by the control
law. Thus, besides achieving full consensus, in this paper
we design controllers that ensure the following properties.

Definition 1 (Distance-based connectivity maintenance):
For each k ≤ m, let ∆ρ,k > 0 denote the maximum
distance between the leader-follower pair (i, j), i.e., the



edge ek, such that the measurements of the follower j are
reliable. We say that the distance constraints are respected
if the set

Jρ :=
{
ρk ∈ R≥0 : ρk < ∆ρ,k, ∀ k ≤ m

}
(2)

is forward invariant. That is, ρk(0) < ∆ρ,k implies that
ρk(t) ∈ Jρ for all t ≥ 0.

Definition 2 (Field-of-view connectivity maintenance):
For each k ≤ m, let ∆α,k > 0 denote the maximum
line-of-sight angle, corresponding to half the angle of
view, such that for the leader-follower pair (i, j), i.e., the
edge ek, the leader is inside the follower’s field of view.
We say that the field-of-view constraints are respected if
the set

Jα :=
{
αk ∈ (−π, π] : |αk| < ∆α,k, ∀ k ≤ m

}
(3)

is forward invariant. That is, if αk(0) < ∆α,k implies that
αk(t) ∈ Jα for all t ≥ 0.

Thus, the problem considered herein is to define dis-
tributed smooth time-invariant control laws vj and ωj ,
j ≤ n, such that, the relative variables (ρk, βk, αk) con-
verge to zero for all k ≤ m and that connectivity, ac-
cording to Definition 1 and Definition 2, is maintained
for all initial conditions satisfying ρk(0) ∈ Jρ\{0} and
αk(0) ∈ Jα, and for all t ≥ 0.

III. MAIN RESULTS

A. Controller design

The control approach is based on the classical backstep-
ping method [17]. The main idea for system (1) is to first
design a virtual input α∗k along with vj in order to stabilize
the origin of the subsystem (1a)-(1b). Then, the angular
rate ωj is designed so that αk(t)→ α∗k(t), or equivalently,
defining the error variable α̃k := αk−α∗k, so that α̃k → 0.

Furthermore, in order to guarantee connectivity and
field-of-view requirements, the controller design relies on
the concept of barrier Lyapunov functions. These func-
tions are reminiscent of artificial potential fields, which
have been extensively used in robotics to enforce con-
straints [18], [19]. Here, we encode the distance and field-
of-view constraints using the barrier Lyapunov function
candidates

Uζ,k(ζk) :=
1

2

[
ζ2
k + ln

(
∆2
ζ,k

∆2
ζ,k − ζ2

k

)]
, ζ ∈ {ρ, α}.

(4)
Unlike quadratic Lyapunov functions, the barrier Lya-
punov functions have the property of growing unbounded
as the state approaches the imposed limits, i.e.,Uζ,k(ζk)→
∞ as ζk → ∆ζ,k. Therefore, by guaranteeing that
Uζ,k(ζk(t)) remains bounded along the trajectories of the
closed-loop system, the respect of the state constraints is
guaranteed.

The control inputs are chosen in terms of the gradient of
the barrier function (4), which is given by

∇ζUζ,k ,
∂Uζ,k
∂ζk

, ζ ∈ {ρ, α}.

After a direct computation we obtain

∇ζUζ,k = pζ,k(ζk)ζk (5)

where
pζ,k(ζk) = 1 +

1(
∆2
ζ,k − ζ2

k

) .
For further analysis we stress that pζ,k(ζk) ≥ p0 > 0 for
all |ζk| < ∆ζ,k with p0 a positive constant, and pζ,k(ζk)→
∞ as ζk → ∆ζ,k.

Remark 1: Notice that when the sensing limits ∆ζ,k

tend to infinity, that is, there are no constraints on the
state, the second term in the right-hand-side of (4) vanishes
and the barrier Lyapunov function becomes a quadratic
Lyapunov function. Thus, the barrier function (4) may be
used for the design of consensus protocols with or without
sensing constraints.

From a control theory viewpoint, we want to use the
barrier functions as Lyapunov functions for the analysis of
the closed-loop system. However, from the backstepping
method, the closed-loop system depends on the error vari-
able α̃k rather than on the constrained variable αk. There-
fore, in order to be able to use the barrier function encoding
the field-of-view constraints as a Lyapunov function, Uα,k
has to be modified so that it is made positive definite in
α̃k. For this purpose, we rely on the concept of recentered
barrier function introduced in [20], and exploited in multi-
robot coordination in [21] among others. The recentered
barrier function Ũα,k is defined as

Ũα,k(α̃k):=Uα,k(α̃k + α∗k)− Uα,k(α∗k)−
∂Uα,k(α

∗
k)

∂α∗k
α̃k.

(6)
Remark 2: The recentered barrier function Ũα,k is pos-

itive definite, that is, Ũα,k(α̃k) > 0 for all α̃k 6= 0 and
Ũα,k(0) = 0, and it tends to +∞ as |αk| → ∆α,k, or
equivalently, as |α̃k + α∗k| → ∆α,k. Therefore it is a valid
barrier Lyapunov function for the closed-loop system.

Now, following the backstepping approach, the virtual
input is designed as [14],

α∗k := arctan(−c3βk), (7)

with c3 a design constant satisfying

0 < c3 < min
k≤m
{∆α,k/π}.

Remark 3: Note that the bound on c3 comes from
the design of the recentered barrier function (6). In-
deed, in order for the term Uα,k(α

∗
k) to be well de-

fined, we need to guarantee |α∗k| < ∆α,k. Therefore,



since |α∗k| ≤ c3|βk| and βk ∈ (−π, π] by definition,
choosing c3 < mink≤m{∆α,k/π}, the terms Uα,k(α

∗
k)

and [∂Uα,k/∂α
∗
k] (α∗k) are well defined and upper bounded

by some positive constants.
Let the coefficients

ajk:=

{
1 if edge ek is incident on node j
0 otherwise (8)

represent the available information for each agent j based
on the interaction topology GT . Then, based on the latter,
the distributed control inputs vj and ωj are taken propor-
tional to the gradient of the barrier functions Uρ,k and
Ũα,k, respectively. More precisely, the controller is given
as follows:

vj := c1

∑
k≤m

ajkηk ∇ρUρ,k(ρk), (9)

ηk :=
√

1 + (c3βk)2 (10)

ωj :=
∑
k≤m

ajk

[
c2∇α̃Ũα,k(α̃k) +

[
ψk +

[
1 +

c3
η2k
ω̃k
]
sin(αk)

ρk

]∑
i≤n

aikvi

]
(11)

where c1, c2 > 0 are design constants. In turn, the term

ψk := −∇ρUρ,k
[cos(αk)− cos(α∗k)]

∇α̃Ũα,k

+
βk
ρk

[sin(αk)− sin(α∗k)]

∇α̃Ũα,k
(12)

compensates for the error dynamics coming from the track-
ing problem of the backstepping method. The term

c3

η2
k

ω̃k
sin(αk)

ρk

∑
i≤n

aikvi,

where

ω̃k :=

[
∂2Uα,k(α

∗
k)

∂α∗2k

]
α̃k

∇α̃Ũα,k
, (13)

is used to dominate the additional terms coming from the
derivative of the recentered barrier function (6).

Remark 4: Note that (13) is well posed for all ρk ∈
Jρ\{0} and all αk ∈ Jα. Indeed, using (5), (6), and
L’Hôpital’s rule, we have

lim
α̃k→0

α̃k

∇α̃Ũα,k
= lim

α̃k→0

1

pα,k(α̃k) +
∂2pα,k(α̃k)

∂α̃2
k

α̃k

= $,

where $ is a positive constant. Moreover

lim
|α̃k|→∆α,k

α̃k

∇α̃Ũα,k
= 0.

Furthermore, noting that | sin(α̃k+α∗k)−sin(α∗k)| ≤ |α̃k|
and | cos(α̃k + α∗k) − cos(α∗k)| ≤ |α̃k|, the previous
statement holds also for (12).

Since the root node (which represents the leader agent)
has no incoming edges, a1k = 0 for all k ≤ m —cf.
Eq. (8). Therefore, with the full consensus protocol (9)-
(11), the inputs of the leader are set equal to zero, i.e.,
v1(t) = ω1(t) = 0. This case is analyzed next. It may
be shown, however, that with the proposed controller, the
range and field-of-view requirements are satisfied, even
when the leader has non-zero inputs which might come
from additional objectives like trajectory tracking.

B. Multi-agent system with static leader

Consider a multi-agent system composed of n unicycles
with interactions represented through an arbitrary directed
spanning tree. The multi-agent system in a leader-follower
topology may be represented as a cascaded system. To see
this, notice that the tree representing the leader-follower
topology may be divided into h ≤ n − 1 levels based
on the distance to the root node —see Figure 2. Denote
Ep ⊂ E the set of edges such that the distance from its
terminal node to the root of the tree, labeled i = 1, is equal
to p ≤ h, i.e., Ep := {ek = (i, j) ∈ E : d(1, j) = p}.
Without loss of generality, assume that each level p of the
tree contains an lp number of edges, such that 1 ≤ lp ≤ m,∑h

p=1 lp = m. Then, for each level p having lp arcs labeled
ek with k ∈ [lp−1 + 1, lp] we define the closed-loop state
variables

ξ>p :=
[
ξ>p,1 · · · ξ>p,lp

]
∈ R3lp , ξ>p,k := [ρk βk α̃k] ∈ R3.

Using this notation, the systems (1) in closed loop with
the inputs (9)-(11), with k ≤ m and for the considered
graph, can be written in the compact cascaded-system
form,

ξ̇p =fp(ξp) + gp(ξp, ξp−1), p ∈ [2, h]

ξ̇1 =f1(ξ1)
(14)

where, for each p ≤ h,

fp(ξp) :=
[
fp,1(ξp,1)> . . . fp,lp(ξp,lp)

>]>,
gp(ξp, ξp−1) :=

[
gp,1(ξp,1, ξp−1)> . . . gp,lp(ξp,lp , ξp−1)>

]>
and the nominal systems, ξ̇p,k = fp,k(ξp,k), correspond to

ρ̇k =− c1∇ρUρ,k
[
1 + [cos(αk)− cos(α∗k)]ηk

]
(15a)

β̇k =− 2c1pρ,k(ρk)
[
c3βk − [ sin(αk)− sin(α∗k)

]
ηk
]

(15b)
˙̃αk =− c2∇α̃Ũα,k

− c1

[
ψkηk − (1− ω̃k) c3ηk

sin(αk)

ρk

]
∇ρUρ,k

(15c)

where we recall that αk = α̃k + α∗k.
The interconnection term gp(ξp, ξp−1) depends on states

relative to the p-th level in the tree and to the previous one



in the following way. Fix k ∈ [lp−1+1, lp] and r ∈ [lp−2+
1, lp−1] in a manner that the edge er ∈ Ep−1 is incident on
ek ∈ Ep, that is, so that the terminal node of er is the initial
node of ek —see Figure 2. Let ξp−1,r := [ρr βr α̃r]

> be
the state associated to er. Then,

gp,k (ξp,k, ξp−1) =

c1 cos(βk)ηr ∇ρUρ,r
g̃β (ξp,k, ξp−1,r)
g̃α (ξp,k, ξp−1,r)

 , (16)

where ηr :=
√

1 + (c3βr)2,

g̃β :=− c1ηr∇ρUρ,r
[
sin(βk)

ρk
+
[
1 +

c3

η2
r

ω̃r
]
sin(αr)

ρr
+ ψr

]
− c2∇αŨα,r

and

g̃α :=− c2c3

η2
k

∇αŨα,r − c1ηr∇ρUρ,r
[(

1 +
c3

η2
k

)
sin(βk)

ρk

+
c3

η2
k

[
ψr +

(
1 +

c3

η2
r

ω̃r
)
sin(αr)

ρr

]]
(17)

where αr = α̃r + α∗r .
We stress that ∇ρUρ,r is a function of ρr only and

[∇ρUρ,r](0) = 0. Similarly, [∇α̃Ũα,r](0) = 0. There-
fore, from the definition of gp we have gp(ξp, 0) ≡ 0.
Hence, based on cascaded-systems theory [22], [23], one
can assert that if for every p ∈ [2, h + 1] the solution of
ξ̇p−1 = fp−1(ξp−1) converges to zero and if, for every
p ∈ [2, h], the solutions of ξ̇p = fp(ξp) + gp(ξp, ξp−1),
denoted ξp(t), remain bounded, we also have ξp(t) → 0.
This is established in our main statement.

Proposition 1 (Main result): Consider a multi-agent
system composed of n unicycles, described by the
m interconnected systems (1), interacting over a
directed spanning tree GT and subject to distance
and field-of-view constraints as defined by (2)-(3). The
smooth time-invariant controller (9)-(11) asymptotically
achieves full consensus with connectivity maintenance,
i.e., (ρk, βk, αk) → (0, 0, 0), and ρk(t) ∈ Jρ and
αk(t) ∈ Jα, for all k ≤ m, all t ≥ 0, and for
all initial conditions (ρk(0), βk(0), αk(0)) such that
ρk(0) ∈ Jρ\{0} and αk(0) ∈ Jα.

The proof of this statement, which is omitted due to
space constraints, follows arguments from cascaded sys-
tems’ theory [22], [23], where convergence to the con-
sensus manifold is concluded by establishing asymptotic
stability for each nominal system and boundedness of the
interconnections. Moreover, the connectivity and field-of-
view constraints hold by showing that the barrier functions
remain bounded along the trajectories of the system.

IV. SIMULATION RESULTS

To illustrate our theoretical results, some numerical sim-
ulations were performed in MATLAB. Furthermore, using

the Gazebo-ROS simulator, we validated the connectivity-
maintenance property of the proposed algorithm in a more
realistic simulation scenario. A video with representative
simulations accompanies this paper.

For the tests we consider six agents interconnected in
a leader-follower topology (a directed spanning tree) as
illustrated in Figure 3.

3

4

1 2

5

6

e1

e2

e3

e4

e5

Fig. 3. Labeled directed spanning tree graph. The leader is labeled as “1”.

For all the simulations, the controller parameters are
fixed to c1 = 0.2, c2 = 1 and c3 = 0.2, and the initial
conditions were set to

[x1(0), y1(0), θ1(0)] = [−4, 0, π/2]

[x2(0), y2(0), θ2(0)] = [3.5, 0, 2.72]

[x3(0), y3(0), θ3(0)] = [−11, 5,−0.21]

[x4(0), y4(0), θ4(0)] = [−11,−5, 0.21]

[x5(0), y5(0), θ5(0)] = [11, 5,−2.16]

[x6(0), y6(0), θ6(0)] = [11,−5, 2.16].

The distance and field-of-view constraints are set, respec-
tively, as ∆ρ,1 = 8 m, ∆ρ,2 = 8.8 m, ∆ρ,3 = 8.7 m,
∆ρ,4 = 9.3 m, ∆ρ,5 = 9.5 m, and ∆α,k = 25◦, k ≤ 5.

In Figures 4-7 are presented the MATLAB simulation
results. It is clear from the figures that, the leader being
static, the triple (ρk, βk, αk) converges asymptotically to
the origin, meaning that full-consensus is achieved for
the group of agents. Moreover, as can be evidenced from
Figures 5 and 6, both distance and field-of-view constraints
are always respected.

−10 −5 0 5 10
−6

−3

0

3

6

x [m]

y
[m

]

Fig. 4. MATLAB simulation - Full consensus with a static leader

V. CONCLUSIONS

A smooth time-invariant distributed feedback controller
is proposed in this paper that solves the problem of full
consensus of a multi-vehicle system subject to distance and
field-of-view constraints and interconnected through an
arbitrary leader-follower (directed spanning tree) topology.
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Fig. 5. MATLAB simulation - Inter-agent distances. Dashed lines: distance
constraints.
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Fig. 6. MATLAB simulation - Followers’ line-of-sight angle. Dashed lines:
field-of-view constraints.
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Fig. 7. MATLAB simulation - Angles βk .

Moreover, we show that the solutions of the multi-vehicle
system remain bounded and the constraints are respected
for all time instants, even when the leader agent’s inputs
are non-zero. Remarkably, using a polar-coordinates-based
model, the proposed control law is smooth time-invariant
and relies only on relative inter-agent variables, which
renders it more suited for practical implementation and
facilitates the analysis through Lyapunov and cascaded
systems’ theory. The effectiveness of the controller was as-
serted with numerical simulations and, in an accompanying
video, using a realistic Gazebo-ROS simulator.

Current and future work is focused on extending the
results to 3D models and considering additional control ob-
jectives such as formation tracking and collision avoidance.
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