Variable-Length Coding for Zero-Error Channel Capacity
Nicolas Charpenay, Mael Le Treust

To cite this version:

HAL Id: hal-03334091
https://hal.science/hal-03334091
Submitted on 3 Sep 2021

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Variable-Length Coding for Zero-Error Channel Capacity

Nicolas Charpenay* and Maël Le Treust†
ETIS UMR 8051, Université Paris Seine, Université Cergy-Pontoise, ENSEA, CNRS,
6, avenue du Ponceau, 95014 Cergy-Pontoise CEDEX, FRANCE
Email: {nicolas.charpenay ; mael.le-treust}@ensea.fr

Abstract

The zero-error channel capacity is the maximum asymptotic rate that can be reached with error probability exactly zero, instead of a vanishing error probability. The nature of this problem, essentially combinatorial rather than probabilistic, has led to various researches both in Information Theory and Combinatorics. However, the zero-error capacity is still an open problem, for example the capacity of the noisy-typewriter channel with 7 letters is unknown.

In this article, we propose a new approach to construct optimal zero-error codes, based on the concatenation of words of variable-length, taken from a generator set. Three zero-error variable-length coding schemes, referred to as “variable-length coding”, “intermingled coding” and “automata-based coding”, are under study. We characterize their asymptotic performances via linear difference equations, in terms of simple properties of the generator set, e.g. the roots of the characteristic polynomial, the spectral radius of an adjacency matrix, the inverse of the convergence radius of a generator series. For a specific example, we construct an “intermingled” coding scheme that achieves asymptotically the zero-error capacity.
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I. INTRODUCTION

In [1], Shannon investigates the zero-error information transmission by considering codes that must allow for a correct decoding with probability one, instead of an asymptotic probability one. This subtle difference radically changes the nature of the problem, as the exact values of the non-null transition probabilities of the channel do not appear anymore. Shannon defined the zero-error capacity of a channel as the maximum asymptotic rate that can be reached with error probability exactly zero. The characterization of the zero-error capacity of an arbitrary channel is a wide open problem, that shares deep connections with Graph Theory. Equivalently, the zero-error capacity
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is the asymptotic limit of the independence number of iterated strong products of channel graphs. This problem inspired Berge’s notion of perfect graphs [2, Chap 16], for which the zero-error capacity is given by the one-shot independence number [3, Theorem 4.18]. Over time, this open problem has attracted a lot of attention both from the Information Theory and Combinatorics communities, see [4, Chap. 27].

A. Motivations

The zero-error capacity problem has several applications. In data center storage systems, the automatic treatment of a large amount of data imposes reliability constraints which do not support any positive probability of error, even if arbitrarily small. In [5], Kovačević investigated the zero-error capacity, for the duplication channels in DNA-based data storage systems, and in [6], [7], for the timing channels in molecular communication.

The analysis of the zero-error capacity problem provides an important insight into the exponential decrease of the error probability for the classical channel coding problem, see the discussion in [8, pp. 203]. In particular, it shares deep connections with the channel coding problem in the finite-blocklength regime [9], of interests for the transmission of short packet in IoT networks. For example, the error-exponent goes to infinity when the coding rate approaches the largest rate of a zero-error code [10], [11].

When considering channel with memory [12], the zero-error capacity problem covers the problems of coding for error-correction [13]. In [14], [15], Dalai uses the zero-error capacity tools in order to bound on the minimum distance of codes. In [16], Bose et al. describe codes which achieve zero error capacities in limited magnitude error channels.

B. Tools and bounds for zero-error capacity

In [1], Shannon gives a sufficient condition to determine the zero-error capacity, based on the existence of an adjacency-reducing mapping for the channel graph. This condition works well to almost all channels with 5 symbols or less, and boils down to specific instances of tessellation covers, studied by Abreu et al. in [17]. In [18], Lovasz gives bounds on the zero-error capacity with the well-known $\theta$ function, and determines the capacity for the specific class of auto-complementary and vertex-transitive channel graphs. The $\theta$ number possesses the property of being multiplicative with respect to the strong product. Another graph invariant, called the Rosenfeld number [19], also presents this property. In [20], Hales studies this number and shows that Shannon’s adjacency-reducing mappings condition in [1] is not necessary. In [21], Haemers proves another upper bound on the zero-error capacity of a channel, based on the rank of the adjacency matrix of the channel graph. In [22], Alon builds a counterexample for the zero-error capacity of a union of channels, disproving the conjecture formulated by Shannon in [1], which states that the zero-error capacity, defined without the logarithm, is additive with respect to disjoint union of channels.

In [23], the authors study a variant of the zero-error capacity problem in which the strong product of graphs is replaced by the direct product. Instead of considering the independence number of product graphs, Hahn et al. study in [24], the ratio between the independence number and the number of vertices, and they derive bounds based on the chromatic and the fractional chromatic numbers. In [25], Körner and Orlitsky give a review of the literature on zero-error capacity and its variants.
Fig. 1: The zero-error capacity of the graph $C_7$, corresponding to the noisy-typewriter channel with 7 letters, is unknown. Some recent lower and upper bounds are stated in [26].

C. About cycles

In [27], Gallai extends Shannon’s condition to bipartite channel graphs, that is a graph without odd cycles, leading to further interests in determining the zero-error capacity for odd cycles. The product of odd cycles of different sizes is investigated by Sonnemann and Krafft, in [28], and by Vesel, in [29], while Bohman and Holzman study the complementary graphs of odd cycles, in [30]. The channel graph with odd cycles of 7 vertices, denoted by $C_7$, is depicted in Fig. 1. Its zero-error capacity is still unknown, despite several attempts to build zero-error codes on these channels, see [31], [32], and [26]. In Fig. 2, we depict the best known bounds on the zero-error rate for small number of channel uses, for the channel graphs $C_7$ and $C_9$. An other interpretation of the zero-error capacity problem for cycles is the tiling problem, studied in [33], whose solutions also provide upper bounds for every finite number of channel uses. In [34], Badalyan and Markosyan determine the maximum independent sets of products of cycles-powers, that are cycles with edges added towards the vertices of distance at most $k$. In [35] and [36], Bohman characterizes the asymptotic zero-error capacity of odd cycles, when the size of the cycle goes to infinity. In [37], Mathew and Östergård improve several lower bounds on the capacities of odd cycles using stochastic search methods.

The graphs with odd cycles are also related to Berge’s conjecture [38], later proved in [39] by Chudnovsky et al., namely “a graph $G$ is perfect if and only if either $G$ or its complementary graph $\overline{G}$, have odd cycles of length 5 or more”. Since the zero-error capacity of the cycle graph $C_5$ is known, as well as the zero-error capacity for perfect graph, see [3, Theorem 4.18], $C_7$ is the minimal connected graph for which the zero-error capacity is still an open problem.

D. Variable-length coding

In this paper, we investigate the zero-error capacity by constructing variable-length coding schemes. In [40], Shannon determines the asymptotic performances of variable-length coding via the characteristic polynomial of linear difference equations. In [41], Weidmann et al. study variable-length arithmetic coding scheme for a joint source-channel coding scenario. In [42], Flajolet and Sedgewick investigate rational expressions and variable-length coding schemes through their respective generating series. In [43], Devroye propose a zero-error variable-length communication scheme, assuming that the transmitter has a perfect, but rate limited channel feedback. In [44], Guo and Watanabe present a family of graph where no finite-length code can achieve the zero-error capacity.
Fig. 2: Best known lower and upper bounds on the maximum zero-error rate achievable for small number of channel uses, see [18], [26], [30]–[33], [37]

E. Recent information-theoretic literature

In [45]–[47], Devroye et al. investigate the zero-error capacity of the primitive relay channel, by proposing a one-shot relaying scheme, termed color-and-forward. They highlight the connection to the zero-error source coding problem with receiver’s side information, studied by Witsenhausen in [48]. In [49], the authors define a new notion of product of graph that allows to compute recursively the optimal relaying scheme. Several multi-user channels, such as the relay, the multiple-access, the broadcast, and the interference channels, are investigated in [50], where necessary and sufficient conditions regarding the positivity of the zero-error capacity are provided. The zero-error capacity with noisy channel feedback is studied in [51] and [52], where dynamic programming provide lower and upper bounds.

In [53], [54], Wang and Shayevitz investigate the combination of zero-error source and channel coding schemes, by introducing the notion of “graph information ratio”, also related to the relative Shannon capacity of two graphs, introduced by Körner and Marton in [55]. In [56], Shayevitz investigates the zero-error broadcasting problem by introducing the $\rho$-capacity function, for which upper and lower bounds are derived. In [57], Ordentlich and Shayevitz investigate the zero-error capacity region of the multiple access channel, called the binary adder. They provide a new outer bound that strictly improves upon the bound obtained by Urbanke and Li, in [58].

In [59]–[61], Wiese et al. define the zero-error wiretap codes by requiring that every output at the eavesdropper can be generated by at least two inputs. They define the zero-error secrecy capacity as the supremum of rates for which there exists a zero-error wiretap code, and they show it either equals zero or the zero-error capacity of the channel between the encoder and the legitimate receiver.

In [62], Ruiz and Pérez-Cruz construct linear codes over rings, and provide a lower bound on the zero-error capacity for the noisy-typewriter channel with odd letters of the form $2^n + 1$, that outperforms Bohman’s bound in
In [63], Cullina et al. introduced a different notion of product of graph by removing edges between sequences which differ in more than $d$ positions. They provide upper and lower bound on the asymptotic independence number of such an iterated product of graph. In [64], Dalai improves the bound on the zero-error list-decoding capacity, introduced by Elias in [65]. In [66], Xu and Radziszowski study the construction of lower bounds for multicolor Ramsey numbers of product graphs, and their relation to the zero-error capacity. In particular, the authors prove that the supremum of the zero-error capacity over all graphs with independence number equal to 2, cannot be achieved by any finite graph power.

F. Scenarios and contributions

In this paper, we design three coding algorithms that are based on a generator set of zero-error words, refereed to as variable-length, intermingled, and automata-based coding schemes. We characterize their respective asymptotic performances via the root of the characteristic polynomial, in Theorem III.4, the spectral radius of the adjacency matrix, in Theorem IV.5, the inverse of the convergence radius of the generator series, in Theorem VI.10.

- **Variable-length** coding scheme, in Sec. III, produces channel inputs sequences by concatenation of zero-error words from a generator set.
- **Intermingled** coding scheme, in Sec. IV, allows to stop the transmission and switch to another word from the generator set. Thus, additional information is embedded over the positions of such a stops and switches.
- **An example** with the channel graph $C_5 \boxplus 1$, is stated in Sec. V. We construct explicitly the generator set of zero-error words, for which the asymptotic rate of the intermingled coding achieves the zero-error capacity.
- **Automata-based** coding scheme, in Sec. VI, generalizes the two previous algorithms by allowing multiple interleaving of the same word from the generator set.

The paper is organized as follows. The definitions of the zero-error channel capacity and of the maximum independence number of the product graph of the channel are stated in Sec. II. The variable-length coding and the intermingled coding are studied in Sec. III and IV. In Sec V, we provide an example based on the channel graph $C_5 \boxplus 1$. The automata-based coding scheme is investigated in Sec. VI. The proofs are stated in the Appendices.

II. Presentation of the model

A. Notations

- Given a finite set $\mathcal{A}$, we denote by $\mathcal{P}(\mathcal{A})$ its power set, and $\#A$ its cardinality.
- We use the following notations for matrices slicing. Given a matrix $M \in M_{n,p}(\mathbb{R})$ we define

$$M_{i,j} = \begin{pmatrix} M_{1,j} \\ \vdots \\ M_{n,j} \end{pmatrix} \quad \text{and} \quad M_{i,:} = \begin{pmatrix} M_{i,1} & \cdots & M_{i,p} \end{pmatrix}. \quad (1)$$

We use the same notation for tuples or words: let $w = x_1 \cdots x_{|w|}$ be a word over the alphabet $\mathcal{X}$, we note $|w|$ the length of $w$ and we define

$$w_{i:} = x_i x_{i+1} \cdots x_{|w|} \quad \text{and} \quad w_{:j} = x_1 \cdots x_j \quad (2)$$
We note the support of a vector supp, that is the set of the indexes of its non-null components.

Let \( A \in \mathcal{M}_{m,n}(\mathbb{R}) \) and \( B \in \mathcal{M}_{p,q}(\mathbb{R}) \) be two matrices, we note \( A \otimes B \in \mathcal{M}_{mp,nq}(\mathbb{R}) \) their Kronecker product, that is:

\[
A \otimes B = (A_{i,j_1}B_{1,j_2})_{i \in [1,m],j_1 \in [1,p],j_2 \in [1,q]}
\]

and we also note \( A^{\otimes L} = A \otimes \ldots \otimes A \) (\( L \) times).

B. Zero-error capacity

We consider a Discrete Memoryless Channel (DMC) where \( \mathcal{X} \) denotes the input alphabet, \( \mathcal{Y} \) denotes the output alphabet, and \( W = (W_{x,y})_{x \in \mathcal{X}, y \in \mathcal{Y}} \) denotes the transition probabilities.

**Definition II.1 (Channel graph)** The channel graph \( G_W = (\mathcal{V}(G_W), \mathcal{E}(G_W)) \) is defined by the input alphabet as set of vertices \( \mathcal{V}(G_W) = \mathcal{X}, \) and \( x \neq x' \in \mathcal{E}(G_W) \) if \( W_{x,y} > 0 \) and \( W_{x',y} > 0 \) for some output \( y \in \mathcal{Y} \).

Two inputs \( x \) and \( x' \) are distinguishable if they satisfy \( W_{x,y} = 0 \) or \( W_{x',y} = 0 \) for all input \( y \), equivalently

\[
x \text{ and } x' \text{ are distinguishable } \iff \max_{y \in \mathcal{Y}} \min(W_{x,y},W_{x',y}) = 0 \iff x \neq x' \notin \mathcal{E}(G_W).
\]

A family of inputs is distinguishable if its elements are pairwise distinguishable.

The channel graph is the main tool for the characterization of the zero-error capacity, that is the maximum asymptotic number of bits that can be transmitted with zero error. Before stating the definition, we introduce Fekete’s Lemma, see [67] Lemma 11.6, pp. 103].

**Lemma 1 (Fekete)** For all superadditive sequence \( (u_l)_{l \in \mathbb{N}}, \) i.e. \( u_{l+l'} \geq u_l + u_{l'} \) for all \( (l,l') \), \( \lim_{l \to \infty} \frac{u_l}{l} \) exists and is equal to \( \sup_{l} \frac{u_l}{l} \) (it can be \( +\infty \)).

**Definition II.2 (Zero-error capacity)** Let \( N(W,L) \) be the maximum number of distinguishable inputs for \( L \) uses of the channel \( W \). Equivalently, \( N(W,L) \) is the value of the optimization problem

\[
\max_{N \in \mathcal{X}^L} \#N
\]

s.t. \( \max_{y \in \mathcal{Y}^L} \#\text{supp} (W^{\otimes L}_x)_{x \in N} \leq 1. \)

Then the zero-error capacity of \( W \) is defined by

\[
C_0(W) = \lim_{L \to \infty} \sup_{L} \frac{1}{L} \log \left( N(W,L) \right)
\]

\[
= \left[ \text{Fekete} \right] \sup \frac{1}{L} \log \left( N(W,L) \right)
\]

where the second equality comes from Fekete’s lemma as the sequence \( \log N(W,\cdot) \) is superadditive for all \( W \).

Indeed, for \( L+L' \) channel uses, there exists at least \( N(W,L) \cdot N(W,L') \) distinguishable inputs, by using successively the codebook for \( L' \) channel uses and the codebook for \( L \) channel uses.
C. Maximum independent set of the strong product channel graph

The zero-error capacity relates to the graph theoretic notions of strong product and maximum independent set.

**Definition II.3 (Strong product \(\otimes\))** Let \(G \doteq (V(G), \mathcal{E}(G))\) and \(G' \doteq (V(G'), \mathcal{E}(G'))\), we define the strong product, i.e. the AND product, \(G \otimes G' \doteq (V(G \otimes G'), \mathcal{E}(G \otimes G'))\) by

\[
\begin{align*}
V(G \otimes G') &= V(G) \times V(G'), \\
\forall (v_1, v'_1) \neq (v_2, v'_2), (v_1, v'_1)(v_2, v'_2) \in \mathcal{E}(G \otimes G') \text{ if} \\
&\quad \left( v_1v_2 \in \mathcal{E}(G) \right) \text{ AND } \left( v'_1v'_2 \in \mathcal{E}(G') \right), \quad \text{or} \quad v_1 = v_2 \text{ and } v'_1 = v'_2.
\end{align*}
\]

As an example, we consider two channel graphs \(G = G' = \begin{array}{ccc} 0 & 1 & 2 \end{array} \), then the product graph \(G \otimes G'\) is the king’s graph, corresponding to two channel uses.

![Graph Diagram]

We denote by \(G^\otimes L = G_W \otimes \ldots \otimes G_W\), the \(L\)-times iterated strong product, and we give several equivalent interpretations.

- \((x_l)_{l \leq L}\) and \((x'_l)_{l \leq L}\) are not distinguishable.
- For all \(l \leq L\), there exists \(y_l\) such that \(W_{x_l, y_l} > 0\) and \(W_{x'_l, y_l} > 0\).
- \(xx' \in \mathcal{E}(G^\otimes L)\).
- \(\langle W^\otimes L_{x, y}, W^\otimes L_{x', y'} \rangle > 0\).

**Definition II.4 (Disjoint union \(\boxplus\))** Given two graphs \(G = (V(G), \mathcal{E}(G))\) and \(G' = (V(G'), \mathcal{E}(G'))\), we define \(G \boxplus G' = (V(G \boxplus G'), \mathcal{E}(G \boxplus G'))\) to be the disjoint union between \(G\) and \(G'\), that is :

\[
\begin{align*}
V(G \boxplus G') &= V(G) \cup V(G'), \\
vv' \in \mathcal{E}(G \boxplus G') \text{ if} \quad \left( v, v' \in V(G) \right) \text{ OR } \left( v, v' \in V(G') \right).
\end{align*}
\]

**Remark II.5** Since the set of finite graphs with the laws \(\boxplus, \otimes\) have a semiring structure, we denote \(1\) the graph with one vertex and \(0\) the graph with zero vertex.

**Definition II.6 (Independent set)** An independent set \(S\) is a subset of \(V(G)\) such that \(\forall s, s' \in S, ss' \notin \mathcal{E}(G)\).

**Definition II.7 (Independence number \(\alpha\))** The independence number of a graph \(G\) is the size of the largest independent set of \(G\). It is denoted by \(\alpha(G)\).
Proposition II.8 The maximum number of distinguishable inputs $N(W, L)$ is the independence number $\alpha(G^*_W)$ of the product graph $G^*_W$.

Thus it makes sense to work directly on channel graphs, independently of the channel transition probabilities $W = (W_{x,y})_{x \in X, y \in Y}$, that generated the channel graph.

III. VARIABLE-LENGTH CODING

In this section, we introduce a variable-length coding scheme based on a generator set of words, tailored for the zero-error transmission. We characterize the asymptotic coding rate via the unique positive root of the characteristic polynomial of the generator set.

Definition III.1 (Set of words) For a given finite set $S$, we define the set of words over $S$ by

$$S^* \doteq \bigcup_{l \in \mathbb{N}} S^l,$$

with the usual concatenation law, i.e. the neutral element for that law is the empty word, denoted by $\epsilon$. The length of a word $w \in S^*$ is the integer $l$ such that $w \in S^l$ and is denoted by $|w|$. For a given subset $S' \subseteq S^*$, and integers $l, l'$ such that $l \leq l'$, we define

$$S'_l \doteq \{w \in S' \mid |w| = l\},$$

$$S'_{l:l'} \doteq \{w \in S' \mid l \leq |w| \leq l'\}.$$ (14) (15)

The variable-length coding is based on the following idea, instead of determining the maximum number of distinguishable inputs over $L$ channel uses when $L$ goes to infinity, we consider codes in $X^*$ and we determine the asymptotic number of transmitted symbols per channel use.

Definition III.2 (Generator set) The generator set is a finite subset $C$ of $X^*$ composed of words of variable length. The generator set $C$ is zero-error for the channel $W$ if

$$\forall c, c' \in C \text{ such that } c \neq c', |c| \leq |c'|, \text{ and } cc'_{|c|} \notin E(G^{|c|}_W),$$ (16)

with the convention that vertices in $G^{|c|}_W$ are auto-adjacent. At the end of its transmission, the word $c \in C$ is distinguishable from any other word $c' \in C$.

The variable-length coding scheme produces the channel input sequences by concatenating the words from the generator set $C$. The set of all possible channel input sequences of length $L$, constructed with such a procedure, is denoted by $C^*_L$. The zero-error property extends naturally from the generator set $C$ to the set of channel input sequences $C^*_L$.

Definition III.3 (Asymptotic rate of variable-length codes) We consider the generator set $C$ that is zero-error for the channel $W$. The asymptotic rate of $C$ is defined by

$$r(C) \doteq \lim_{L \to \infty} \frac{1}{L} \log \#C^*_L = \sup_{L \in \mathbb{N}} \frac{1}{L} \log \#C^*_L.$$ (17)
The average number of transmitted symbols per channel use is defined by

\[ \nu(C) \doteq \lim_{L \to \infty} \frac{1}{L} \sqrt[L]{\#C^{*}_L} = \sup_{L \in \mathbb{N}} \frac{1}{L} \sqrt[L]{\#C^{*}_L} = 2^{r(C)}. \] (18)

We can apply Fekete's lemma only if the values of \( \log \#C^{*}_l \) are finite for all \( l \) large enough, i.e. if and only if \( \gcd(|c|, c \in C) = 1 \). When \( \gcd(|c|, c \in C) = d \neq 1 \), we define the rate as

\[ r(C) \doteq \lim_{L \to \infty} \frac{1}{dL} \log \#C^{*}_{dL}, \] (19)

and we take again \( \nu(C) \doteq 2^{r(C)} \) with this new definition.

The asymptotic rate \( r(C) \) corresponds to the asymptotic number of bits transmitted per channel use by concatenating the variable-length words from the generator set \( C \). For each generator set \( C \), we have \( r(C) \leq C_0(W) \) if \( C \) is zero-error.

**Theorem III.4 (Rate computation of variable-length codes)** Let \( W \) be a DMC and \( C \subseteq X^* \) a generator set that is zero-error for the channel \( W \). We denote by \( \overline{l} > 0 \) (resp. \( \underline{l} > 0 \)), the maximal length, (resp. the minimal length), of the words in \( C \). Then \( \nu(C) \) is the unique positive solution of the characteristic polynomial

\[ X^\overline{l} - \sum_{l=\underline{l}}^\overline{l} \#C_{[l]} X^{\overline{l}-l} = 0, \] (20)

where \( C_{[1]} = \{ c \in C \mid |c| = l \} \).

The proof of Theorem III.4 is stated in App. B and relies on standard properties of linear difference equations, pointed out by Shannon in [40, Part I] for discrete noiseless systems, see also [68, pp. 13]. In Sec. V, we provide an example based on a channel graph for which we compute explicitly the asymptotic rate \( r(C) \) of the variable-length code.

**Remark III.5 (Linear difference formulation)** We provide an equivalent formulation for the average number of transmitted symbols per channel use, for a variable-length code with generator set \( C \). Given \( \#C^{*}_l \) for \( l \in [L-\overline{l}, L] \), one can compute \( \#C^{*}_{L+1} \) as a linear combination of the \( (\#C_{[l]} \mid l \in [L-\overline{l}, L]) \), i.e.

\[ \#C^{*}_{L+1} = \sum_{l=\underline{l}}^\overline{l} \#C_{[l]} \#C^{*}_{L-l}. \] (21)

In particular, the companion matrix of the characteristic polynomial (20)

\[ M = \begin{pmatrix}
0 & 1 & 0 & \cdots & (0) \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
(0) & 0 & 1 & \cdots & \#C_{[1]} \\
\#C_{[\overline{l}]} & \#C_{[\overline{l}-1]} & \cdots & \#C_{[2]} & \#C_{[1]}
\end{pmatrix}, \] (22)

satisfies

\[ M(\#C^{*}_l | l \in [L-\overline{l}, L]) = (\#C^{*}_{L+1} | l \in [L-\overline{l}, L]). \] (23)
Then the asymptotic rate corresponds to the dominant term after computing the Jordan decomposition of $M$.

Note that the number of generated words for any bounded length window $[L - l, L]$ behaves equivalently asymptotically, for all $l \in \mathbb{N}$ we have

$$\sqrt{\frac{\#c_{[L-l, L]}}{2L}} \rightarrow \nu(c).$$

(24)

**Proposition III.6** $C_0(W) = \sup_c \log \nu(c)$.

Proof. [Proposition III.6] On one hand, variable length codes cannot achieve a better rate than $C_0(W)$. On the other hand, the fixed length codes, i.e. subsets of $\mathcal{X}^L$, are included in the set of variable length codes, so we have

$$C_0(W) \geq \sup_c \log \nu(c) \geq \sup_L \frac{\log(\alpha(G_{WL}^L))}{L} = C_0(W).$$

(25)

Thus finding an optimal variable-length code is equivalent to finding a family of fixed-length codes with optimal supremum rate. For some scenario, a variable-length code might be far easier to describe than an infinite family of fixed-length codes.

**IV. INTERMINGLED CODING**

In this section, we generalize the previous variable-length coding scheme, by revisiting Shannon’s intermingled coding scheme [1, proof of Th. 4]. Instead of allowing only the concatenation of words taken from the generator set $C \subseteq \mathcal{X}^*$, the intermingled coding scheme allows to stop the transmission of one word $c \in C$ and resume it later, in an "intermingling" pattern, so that additional information is embedded on positions of such stops.

**Definition IV.1 (Intermingled codes)** An intermingled code is composed of a generator set $C \subseteq \mathcal{X}^*$ that is zero-error for the channel $W$, and a succession rule

$$\rho : \prod_{c \in C} [0, |c| - 1] \rightarrow \mathcal{P}(C),$$

(26)

such that $\rho(z)$ is nonempty for all $z \in \prod_{c \in C} [0, |c| - 1]$, which maps the possible transmission states to the possible transmittable characters at the next time step. The encoder chooses a time horizon $L$, then maps the message to some sequence $(x_l)_{l \leq L} \in \mathcal{X}^L$ based on the following algorithm:

- **Initialize** $z \leftarrow (0, \ldots, 0)$ vector of size $\#C$ and $l \leftarrow 0$
- **While** $l \leq L$
  - Choose a word $w \in \rho(z) \ (\subseteq C)$
  - Transmit $x_l = wz_{w+1}$ over the channel
  - $z_w \leftarrow z_w + 1 \mod |w|
  - $l \leftarrow l + 1$

An intermingled code $(C, \rho)$ is zero-error for the channel $W$ if all the possible sequences generated by this algorithm are distinguishable, i.e. for all generated codewords $x$ and $x'$ from $\mathcal{X}^L$, there exists a time step $l \leq L$ such that $x_l x'_l \neq E(G_W)$. 
Remark IV.2 The choice:
\[
\rho : z \mapsto \begin{cases} 
C & \text{if } z = (0, ..., 0), \\
\{c \in C \mid z_c \neq 0\} & \text{otherwise},
\end{cases}
\]  
(27)
corresponds to the variable-length coding scheme of Sec. III based on the simple concatenation of words. The variable-length codes are a subclass of intermingled codes.

Definition IV.3 (Asymptotic rate of intermingled codes) The asymptotic rate of an intermingled code \((C, \rho)\) is defined by
\[
r(C, \rho) \doteq \lim_{L \to \infty} \frac{1}{L} \log \#S_L,
\]  
(28)where \(S_L\) denotes the set of channel input sequences \(x \in \mathcal{X}^L\) that are generated by the algorithm described in Definition IV.1 with time horizon \(L\), with \(z_w = (0, ..., 0)\) at the last time step. We also define the average number of transmitted symbols per channel use:
\[
\nu(C, \rho) \doteq 2^{r(C, \rho)}
\]  
(29)The existence of the limit is given by Fekete’s lemma, as
\[
\log \#S_{L+L'} \geq \log \#S_L + \log \#S_{L'} \quad \text{for all } L, L' \in \mathbb{N}.
\]Similarly to the Definition III.3, if there exists a nonempty maximal family of integers \((k_i)_{i \in \mathcal{I}}\) such that \(d = \gcd(k_i, i \in \mathcal{I}) \neq 1\) with \(\#S_{k_i L} = 0\) for all \(i \in \mathcal{I}\) and \(L \in \mathbb{N}\), then Fekete’s lemma cannot be applied directly and we redefine the rate by
\[
r(C, \rho) \doteq \lim_{L \to \infty} \frac{1}{dL} \log \#S_{dL},
\]  
(30)and we take again \(\nu(C) \doteq 2^{r(C, \rho)}\) with this new definition.

Definition IV.4 (Transition graph) Let \((C, \rho)\) be a zero-error intermingled code, we define its transition graph 
\[
G = (\mathcal{V}(G), \mathcal{E}(G))
\]by
\[
\mathcal{V} = \prod_{c \in C} [0, |c| - 1],
\]  
(31)\[
\forall v, v' \in \mathcal{V}, vv' \in \mathcal{E} \quad \text{if} \quad \exists i \in \rho(v), \forall j \leq l, v_j' = v_j + 1_{i \equiv j \mod j}.
\]  
(32)i.e. \(v'\) can be obtained by adding 1 to only one of the components of \(v\) that is included in \(\rho(v)\), modulo \(|v|\).

Theorem IV.5 (Rate computation of intermingled codes) We consider the intermingled code \((C, \rho)\) that is zero-error for the channel \(W\). The asymptotic rate satisfies
\[
r(C, \rho) = \log \max_i |\lambda_i(M_G)|,
\]  
(33)where \((\lambda_i)_{i \leq \#\mathcal{V}}\) are the elements of the spectrum of \(M_G\), which is the adjacency matrix of \(G\) the transition graph.

The proof of Theorem IV.5 is stated in App. C In Sec. V we provide an example based on the channel graph \(C_5 \boxtimes 1\), for which we compute explicitly the asymptotic rate \(r(C)\) of the intermingled code.
Remark IV.6 (Optimality of intermingled codes) In [1, Theorems 3 and 4], Shannon proves the optimality of intermingled codes for two parallel channels, when an adjacency-reducing mapping can be built over one of the two channels.

Given the generator set of an intermingled code \( C \), one can define the maximal succession rule as

\[
\argmax_{\rho} r(C, \rho)
\]

s.t. \((C, \rho)\) is zero-error. (34)

(35)

Thus finding the optimal rate over the set of intermingled codes boils down to an optimization problem over \( \mathcal{P}(C)^[1,0,|c|-1] \): the succession rule is in general far too complex to be described, in order to make this approach tractable. The main interest lies instead in the possible existence of an optimal intermingled generator of the family of fixed-length codes that asymptotically reaches the capacity, even if no finite fixed-length code can reach it.

V. Example

Let us consider the channel graph \( C_5 \boxplus 1 \), depicted in Fig. 3 with vertices \( \{1, 2, 3, 4, 5\} \cup \{0\} \). We consider two generator sets \( C = \{0\} \cup \{11, 23, 35, 42, 54\} \) and \( C' = \{11, 23, 35, 42, 54\} \cup \{001, 003\} \), that are zero-error for any channel \( W \) whose graph is \( C_5 \boxplus 1 \).

![Fig. 3: The channel graph \( C_5 \boxplus 1 \)](image)

A. Variable-length coding scheme

The variable-length code obtain with the generator set \( C = \{0\} \cup \{11, 23, 35, 42, 54\} \) is depicted in Fig. 4. The maximal length, (resp. the minimum length), is \( \bar{l} = 2 \), (resp. \( l = 1 \)). By Theorem [III.4] the asymptotic rate of the variable-length code is \( r(C) = \log(\nu(C)) \) where \( \nu(C) \) is solution of the characteristic polynomial \( X^2 - X - 5 = 0 \). This gives us \( \nu(C) = \frac{1 + \sqrt{21}}{2} \approx 2.791 \) and a rate \( r(C) \approx 1.422 \), which is inferior to the zero-error capacity of this channel \( C_0 = \log(1 + \sqrt{5}) \approx 1.694 \) and also \( 1 + \sqrt{5} \approx 3.236 \), obtained by combining Lovasz capacity result for the graph \( C_5 \) in [18], with the result of Shannon for adjacency reducing mapping, in [1].

Lemma 2 (Small number of channel uses) For a small number of channel uses and \( C = \{0\} \cup \{11, 23, 35, 42, 54\} \), the transmission rates are given by

<table>
<thead>
<tr>
<th>Channel uses: ( L )</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sqrt{\frac{</td>
<td>C^\perp_L</td>
<td>}{</td>
<td>C_L</td>
<td>}} )</td>
</tr>
</tbody>
</table>
Fig. 4: Set of channel input sequences obtained by concatenation of words from the generator set 
\[ C = \{0\} \cup \{11, 23, 35, 42, 54\} \].

Let us now consider the generator set 
\[ C' = \{11, 23, 35, 42, 54\} \cup \{001, 003\} \] that is also zero-error for the graph 
\[ C_5 \boxtimes 1 \]. The maximal length, (resp. the minimum length), of words in 
\[ C \] is \( l = 3 \), (resp. \( l = 2 \)). The corresponding variable-length code achieves a rate 
\[ r(C') = \log \nu(C') \] where \( \nu(C') \) is solution of the characteristic polynomial 
\[ X^3 - 5X - 2 = 0 \]. This gives us \( \nu(C') = 1 + \sqrt{2} \approx 2.414 \) and a rate \( r(C') \approx 1.272 \), which is also inferior to the 
know zero-error capacity of this channel \( C_0 = \log(1 + \sqrt{5}) \approx 1.694 \) and also \( 1 + \sqrt{5} \approx 3.236 \).

**Lemma 3** For a small number of channel uses and \( C' = \{11, 23, 35, 42, 54\} \cup \{001, 003\} \), the transmission rates are given by

<table>
<thead>
<tr>
<th>Channel uses: ( L )</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sqrt[3]{#C_{[L]}^*} )</td>
<td>( \sqrt[2]{2} \approx 1.260 )</td>
<td>( \sqrt[25]{2} \approx 2.236 )</td>
<td>( \sqrt[20]{2} \approx 1.821 )</td>
</tr>
</tbody>
</table>

**Remark V.1 (One-shot maximum independent set)** Coding on the one-shot maximum independent set with \( C'' = \{0, 1, 3\} \) achieves a better rate than with the generator sets \( C \) and \( C' \), as \( \nu(C'') = 3 \).

**B. Impact of non-dominant eigenvalues**

As shown in the proof of Theorem III.4 in App. B, the asymptotic rate can be read in the dominant eigenvalue of the adjacency matrix of the transition graph. Studying the other eigenvalues gives the exact shape and decay-rate of the teeth patterns in the rate curves. A closed-form expression can be obtained with a Jordan decomposition of the adjacency matrix.

For example, the code \( C' \) generates the following transition matrix:

\[
\begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
2 & 5 & 0
\end{pmatrix}
= P
\begin{pmatrix}
-2 & 0 & 0 \\
0 & 1 - \sqrt{2} & 0 \\
0 & 0 & 1 + \sqrt{2}
\end{pmatrix}
P^{-1}.
\] (36)
Fig. 5: Transmission rates of the generated fixed-length codes corresponding to the generator sets
\( \mathcal{C} = \{0, 11, 23, 35, 42, 54\} \) and \( \mathcal{C}' = \{11, 23, 35, 42, 54, 001, 003\} \), with their respective limits.

We have for all \( L \in \mathbb{N} \):
\[
\begin{pmatrix}
\#C'_{[L+1]}^{*} \\
\#C'_{[L+2]}^{*} \\
\#C'_{[L+3]}^{*}
\end{pmatrix} = P \begin{pmatrix}
-2 & 0 & 0 \\
0 & 1 - \sqrt{2} & 0 \\
0 & 0 & 1 + \sqrt{2}
\end{pmatrix}^L \begin{pmatrix}
\#C'_{[1]}^{*} \\
\#C'_{[2]}^{*} \\
\#C'_{[3]}^{*}
\end{pmatrix}.
\]
(37)

The general solution for linear difference equations \[68\], pp. 13, writes
\[
\#C'_{[L]}^{*} = h_1(1 + \sqrt{2})^L + h_2(-2)^L + h_3(1 - \sqrt{2})^L,
\]
(38)
where the parameters \( h_1, h_2, h_3 \) are determined by the initial values \( \#C'_{[1]}^{*}, \#C'_{[2]}^{*}, \#C'_{[3]}^{*} = (0, 5, 2) \).

Straightforward computations lead to
\[
\#C'_{[L]}^{*} = \frac{6 + 5\sqrt{2}}{28}(1 + \sqrt{2})^L + \frac{4}{7}(-2)^L + \frac{6 - 5\sqrt{2}}{28}(1 - \sqrt{2})^L.
\]
(39)

We observe two oscillating terms in this expression, which are asymptotically dominated by \( (1 + \sqrt{2})^L \), creating the vanishing teeth-shaped patterns on the rate-length curves. The oscillations’ amplitude decrease at the rate \( \left(\frac{1 - 2}{1 + \sqrt{2}}\right)^L = (2\sqrt{2} - 2)^L \approx 0.828^L \). Since \( \#C'_{[L]}^{*} = h_1\nu(C')^L + O((-2)^L) \) with \( h_1 = \frac{6 + 5\sqrt{2}}{28} \neq 1 \) and \( \left| \frac{-2}{\nu(C')} \right| < 1 \) we have
\[
\nu(C') = e^{\frac{1}{L} \ln(\#C'_{[L]}^{*}) - \ln(\nu(C'))} = e^{\ln(\nu(C'))} \left( \frac{1}{L} \ln(\#C'_{[L]}^{*}) - \ln(\nu(C')) \right)
\]
(40)
\[
\sim \frac{\nu(C')^2}{L} \ln(h_1) + \nu(C') \ln \left( 1 + O \left( \frac{(-2)^L}{\nu(C')} \right) \right) \sim \frac{\ln(h_1) \nu(C')^2}{L}.
\]
(41)

Thus the speed of convergence towards the asymptotic rate is \( O(\frac{1}{L}) \).
In Fig. 6, we represent \( \sqrt[15]{\#C_{[L]}^{\text{c}}} \) along with the three following functions for \( t \in (0,50) \) that capture its oscillations.

\[
f_1(t) = \left( \frac{6 + 5\sqrt{2}}{28} (1 + \sqrt{2})^t + 4 \right) + \frac{6 - 5\sqrt{2}}{28} (\sqrt{2} - 1) \right) \right) \), \quad (42)
\]

\[
f_2(t) = \left( \frac{6 + 5\sqrt{2}}{28} (1 + \sqrt{2})^t - 4 \right) + \frac{6 - 5\sqrt{2}}{28} (\sqrt{2} - 1) \right) \), \quad (43)
\]

\[
f_3(t) = \left( \frac{6 + 5\sqrt{2}}{28} (1 + \sqrt{2})^t \right) \right) \), \quad (44)
\]

C. Intermingled coding scheme

Now we consider the intermingled code \((C, \rho)\), where \( C = \{0\} \cup \{11, 23, 35, 42, 54\} \),

\[
\rho : (z_0, z_{11}, z_{23}, z_{35}, z_{42}, z_{54}) \rightarrow \begin{cases} 
C & \text{if } (z_{11}, z_{23}, z_{35}, z_{42}, z_{54}) = (0, 0, 0, 0), \\
\{0\} \cup \{c \in C | z_c \neq 0\} & \text{otherwise.} 
\end{cases} \quad (45)
\]

This code is zero-error as \( z \) has at most one positive component for all time step. Following the Definition IV.4, the corresponding transition graph is depicted in Fig. 7.

**Proposition V.2** The intermingled coding scheme \((C, \rho)\) defined by \( C = \{0\} \cup \{11, 23, 35, 42, 54\} \) and equation (45), achieves the zero-error capacity \( C_0 = \log(1 + \sqrt{3}) \) of the channel graph \( C_5 \oplus 1 \).

For a given generator set \( C = \{0\} \cup \{11, 23, 35, 42, 54\} \), the intermingled coding scheme performs better than the variable-length coding since the asymptotic rate \( r(C) = \log \left( \frac{1 + \sqrt{2} \pi}{2} \right) \approx 1.422 \) obtained in Sec. V-A is strictly smaller than the channel capacity \( C_0 = \log(1 + \sqrt{3}) \approx 1.694 \) obtained with the intermingled code \((C, \rho)\). We also recall that since \((1 + \sqrt{5})^L \not\in \mathbb{N} \) for all \( L \), any fixed-length code is suboptimal, as noticed in [25].
Proof. [Proposition V.2] The adjacency matrix $M_G$ of the transition graph depicted in Fig. 7 with the possible transmission states $(0, e^2, e^3, e^4, e^5, e^6)$, where $(e^i)$ denotes the canonical basis of $\mathbb{R}^6$, is given by

$$M_G = \begin{pmatrix} 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 & 0 & 1 \end{pmatrix}. \tag{46}$$

The characteristic polynomial of this matrix is $(X - 1 - \sqrt{5})(X - 1 + \sqrt{5})(X - 1)^4$. The intermingled code has the rate equal to its maximal root, that is $1 + \sqrt{5}$, thus corresponding to the zero-error capacity $C_0 = \log(1 + \sqrt{5})$ of the channel graph $C_5 \boxdot 1$.

D. Variable-length code for the channel graph $C_7$

We recall that the zero-error capacity corresponding to the channel graph $C_7$, depicted in Fig. 1, is still unknown, see [26]. Let us build a zero-error variable-length code on $C_7$. We consider the generator set $\hat{\mathcal{C}} = \{0, 20, 22, 24, 40, 42, 44\}$, $\nu(\hat{\mathcal{C}})$ is the positive solution of $X^2 = X + 6$, so $\nu(\hat{\mathcal{C}}) = 3$. Note that it is equal to the cardinality of the one-shot maximum independent set, e.g. $\hat{\mathcal{C}}^* = \{0, 2, 4\}$.

VI. AUTOMATA-BASED CODING

Our previous Theorems III.4 and IV.5 share deep connections with the Automata Theory. In this section, we formulate the variable-length and intermingled coding schemes as particular automata. By using the concepts of regular expressions and generator series, we simplify the rate analysis of the optimal coding scheme for the channel graph $C_5 \boxdot 1$. 
A. Main concepts

The definitions and characterization proofs in this subsection can be retrieved from [69].

Definition VI.1 (Deterministic finite automaton (DFA)) A deterministic finite automaton (DFA) is a tuple \( A = (\mathcal{X}, \mathcal{S}, \tau, s_{\text{start}}, S_{\text{accept}}) \), which consists in

- a finite alphabet \( \mathcal{X} \),
- a finite set of states \( \mathcal{S} \),
- a transition function \( \tau : \mathcal{S} \times \mathcal{X} \to \mathcal{S} \),
- an initial state \( s_{\text{start}} \in \mathcal{S} \),
- a subset of accept states \( S_{\text{accept}} \subseteq \mathcal{S} \).

We extend \( \tau \) to \( \mathcal{S} \times \mathcal{X}^* \) by defining

\[
\tau(s, x_1 \ldots x_n) = \tau(\tau(\ldots(\tau(s, x_1), x_2), \ldots), x_n).
\] (47)

An example of automaton is depicted in Fig. 8. The automaton starts with the initial state \( s_{\text{start}} \), receives a word \( w \in \mathcal{X}^* \) as entry and at each time step \( l \leq |w| \) it applies the transition function to determine its new state \( s_{l+1} \), that is \( s_{l+1} = \tau(s_l, w_l) \). The automaton accepts the word if the final state belongs to \( S_{\text{accept}} \), that is \( \tau(s_{\text{start}}, w) \in S_{\text{accept}} \). Otherwise the word is rejected.

The set of words accepted by \( A \) is called language recognized by \( A \) and is noted \( L(A) \).

Definition VI.2 (Transition graph of a DFA) We define the transition graph \( G_A \equiv (V(G_A), E(G_A)) \) of a DFA \( A = (\mathcal{X}, \mathcal{S}, \tau, s_{\text{start}}, S_{\text{accept}}) \) by

\[
V(G_A) = \mathcal{S},
\] (48)

\[
ss' \in E(G_A) \quad \text{if} \quad \exists x \in \mathcal{X}, \, \tau(s, x) = \{s'\}.
\] (49)

Definition VI.3 (Regular expression) The languages of DFA’s are easily described by regular expressions, as in [54]. Given a regular expression \( E \), the corresponding language is denoted by \( L(E) \). The regular expressions are built with the letters of \( \mathcal{X} \), the symbols \( \epsilon \) and \( \emptyset \) and the operators \( + \), \( \cdot \) and \( * \) where

\[
L(\emptyset) = \emptyset, \quad L(\epsilon) = \{\epsilon\}, \quad \text{and} \quad \forall x \in \mathcal{X}, \, L(x) = \{x\}.
\] (50)

Given two regular expressions \( E \) and \( E' \), we have

\[
L(E^*) = L(E)^*,
\] (51)

\[
L(E + E') = L(E) \cup L(E'),
\] (52)

\[
L(E \cdot E') = L(E) \cdot L(E') = \{ww' \mid w \in L(E), \, w' \in L(E')\}.
\] (53)

Definition VI.4 (Regular language) A regular language is a subset \( A \subseteq \mathcal{X}^* \) such that there exists a DFA \( A \) such that \( A = L(A) \).
There exists other equivalent characterizations for regular languages:

- Languages recognized by nondeterministic finite automata: the deterministic automata have the same recognition power as the nondeterministic ones.
- Languages generated by regular expressions.

**Remark VI.5 (Connection with variable-length and intermingled coding in Sec. III and IV)** The variable-length coding scheme presented in Sec. III corresponds to a subclass of regular languages that can be expressed by using the automaton set with at most 1 imbricated star, these are called star-height one languages. Furthermore, the automaton that recognises these languages can be found in App. 8 with the graph \( G \) that can be straightforwardly completed as a transition graph between states, by adding an initial and final set \( \mathcal{F} \).

The intermingled coding scheme generates a particular class of regular languages as well, the transition function can be also derived from the transition graph of the code, with the adequate completion, as in Fig. 8.

**B. Example of a deterministic finite automaton**

We consider the deterministic finite automaton with

- alphabet \( \mathcal{X} = [0, 5] \),
- set of states \( \mathcal{S} = \{s_0, \ldots, s_5\} \cup \{\text{sink}\} \),
- \( s_{\text{start}} = s_0 \) as the initial and only accepting state \( (\mathcal{S}_{\text{accept}} = \{s_0\}) \),
- a transition function described on Fig. 8. On each state \( s_i \), an arrow starts towards each letter \( x \) of \( \mathcal{X} \), and the state \( s_j \) at the extremity of this arrow corresponds to the result of the transition function \( \{s_j\} = \tau(s_i, x) \).

![Discrete finite automaton (DFA) corresponding to the intermingled coding scheme of Sec. V-C](image)

This automaton recognizes the language \( \mathcal{L}(E) \) corresponding to the following regular expression

\[
E = (0 + 1(0)^*1 + 2(0)^*3 + 3(0)^*5 + 4(0)^*2 + 5(0)^*4)^*.
\]  

This language is exactly the union over \( L \in \mathbb{N} \) of the codewords of length \( L \) generated by the intermingled coding pattern over \( C_5 \oplus 1 \), as in Sec. V-C.
C. Rational coding scheme

Definition VI.6 (Rational codes) Let $E$ be a regular expression such that $\mathcal{L}(E)$ is infinite and $E = (E')^*$, where $E'$ is a regular expression over the alphabet $X$. For all $L \in \mathbb{N}$, the codebook of the rational code is defined by $\mathcal{L}(E)_{[L]}$, that is the set of words of length $L$ accepted by the automaton corresponding to the regular expression $E$.

This code is zero-error if for all $L \in \mathbb{N}$, the codewords from $\mathcal{L}(E)_{[L]}$ are distinguishable, i.e. $\forall x, x' \in \mathcal{L}(E)_{[L]}, xx' \notin \mathcal{E}(G^R_W)$.

Definition VI.7 (Rational code rate) The asymptotic rate $r(E)$ of a rational code $E$ is defined by

$$r(E) \triangleq \lim_{L \to \infty} \frac{1}{L} \log \left( \# \mathcal{L}(E)_{[L]} \right),$$

and its average number of transmitted symbols per channel use $\nu(E) \triangleq 2^{r(E)}$.

Note that the existence of the limit is given by Fekete’s lemma, as for all $L, L' \in \mathbb{N}$ we have

$$\log \# \mathcal{L}(E)_{[L+L']} \geq \log \# \mathcal{L}(E)_{[L]} + \log \# \mathcal{L}(E)_{[L']}.$$  \hfill (55)

Let $E'$ be the regular expression such that $E = (E')^*$. If $\gcd(|w|, w \in \mathcal{L}(E')) \neq 1$, then Fekete’s lemma cannot be applied directly and we redefine the rate by

$$r(E) \triangleq \lim_{L \to \infty} \frac{1}{dL} \log \left( \# \mathcal{L}(E)_{[dL]} \right),$$  \hfill (56)

where $d = \gcd(|w|, w \in \mathcal{L}(E'))$ and $\nu(C) \triangleq 2^{r(C)}$, and we take again $\nu(E) \triangleq 2^{r(E)}$ with this new definition.

The asymptotic rate of the rational code can be computed via the generator series of its associated regular expression.

Definition VI.8 (Generator series) Given a regular expression $E$, we define its generator series by

$$F_E : z \mapsto \sum_{l \in \mathbb{N}} \# \mathcal{L}(E)_{[l]} z^l.$$  \hfill (57)

The generator series $F_E$ of a regular expression $E$ is always a rational fraction, as the terms of the series follow a linear difference equation.

Proposition VI.9 (Recursive computation of the generator series) Let us denote $E^l \triangleq E \cdot \ldots \cdot E$ $l$ times. If the regular expressions $E$ and $E'$ satisfy $\mathcal{L}(E) \cap \mathcal{L}(E') = \emptyset$, then we have

$$F_{E+E'}(z) = F_E(z) + F_{E'}(z),$$

$$F_{E'E'}(z) = F_E(z) F_{E'}(z).$$

If the sets $\{\mathcal{L}(E^l)\}_{l \in \mathbb{N}}$ are disjoint, then we have

$$F_{E^*}(z) = \frac{1}{1 - F_E(z)}.$$  \hfill (60)
The proof of Proposition VI.9 is stated in App. D. For regular languages, the sequence of the number of words of length \( L \in \mathbb{N} \) satisfies a linear difference equation. By using the same arguments as in the proof of Theorem IV.5 in App. C one can determine a closed-form expression for this sequence and easily derive its asymptotic rate.

**Theorem VI.10** (Rate computation of rational codes) Let \( E \) be a rational code, and let \( A \) be the automaton that recognize the language \( \mathcal{L}(E) \). Then \( \nu(E) \) equals the spectral radius of the adjacency matrix of the transition graph of \( A \).

Furthermore \( \nu(E) \) is also the inverse of the convergence radius of the generator series \( F_E \), or equivalently \( \nu(E) = \frac{1}{|p|} \) where \( p \) is the pole of the generator series \( F_E \) with the smallest modulus.

Although this theorem is a well-known result in Automata Theory, see [42, Proposition 8.1, pp. 20], we provide the proof in App. E.

**Theorem VI.11** (Channel generator series) We define the channel generator series by

\[
\sum_{l \in \mathbb{N}} \alpha(G_{\Psi l}) z^l.
\]

(61)

The zero-error capacity of the channel \( C_0 \) is the inverse of the convergence radius of the channel generator series.

**Proof.** [Theorem VI.11] This is a direct consequence of the Cauchy-Hadamard theorem for power series, see [70, Theorem 2.6, pp. 55], which states that the convergence radius of a power series \( \sum_{l \in \mathbb{N}} a_l z^l \) is equal to \( \frac{1}{\limsup_{l \to \infty} \sqrt[l]{|a_l|}} \).

\[\square\]

**D. Computation of the asymptotic rate based on the generator series**

The Proposition VI.2 shows that the intermingled code \((C, \rho)\) defined by \( C = \{0\} \cup \{11, 23, 35, 42, 54\} \) and equation (45), is optimal for the optimal channel graph \( C_5 \boxplus 1 \). The corresponding regular expression writes

\[
E \equiv (0 + 1(0)^*1 + 2(0)^*3 + 3(0)^*5 + 4(0)^*2 + 5(0)^*4)^*.
\]

(62)

By using the properties (58)-(60) of the generator series \( F_E \), we compute the asymptotic rate of the automaton defined by the regular expression \( E \).

\[
F_E(z) = \frac{1}{1 - F_{0+1(0)^*1+2(0)^*3+3(0)^*5+4(0)^*2+5(0)^*4}(z)}
\]

(63)

\[
= \frac{1}{1 - F_{0}(z) - F_{1(0)^*1}(z) - F_{2(0)^*3}(z) - F_{3(0)^*5}(z) - F_{4(0)^*2}(z) - F_{5(0)^*4}(z)}
\]

(64)

\[
= \frac{1}{1 - z - \frac{5z^2}{1-z}}
\]

(65)

\[
= \frac{z - 1}{4z^2 + 2z - 1},
\]

(66)

where equation (65) comes from (59) and

\[
F_{1(0)^*1}(z) = F_{1}(z) F_{0^*}(z) F_{1}(z) = z \cdot F_{0^*}(z) \cdot z
\]

(67)

\[
z^2 \sum_{l \in \mathbb{N}} z^l = \frac{z^2}{1-z}.
\]

(68)
as it directly follows from the definition that $F_i(z) = z$ for all $i \in \{0, \ldots, 5\}$.

This rational fraction has two poles $-\frac{1+\sqrt{5}}{4}$. The pole with smallest modulus is $-\frac{1+\sqrt{5}}{4}$, which has $\sqrt{5} + 1$ as inverse. We retrieved the optimal rate $\log(\sqrt{5} + 1)$ of Proposition 2 with much simpler computations.
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**REFERENCES**

A. Proof of Lemma 1 (Fekete)

Let $\epsilon > 0$, $L^I$ be an integer such that $\frac{u_{L, I}}{L^I} \geq \sup_l \frac{u_l}{l} + \epsilon$. Let $L \geq L^I$ and $(r, q)$ be the remainder and quotient of the euclidean division of $L$ by $L^I$. Then we have $L = L^I q + r$ and

$$\frac{u_L}{L} \geq \frac{q u_{L, I} + r}{L} \geq \frac{q L^I}{L} \left( \sup_l \frac{u_l}{l} + \epsilon \right) + \frac{r}{L} \rightarrow_{L \rightarrow \infty} \sup_l \frac{u_l}{l} + \epsilon. \tag{69}$$

Thus the limit of $\left( \frac{u_L}{L} \right)_{L \in \mathbb{N}}$ equals its supremum.
B. Proof of Lemma \[2\]

For \( L = 2 \), the average number of transmitted symbols per channel use of the generated fixed length code is \( \sqrt{6} \approx 2.449 \):

\[
\#C^*_L = \#C^*_2 = \#\{00, 11, 23, 35, 42, 54\} = 6. \tag{70}
\]

For \( L = 3 \), the average number of transmitted symbols per channel use of the generated fixed length code is \( \sqrt{11} \approx 2.224 \):

\[
\#C^*_L = \#C^*_3 \\
= \#\{000\} \cup \{011, 023, 035, 042, 054\} \cup \{110, 230, 350, 420, 540\} = 11. \tag{71}
\]

For \( L = 4 \), the average number of transmitted symbols per channel use of the generated fixed length code is \( \sqrt{41} \approx 2.530 \):

\[
\#C^*_L = \#C^*_4 \\
= \#\{0011, 0023, 0035, 0042, 0054\} \cup \{0110, 0230, 0350, 0420, 0540\} \cup \{1100, 2300, 3500, 4200, 5400\} \cup \{11, 23, 35, 42, 54\}^2 \cup \{000\} \\
= 41. \tag{72}
\]

For \( L = 5 \), the average number of transmitted symbols per channel use of the generated fixed length code is \( \sqrt{96} \approx 2.491 \):

\[
\#C^*_L = \#C^*_5 \\
= \#\{0\}^5 + \#\{0\}^3 \times 5 \times \#\{0\}^2 \times 5 \times \#\{0\} \\
+ \#\{0\} \times 5 \times \#\{0\}^2 \times \#\{0\} \times [5] \times \#\{0\}^3 \times \#\{0\} \times [5] \times \#\{0\}^2 \times \#\{0\} \\
+ \#\{0\} \times [5] \times \#\{0\} \times \#\{0\}^2 \times \#\{0\} \times [5] \times [5] \times \#\{0\} \times 5 \times \#\{5\} \times \#\{0\} \\
= 1 + 5 + 5 + 5 + 25 + 5 + 25 + 25 = 96. \tag{73}
\]

C. Proof of Lemma \[3\]

For \( L = 3 \), the average number of transmitted symbols per channel use of the generated fixed length code is \( \sqrt{2} \approx 1.260 \):

\[
\#C^*_L = \#C^*_3 = \#C' = 2. \tag{74}
\]

For \( L = 4 \), the average number of transmitted symbols per channel use of the generated fixed length code is \( \sqrt{25} \approx 2.236 \):

\[
\#C^*_L = \#C^*_4 = \#\{11, 23, 35, 42, 54\}^2 = 25. \tag{75}
\]
For \( L = 5 \), the average number of transmitted symbols per channel use of the generated fixed length code is 
\[
\sqrt{20} \approx 1.821:
\]
\[
\#C_{[L]}^* = \#C_{[5]}^* = \{11, 23, 35, 42, 54\} \times \{001, 003\}
\cup \{001, 003\} \times \{11, 23, 35, 42, 54\}
= 10 + 10 = 20.
\]

**APPENDIX B**

**PROOF OF THEOREM III.4 FOR VARIABLE-LENGTH CODES**

Let us index the generator set \( C = \{\kappa^1, \ldots, \kappa^{#C}\} \). Then we define the directed graph \( G = (V, E) \) with
\[
V = \{(i, j) \mid \kappa^i \in C, j \in [1, |\kappa^i|]\},
\]
\[
(i, j)(i', j') \in E \quad \text{if} \quad j = |\kappa^i| \quad \text{and} \quad j' = 1 \quad \text{OR} \quad i = i' \quad \text{and} \quad j' = j + 1.
\]

We also define the set of final nodes by \( F \doteq \{(i, |\kappa^i|) \mid i \leq \#C\} \).

![Transition graph G defined by (77) and (78).](image)

Fig. 9: The transition graph \( G \) defined by (77) and (78).

We recall that in a directed graph \( G = (V, E) \) with adjacency matrix \( M_G \), the number of paths of length \( L \) from a vertex \( v \) to another vertex \( v' \) is given by \( (M_G^L)_{v,v'} \). Thus the number of paths of length \( L \) from the vertex \( (1, |\kappa^1|) \) to the set \( F \) in \( G \) is given by
\[
\sum_{v \in F} (M_G^L)_{(1,|\kappa^1|),v} = \left\langle M_G^L, I_{(1,|\kappa^1|)}, F \right\rangle,
\]
where \( I_{(1,|\kappa^1|),F} \doteq (1 \forall (1, |\kappa^1|) \text{ and } v' \in V) \).

By construction, the number of distinct words of length \( L \) that can be achieved by concatenation of the elements from the generator set \( C \), is equal to the number of paths of length \( L \) from the vertex \( (1, |\kappa^1|) \) to the set \( F \) in \( G \). Indeed, each branch \( (i, 1) \rightarrow (i, 2) \rightarrow \ldots \rightarrow (i, |\kappa^i|) \) corresponds to the transmission of the word \( \kappa^i \), and each path from \( (1, |\kappa^1|) \) to the set \( F \) is a succession of such branches. Thus the number of channel input sequences satisfies
\[
\#C_{[L]}^* = \sum_{v \in F} (M_G^L)_{(1,|\kappa^1|),v} = \left\langle M_G^L, I_{(1,|\kappa^1|)}, F \right\rangle.
\]
Lemma 4 \( \nu(C) = \max_i |\lambda_i(M_G)|, \) where \( (\lambda_i(M_G))_{i \neq \# \nu} \) are the elements of the spectrum of \( M_G. \)

Proof. [Lemma 4] We denote by \( \| \cdot \| \), the euclidean norm for matrices. If \( \gcd(|c|, c \in C) = 1 \) we have

\[
\sqrt[l]{\#\mathcal{C}_{\nu}^L} = \sqrt[l]{\|M_G^L\|} \sqrt[l]{\left< \frac{M_G^L}{\|M_G^L\|}, I_{(\mid \kappa \mid^1)}, x \right>}. \tag{81}
\]

We use Gelfand formula

\[
\sqrt[l]{\|M_G^L\|} \xrightarrow{L \to \infty} \max_i |\lambda_i(M_G)|, \tag{83}
\]

where \( (\lambda_i(M_G))_{i \neq \# \nu} \) are the elements of the spectrum of \( M_G, \) see [71, Theorem 4, pp. 195].

Now let us show that there exists two positive constants \( \bar{m} \) and \( m \) such that for all \( L \) large enough, \( m \leq \left< \frac{M_G^L}{\|M_G^L\|}, I_{(\mid \kappa \mid^1)}, x \right> \leq \bar{m}. \) The existence of \( \bar{m} \) is given by Cauchy-Schwarz inequality:

\[
\left< \frac{M_G^L}{\|M_G^L\|}, I_{(\mid \kappa \mid^1)}, x \right> \leq \|I_{(\mid \kappa \mid^1)}, x\| = \bar{m}. \tag{84}
\]

Since we assumed the code has a positive rate, \( \left< \frac{M_G^L}{\|M_G^L\|}, I_{(\mid \kappa \mid^1)}, x \right> \) cannot converge to 0, as \( \sqrt[l]{\|M_G^L\|} \) is asymptotically bounded. Thus the value \( m \) exists. Therefore \( \sqrt[l]{\left< \frac{M_G^L}{\|M_G^L\|}, I_{(\mid \kappa \mid^1)}, x \right>} \) converges to 1 when \( L \) goes to infinity. Now we have

\[
\sqrt[l]{\#\mathcal{C}_{\nu}^L} \xrightarrow{L \to \infty} \max_i |\lambda_i(M_G)|. \tag{85}
\]

This proof can be straightforwardly adapted to the case where \( \gcd(|c|, c \in C) = d \neq 1 \) by taking \( dL \) instead of \( L. \) \( \square \)

Lemma 5 There exists a unique positive number \( \delta \) such that \( \sum_{l=1}^T \#\mathcal{C}_{\nu} d^{-l} = 1. \)

Proof. [Lemma 5] The following function

\[
f : \mathbb{R}^*_+ \to \mathbb{R}^*_+, \tag{86}
\]

\[
x \mapsto \sum_{l=1}^T \#\mathcal{C}_{\nu} x^{-l},
\]

is strictly decreasing on \( \mathbb{R}^*_+ \), tends to \( +\infty \) on \( 0^+ \) and goes to \( 0^+ \) on \( +\infty \): there exists a unique \( \delta \) such that \( \sum_{l=1}^T \#\mathcal{C}_{\nu} d^{-l} = 1. \) Note that \( \delta \geq 1 \) as \( \#\mathcal{C}_{\nu} \) are integers with at least one nonzero term, i.e. \( \tilde{l} \neq 0. \) \( \square \)

Lemma 6 The value \( \max_i |\lambda_i(M_G)| \) is the unique positive solution of \( X^T = \sum_{l=1}^T \#\mathcal{C}_{\nu} X^{T-l}. \)

Proof. [Lemma 6] Let \( \nu \) be an eigenvector for an eigenvalue \( \lambda \neq 0 \) of \( M_G. \) They must satisfy: \( M_G \nu = \lambda \nu. \) Thus for all \( i \leq \#\mathcal{C}, j < \mid \kappa \mid, \)

\[
\lambda \nu_{(i,j)} = \left< M_G \nu, (i,j) \right> = \sum_{k \in \mathcal{V}} \left< M_G (i,j), k \nu_k \right> \tag{88}
\]

\[
= \sum_{k \in \mathcal{V}} \mathbb{I}_{k=(i,j+1)} \nu_k = \nu_{(i,j+1)}, \tag{89}
\]
and

\[
\lambda \nu_{i, [n^1]} (M_G \nu)_{i, [n^1]} = \sum_{k \in V} (M_G)_{i, [n^1], k} \nu_k
\]

\[
= \sum_{k \in V} \mathbb{1}_{k = (-1)} \nu_k = \sum_{i \in \#C} \nu(i, 1).
\]

This gives us the equation

\[
\sum_{i \in \#C} \nu(i, 1) = \sum_{i \in \#C} \lambda^{-[n^1] + 1} \nu(i, [n^1]) = \sum_{i \in \#C} \sum_{j \in \#C} \nu(i, 1).
\]

Since \( \sum_{i \in \#C} \nu(i, 1) = 0 \) would imply \( \nu = 0 \), \( \lambda \) must satisfy the polynomial equation

\[
1 = \sum_{i \in \#C} \lambda^{-[n^1]} = \#C \{ 1 \} \lambda^{-1}.
\]

Thus for all eigenvalue \( \lambda \neq 0 \) we have

\[
1 \leq \sum_{i \in \#C} \#C \{ 1 \} \lambda^{-1}.
\]

There exists a unique positive real solution \( \delta \) of \( 1 = \sum_{i \in \#C} \#C \{ 1 \} X^{-i} \), which is given by Lemma 5, if \( \delta \) is an eigenvalue of \( M_G \) then it has the maximum modulus, since the equality is reached with the above modulus inequality.

Now we define \( \nu_{\max} = (\delta^{-[n^1]})_{i, j} \in \mathbb{V} \), let us show that \( \nu_{\max} \) is an eigenvector for the eigenvalue \( \delta \). Let \( i \leq \#C, j < |\kappa| \), then

\[
(M_G \nu_{\max})_{i, [j]} = \delta^{[j] - [\kappa^1]} = \delta \nu_{\max}(i, j).
\]

and

\[
(M_G \nu_{\max})_{i, [n^1]} = \delta \sum_{i \in \#C} \delta^{-[\kappa^1]} = \delta \nu_{\max}(i, [n^1]).
\]

The condition \( M_G \nu_{\max} = \delta \nu_{\max} \) is verified on each vertex, i.e., \( \nu_{\max} \) is an eigenvector for the eigenvalue \( \delta \). Thus \( \delta = \max, |\lambda| \{ M_G \} \) and it is the unique positive solution of \( X = \sum_{i \in \#C \{ 1 \}} X^{-i} \). \( \square \)

The desired result follows directly from lemmas 4 and 6.

APPENDIX C

PROOF OF THEOREM 4.5 FOR INTERMINGLED CODES

The following proof holds when Fekete’s lemma can be applied directly to the sequence \( \log(\#S_L) \) \( L \in \mathbb{N} \), that is when \( \#S_L \neq 0 \) for all \( L \) large enough, but the proof can be straightforwardly adapted to the other cases by defining the rate as in (30).

Let \( (C, \rho) \) be an intermingled code over the channel \( W \) and \( G = (V, E) \) the transition graph of the transmission states. Let \( M_G \) be the adjacency matrix of \( G \). Similarly to the previous section, we recall that for all \( L \), the number
of paths from $v$ to $v'$ of length $L$ is given by $(M^L_G)_{vv'}$. Now by construction, $\#S_L$ is equal to the number of paths starting from $(0, \ldots, 0)$ of length $L$ and finishing at $(0, \ldots, 0)$, that is

$$\#S_L = \langle M^L_G(0,\ldots,0)(0,\ldots,0) = \langle M^L_G, I_{0,0}, \rangle,$$

with $I_{0,0} = (\mathbb{1}_{v=(0,\ldots,0)} \text{ and } v'=(0,\ldots,0))_{v,v'v'}$.

Now we can proceed similarly as in the proof of Lemma [4] in App. B

$$r(C, \rho) = \lim_{L \to \infty} \frac{1}{L} \log \#S_L$$

$$= \lim_{L \to \infty} \frac{1}{L} \log \langle M^L_G, I_{0,0} \rangle$$

$$= \lim_{L \to \infty} \log \left( \sqrt{\|M^L_G\|} \right) + \frac{1}{L} \log \left( \left\langle \frac{M^L_G}{\|M^L_G\|}, I_{0,0} \right\rangle \right).$$

The quantity $\left\langle \frac{M^L_G}{\|M^L_G\|}, I_{0,0} \right\rangle$ is positive, bounded as $L$ goes to infinity by Cauchy-Schwartz inequality, and does not converge to zero because of the positive rate. Thus $\frac{1}{L} \log \left( \left\langle \frac{M^L_G}{\|M^L_G\|}, I_{0,0} \right\rangle \right) \to 0$ when $L$ goes to infinity and by using Gelfand formula, $\log \left( \sqrt{\|M^L_G\|} \right)$ converges to $\log \max |\lambda_i(M_G)|$ where $\langle \lambda_i \rangle_{i \neq v}$ are the elements of the spectrum of $M_G$.

**APPENDIX D**

**PROOF OF PROPOSITION VI.9**

For all regular expressions $E$ and $E'$ such that $\mathcal{L}(E) \cap \mathcal{L}(E') = \emptyset$, we have

$$F_{E+E'}(z) = \sum_{i \in \mathbb{N}} \#(\mathcal{L}(E) \cup \mathcal{L}(E'))_{[i]} z^i = \sum_{i \in \mathbb{N}} \left( \#\mathcal{L}(E)_{[i]} + \#\mathcal{L}(E')_{[i]} \right) z^i = F_E(z) + F_{E'}(z).$$

For all regular expressions $E$ and $E'$ we have

$$F_{EE'}(z) = \sum_{i \in \mathbb{N}} \#(\mathcal{L}(E) \cdot \mathcal{L}(E'))_{[i]} z^i = \sum_{i \in \mathbb{N}} \sum_{i' \in \mathbb{N}} \#\mathcal{L}(E)_{[i']} \#\mathcal{L}(E')_{[i']} z^{i+i'} = F_E(z)F_{E'}(z).$$

For all regular expression $E$, let us note $E^{\cdot l} = E \cdot \cdots \cdot E$ $l$ times. Assume that the sets $(\mathcal{L}(E^i))_{i \in \mathbb{N}}$ are disjoint, then we have

$$F_{E^{\cdot l}}(z) = \sum_{i \in \mathbb{N}} \#\mathcal{L}(E^i)_{[i]} z^i = \sum_{i \in \mathbb{N}} \left( \sum_{i' \in \mathbb{N}} \#\mathcal{L}(E^i_{[i']}) z^{i'} \right) = \sum_{i' \in \mathbb{N}} \left( \sum_{i \in \mathbb{N}} \#\mathcal{L}(E^i_{[i']}) z^i \right) = \sum_{i' \in \mathbb{N}} F_{E^{\cdot i'}}(z) = \sum_{i' \in \mathbb{N}} F_{E^i}(z)^{i'} = \frac{1}{1 - F_E(z)}.$$ 

**APPENDIX E**

**PROOF OF THEOREM VI.10**

The following proof holds when Fekete’s lemma can be applied directly to $\left( \log \left( \#\mathcal{L}(E)_{[L]} \right) \right)_{L \in \mathbb{N}}$, that is when $\#\mathcal{L}(E)_{[L]} \neq 0$ for all $L$ large enough, but the proof can be straightforwardly adapted to the other cases by redefining the rate as in (56).
Let $E$ be a rational code, $A = (X, S, \tau, s_{\text{start}}, S_{\text{accept}})$ a DFA which recognizes $L(E)$ and $E'$ be the regular expression such that $E = (E')^*$. Let $G_A$ be the transition graph of the DFA $A$ and $M_A$ its adjacency matrix. Similarly to the proofs in App. B and C, for all $L \in \mathbb{N}$ we have

$$\#L(E)_{[L]} = \sum_{s \in S_{\text{accept}}} (M_A^L)_{s_{\text{start}}, s} \quad (106)$$

$$\nu(E) = \lim_{L \to \infty} \frac{1}{L} \sqrt{\#L(E)_{[L]}} \quad (107)$$

$$= \lim_{L \to \infty} \frac{1}{L} \||M_A^L|| \cdot \sqrt{\left( \frac{M_A^L}{||M_A||}, I_{s_{\text{start}}, S_{\text{accept}}} \right)}, \quad (108)$$

where $I_{s_{\text{start}}, S_{\text{accept}}} = (\mathbb{I}_{s=s_{\text{start}}, s' \in S_{\text{accept}}})_{s, s' \in S}$. By Gelfand’s formula $\frac{1}{L} \sqrt{||M_A^L||} \to \max_s |\lambda_s(M_A)|$, where $(\lambda_s(M_A))_{s \in S}$ is the spectrum of $M_A$. On the other hand, the quantity $\left( \frac{M_A^L}{||M_A||}, I_{s_{\text{start}}, S_{\text{accept}}} \right)$ is positive, bounded as $L$ goes to infinity by Cauchy-Schwartz inequality, and does not converge to zero because of the positive rate. Thus $\frac{1}{L} \sqrt{\left( \frac{M_A^L}{||M_A||}, I_{s_{\text{start}}, S_{\text{accept}}} \right)} \to 1$ when $L$ goes to infinity.