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ABSTRACT
The goal of feature selection (FS) in machine learning is to find the
best subset of features to create efficient models for a learning task.
Different FS methods are then used to assess features relevancy. An
efficient feature selection method should be able to select relevant
and non-redundant features in order to improve learning perfor-
mance and training efficiency on large data. However in the case
of non-independents features, we saw existing features selection
methods inappropriately remove redundancy which leads to per-
formance loss.
We propose in this article a new criteria for feature redundancy
analysis. Using our proposed criteria, we then design an efficient fea-
tures redundancy analysis method to eliminate redundant features
and optimize the performance of a classifier. We experimentally
compare the efficiency and performance of our method against
other existing methods which may remove redundant features. The
results obtained show that our method is effective in maximizing
performance while reducing redundancy.

CCS CONCEPTS
• Computing methodologies → Machine learning; Feature
selection.
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1 INTRODUCTION
Nowadays, many real world applications [1, 5, 9, 11, 16] deal with
so called high-dimensional data. However, high-dimensional data
became a major issue in the field of machine learning [13] due to its
size and the amount of resources required to process it. Learning per-
formance is impacted by high-dimensional dataset [17]. Naturally,
one may believes that more features we get, the more information
we get from the features, but that is far from true because it becomes
more difficult to extract meaningful conclusions from a dataset as
the dimensionality of the data increases. Hence there is a need to
resort to dimensionality reduction techniques in order to reduce
the size of these data. Feature selection is one among the methods
used for dimensionality reduction [17, 18]. The goal is therefore
to obtain a meaningful subset of relevant and non redundant fea-
tures that is vital for improving efficiency and reducing overfitting.
Generally, it is easier to remove irrelevant features than finding
redundant ones. Thus, the difficulty in selecting features now is
finding the ones that are redundant. Existing works for features
redundancy analysis such as RABFS [19], mRMR [10], FCBF [20]
introduced approaches to reduce redundancy. Yet, our study shows
that these methods remove inappropriately redundancy because
they required user to set a threshold. We saw several problems with
these methods based on the definition of a threshold:

• A feature will be redundant depending on the fixed threshold
and the user’s experience.

• The performance of the model will depend on the fixed
threshold.

That being said, on the same dataset, users may find different
redundant features. This is practically dangerous if there is pro-
tected features in the data that we are using. By protected features
we mean features that carry special importance and are of priority
when making relevant decisions [4]. Therefore, there is a need for
more research on feature redundancy analysis. Our study here fo-
cuses on features redundancy analysis and proposes a new method
for analyzing features redundancy without the need of defining a
threshold.

The rest of this article is as follows: In section 2, we define
features relevancy and features redundancy. Section 3 presents the
proposed redundancy criterion as well as our redundancy analysis
method. Experimental results are analyzed in section 4 and section
5 is our conclusion and perspectives.

https://orcid.org/1234-5678-9012
https://doi.org/10.1145/3478905.3479002
https://doi.org/10.1145/3478905.3479002
https://doi.org/10.1145/3478905.3479002


DSIT ’21, July 23–25, 2021, Shangai, China G. Dorleon, et al.

2 FEATURES RELEVANCY AND
REDUNDANCY

This section introduces feature redundancy and relevance based on
the definition from the literature.

2.1 Features Relevancy
In general, features relevance is done by using common features
selection methods such as Filter, Wrapper, Embedded or Hybrid
[2, 6]. Other works have introduced notions of ranking the level of
features relevance. According to the authors in [15], the relevance of
a feature can be strong, weak or totally irrelevant. They introduced
three categories that are defined below. A feature that has a strong
relevance should be considered for the selected subset of features.
One with a weak relevance feature is not really important but it
may be used under certain conditions. A totally irrelevant feature
is not necessary and should be removed.

From these definitions, the authors in [15] conclude that, for an
optimal result, the subset must contain features with a strong and
weak relevance only. There are many works on feature relevancy
[2, 6] with different strategies. However, for feature redundancy,
there are not that many effective methods. Thus, research method
for redundancy analysis is always of considerable importance. Our
objective is to analyze features redundancy and we propose a re-
dundancy criterion in section 3.

2.2 Features Redundancy
Here we discuss redundancy in the sense of correlation with re-
spect to the target variable. There is redundancy when there is
a high correlation between features [8]. The authors in [19] be-
lieved that redundancy could be strong, moderate or weak. Based
on a chosen threshold, the correlation between features will de-
termine if the redundancy is strong, moderate or weak. When the
correlation is high, the redundancy is believed to be high and such
features are removed. When it is moderate, features are considered
as partially redundant and they can be kept or removed. Low cor-
relation means low redundancy. However, the problem with this
approach is that the removal of a partially redundant feature based
on a fixed threshold may be excessive and may also lead to the
loss of useful information for the intended task. This also means
that the redundancy is subjective and it varies between users and
experiments. Hence we propose a new criterion to evaluate the
redundancy between relevant features.

3 THE PROPOSED REDUNDANCY ANALYSIS
METHOD

In this section, we present our proposed redundancy analysismethod.
We use the Symmetrical Uncertainty (SU) [7] as correlation measure
to assess redundancy.

3.1 Correlation Measure
The correlation measure that we used is based on information gain
[12] which for two variables X ,Y is given by:

IG(X ,Y ) = H (X ) − H (X |Y ) (1)

Using this measurement, a feature Y is considered to be more cor-
related to a feature X than a feature Z if and only if: IG(X |Y ) >

IG(X |Z ). Information gain uses the notion of entropy to measure
the mutual dependence between two variables. The entropy for a
random variable X is:

H (X ) = −
∑
i
P(xi ) log2 P(xi ) (2)

and between two variables X and Y, it is given by:

H (X |Y ) =
∑
j
P(yj )

∑
i
P(xi |yj ) log2

(
P(xi |yj )) (3)

P(xi ): probabilities for all values of X, P(xi |yj ): conditional proba-
bilities between X given the values of Y.
However, the study in [12] showed that features with more val-
ues are favored with information gain, thus its normalized version
known as Symmetrical Uncertainty (SU) is used. Using equation
(1), (2), and (3), SU is defined as:

SU (X ,Y ) = 2
[ IG(X ,Y )

H (X ) + H (Y )

]
(4)

3.2 Redundancy Criterion
Our proposed redundancy method uses symmetrical uncertainty as
correlation measure. Unlike the proposed methods in [10, 19, 20],
we do not have to set a threshold. Using a threshold to analyze a
feature redundancy is subjective because the redundancy of that
feature depends on that threshold. In our method, we focus on
absolute features redundancy. We define our redundancy criterion
as follows: two features Fj and Fi are redundant with respect to
a class C (the output variable) if and only if they provide exactly
the same amount of information for the output variable. In other
words if and only if:

SU (Fj ,C) = SU (Fi ,C) (5)

If Fj and Fi are redundant, the least relevant one needs to be deleted.
SU (Fj ,C) refers to the symmetrical uncertainty between a feature Fj
and the classC and SU (Fi ,C) refers to the symmetrical uncertainty
between a feature Fi and the class C .

3.3 Redundancy Analysis Algorithm
The algorithm defined below (Algorithm 1) can be literally trans-
lated as follows: from a list F of relevant features resulting from
a feature selection method, we choose the most important or rele-
vant feature Fj (line 1). Then, the symmetrical uncertainty between
Fj and the next remaining feature Fi in the list F (line 2 to 6) is
calculated. If the redundancy criterion is true (line 7), the feature
Fi is deleted from the list F (line 7) then the next feature Fi in F is
used (line 8) until all the remaining features in F have been used.
Then we start over by varying Fj in the list (line 11) and so on until
we have considered every remaining feature as Fj (line 12). After
removing all the redundant ones, we add all the remaining features
to the list F’, (F’ ≤ F). This list, F’, containing only relevant and
non-redundant attributes, will be used for the desired learning task.

4 EXPERIMENTAL APPROACH
The diagram below(Figure 1) reflects our experimental approach to
perform the redundancy analysis.
Features Importance: we determine the importance of the fea-
tures using a wrapper feature selection method and then rank the
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Figure 1: Design of our experimental approach

features in order of importance from the most important one to the
least. Importantly, this ordered list constitutes the “Ranked Relevant
Features”.
RedundancyAnalysis: to obtain the best subset of non-redundant
features, we use the “Ranked Relevant Features” list to proceed to
the redundancy analysis using the redundancy criterion that we
defined in section 3.2 and the algorithm 1.
Classification: the redundancy analysis produces a final reduced
list of features, "Selected Non-Redundant Features". This list is used
to perform a supervised learning task using SVM [14] and C4.5 [15]
classifiers. These classifiers were used for comparison purpose with
other existing methods.

4.1 Experiments
We carry out our experiments in a way so that we can compare
our results with other existing methods. The existing methods that
can reduce redundancy and to which we compare our results are
RABFS, mRMR and FCBF respectively. RABFS [19] uses maximum
information coefficient to establish a threshold and analyze fea-
tures redundancy and build a subset of features for training. In
mRMR [10] the aim is to select features with a high relevance with
the target and a low redundancy between themselves. FCBF uses
symmetrical uncertainty as correlation measure and approximate
Markov blanket to remove redundancy [20].

4.2 Datasets
To evaluate the performance of our method in finding redundant
features and improving the performance of the learning task, 6
datasets including biological and text data from the UCI [3] were
used. In Table 1 below, we give details of those datasets. Those
datasets were chosen based on their differences, the number of

features varying from 325 to 22283. Plus, this choice will help us to
compare the result of our method against other proposed methods
that have used the same datasets.

Table 1: Experimental Datasets used

Dataset Observations Nb of Features

Colon 62 2000
ALLAML 71 7129
PCMAC 1943 3289

Prostage-GE 102 5966
GLI-85 85 22283

lung_small 73 325

4.3 Results
On a classification task, results of our method were compared to oth-
ers based on the number of selected features and the classification
accuracy. We have used SVM with Gaussian kernel [14] and C4.5
[15] as classifiers. SVM is a supervised machine learning model that
uses classification algorithms for two-group classification problems.
It has many obvious advantages in solving large-dimensional. C4.5
is an algorithm used to generate a decision tree that can be used
for classification.

Table 2: Number of Selected Features by method

Dataset Our Method RABFS FCBF mRMR

Colon 7 3 9 3
ALLAML 5 3 6 3
PCMAC 54 28 112 28

Prostage-GE 21 16 4 16
GLI-85 13 4 5 4

lung_small 52 34 112 34

Table 3: SVM Classification accuracy by method

Dataset Our Method RABFS FCBF mRMR

Colon 92.03 91.66 90.0 78.57
ALLAML 97.8 96.07 92.85 97.14
PCMAC 83.01 80.91 77.51 56.25

Prostage-GE 93.83 94.0 91.99 94.0
GLI-85 94.01 92.77 90.69 89.30

lung_small 88.0 84.82 59.88 84.64

average 91.44 90.03 87.71 79.42

In tables 2, 3 and 4, we report the results obtained during our
experiment including results reported by the other methods. To
select our features, we used a wrapper features selection method.
Then, with the list of obtained features, we apply our redundancy
criterion in order to obtain the list of the best features without
redundancy. And finally, we perform a classification task using SVM
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Table 4: C4.5 Classification accuracy by method

Dataset Our Method RABFS FCBF mRMR

Colon 92.04 91.90 75.47 91.78
ALLAML 96.56 96.07 95.71 94.28
PCMAC 84.01 82.50 77.81 59.42

Prostage-GE 91.73 90.09 86.18 84.18
GLI-85 96.60 95.13 84.58 85.69

lung_small 89.01 87.76 81.14 78.61

average 91.65 90.58 83.49 82.33

and C4.5 so we can compare our results with other existing methods.
To assess the effectiveness of our result in term of accuracy, we
applied cross validation techniques on each dataset. The results
above show that our method performs well. Table 3 and Table
4 show results obtained by the four methods on SVM and C4.5.
Compared to the others methods, we clearly see that our method
performed better. In table 3 with SVM, our algorithm has a higher
accuracy than other methods on 5 datasets. Only the Prostage-GE
dataset, RABFS has a higher accuracy than our method. In table
4 with C4.5, the accuracy of our method is better on all the six
datasets than all the other methods.

In Table 2, the other algorithms found fewer features than our
proposed method. This can be understood by the fact that the other
methods used a Filter strategy by setting a threshold to select the
features while we used a wrapper approach.

5 CONCLUSION
This article presents a redundancy analysis criterion based on sym-
metrical uncertainty which is a measure of correlation between
features. We then design a redundancy analysis algorithm designed
according to this criterion. Unless other proposed redundancymeth-
ods, our algorithm does not require users to set a threshold. The
performance of our method was experimentally compared to other
methods such as RABFS, FCBF and mRMR on six different data sets.
The comparative results show that our method finds satisfactory
results.

Therefore, we intend to conduct further research in the future to
incorporate our redundancy criterion into a hybrid feature selection
method in order to select both relevant and non-redundant features.
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