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The depth-of-field (DoF) of localization microscopes can be extended by placing a phase mask in the
aperture stop of the objective. To optimize these masks and characterize their performance, defocus is
in general modeled by a simple quadratic pupil phase term. However, this model does not take into
account two essential characteristics of localization microscopy setups: extremely high numerical aperture
(NA) and mismatch between the refractive indices of immersion liquid and sample. Using the more
realistic high NA image formation model of Gibson & Lanni (GL), we show that DoF extension is simply
reduced by a NA-dependent scaling factor. We also show that, provided this scaled DoF extension factor
is taken into account, masks optimized with the approximate quadratic model are still nearly optimal in
the framework of the GL model. This result is important since it establishes that generic optimized masks
can be used in setups with different NA and immersion indices. © 2021 Optical Society of America. One print or

electronic copy may be made for personal use only. Systematic reproduction and distribution, duplication of any material in this paper for a fee or
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1. INTRODUCTION

The depth-of-field (DoF) of localization microscopes is limited
by the natural DoF of the objective, which is very short since
the numerical aperture (NA) must be large to increase lateral
resolution. Several approaches have been investigated in order
to improve the DoF, involving multi-focusing techniques [1] or
phase masks [2, 3]. Among them, we have proposed a method
based on annular binary phase masks, which are easy to manu-
facture. After proper optimization and appropriate signal pro-
cessing, they have been shown to be able to improve the DoF by
a factor 3 [4, 5].

To optimize these masks and characterize their performance,
the defocus wavefront aberration is in general modeled as a
quadratic function of the pupil coordinates [6]. However, this
model, which we will call “quadratic approximation” (QA), does
not include two essential features of microscope objectives used
for localization microscopy: extremely high NA and possible
mismatch between nominal immersion liquid and true sample
refractive indices. There exists more accurate scalar or vecto-
rial models that better account for these imaging characteristics.
Among them, the “Gibson & Lanni” (GL) scalar model [7] is sig-
nificantly more accurate than the QA model for computing the

actual point spread function (PSF) variation with defocus, while
being much more easy to tackle than more complex vectorial-
based models [8, 9].

An important question in practice is to determine if masks
optimized with the approximate QA model are also efficient in
the more realistic world described by the GL model. The purpose
of the present article is to investigate this issue. A major difficulty
is that in the QA model, the effect of defocus can be entirely
described with a single reduced parameter ψ (the peak-to-valley
quadratic defocus wavefront error), whereas in the GL model, it
depends on several parameters (NA, mismatches between real
and nominal focusing depths and refractive indices). To address
this difficulty, we first show that although the DoF predicted
by the QA and the GL models are significantly different, they
can be connected by a simple scaling factor that depends on the
NA and on the sample refractive index. Second, we compare
the optimization of DoF enhancing annular binary phase masks
for these equivalent configurations in the QA and GL models.
We show that the resulting optimal masks are similar and yield
similar localization performance. This result is important since
it makes it possible to use generic phase masks that are nearly
optimal for many different configurations of NA, focusing depth
and index mismatch.

https://doi.org/10.1364/JOSAA.432696
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Fig. 1. Schematic drawing of the nominal and depth-extended
object-space configurations of the immersion microscope objec-
tive. ABC is a ray originating from a point source located just
below the coverslip when d has its nominal 0 value. PQRS is a
ray from a point source located within the targeted DoF range
[zmin, zmax] when d 6= 0.

The article is organized as follows. In Section 2, we define
the defocused microscope setup investigated in this paper and
its parameters. In Section 3, we introduce DoF enhancing with
annular binary phase masks and their optimization in the frame-
work of the QA model. In Section 4, we determine the equivalent
expressions of the DoF for the QA and GL models as a function
of imaging parameters. In Section 5, we show that for these
equivalent DoF settings, the optimal masks in the QA and GL
models are similar and yield similar localization performance.
Section 6 is devoted to conclusions and perspectives to this work.

2. DESCRIPTION OF MICROSCOPE CONFIGURATION
IN THE PRESENCE OF DEFOCUS

We consider in this paper an immersion microscope objective (as-
sociated with the microscope tube lens if it is infinity corrected)
that gives an image with lateral magnification M and which is
assumed to be, as usual for such lens, object-space telecentric,
aplanatic (i.e., it fulfills the Abbe sine condition), and with neg-
ligible on-axis and field aberrations when used in its nominal
configuration. As shown on the left side of Fig. 1, the objective is
nominally designed to work immersed in a liquid of refractive
index ni with a given coverslip and a sample observed just be-
low the coverslip. DoF extension will be used to image objects
that stand below the coverslip in a medium of refractive index
ns (see the right side of Fig. 1). In this section and the next one,
we will assume that ni = ns; possible index mismatch between
the two mediums will be considered in subsequent sections.

Let us denote the 3D position of a fluorescent emitter in the
observed sample by the coordinates θ = (xp, yp, zp), and the
2D position of a point of observation in the image plane (i.e., on

the image sensor) by the coordinates (x, y). Due to object-space
telecentricity, the magnification M does not depend on the zp
value. Assuming the field aberrations are negligible, this leads
to a space-invariant (x, y) response where the irradiance in the
image plane of a point like emitter can be written:

f (x, y, θ) = hzp

(
x−Mxp, y−Myp

)
(1)

where hzp (x, y) is the point spread function (PSF) of the micro-
scope objective, i.e., the image-plane irradiance of an emitter
centered at lateral position (xp, yp) = (0, 0) and located at a
depth zp. Due to the large value of the magnification |M|, the
image-space numerical aperture, denoted by NAi, is linked to
the object-space numerical aperture, denoted by NA, by the
Abbe sine condition: NAi = NA /|M|. Since NAi is small, clas-
sical paraxial Fourier Optics can be applied to compute the PSF
in the image plane [6]:

hzp (x, y) ∝
∣∣∣∣FT2D

[
ΠDisk exp

(
i Φzp

)] (
x

NAi
λ

, y
NAi

λ

)∣∣∣∣2 (2)

where the operator FT2D denotes the 2D Fourier transform, λ is
the wavelength of the collected light, ΠDisk is equal to 1 inside
the exit pupil disk (of normalized radius 1) and 0 elsewhere,
and Φzp is the exit pupil phase function. ΠDisk and Φzp are
assumed to be 2D circular symmetric functions of the normalized
exit pupil coordinates. Note that hzp (x, y) can be expressed
using the object-space NA by replacing NAi /λ by NA /(|M|λ).
We assume that the function f (x, y, θ) is normalized so that∫∫

f (x, y, θ)dx dy = 1. The pupil phase function is given by

Φzp (r) =
2π

λ
Wzp (r) (3)

where Wzp (r) denotes the optical path difference (OPD) between
the focused and defocused spherical wavefronts at a normalized
radius r in the exit pupil. The above mentioned QA and GL
models correspond to different expressions of Wzp (r).

3. DOF ENHANCING PHASE MASK OPTIMIZATION

In this section, we describe the optimization of DoF enhancing
phase masks when the usual QA model is used for representing
the PSF variation with defocus.

A. Defocus within quadratic approximation model
For an instrument limited by diffraction in the presence of pure
defocus, one often uses the following quadratic approximation
of the OPD [6]:

WQA(r) = ψr2 . (4)

Note that to simplify notation, we have dropped the subscript zp
in the expression of the OPD. In Eq. (4), the parameter ψ repre-
sents the value of the first non-zero expansion coefficient of the
OPD between the focused and defocused spherical wavefronts
at the edge of the pupil and is suitable for low or moderate NA.
We assume in this section no mismatch between sample and
immersion medium indices. The parameter ψ has the following
expression [6, 10]:

ψ =
NA2

2ns

(
zp − zfocus

)
(5)

where ns = ni is the matched refractive index of the sample and
immersion media, zp is the actual position of the fluorescent
emitter along the optical axis and zfocus the position at which
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the instrument is focused. If zp = zfocus, then WQA(r) = 0, the
wavefront error vanishes, and the PSF is described by the well
known Airy pattern centered at the ideal image position:

fAiry(x, y, θ) ∝

∣∣∣∣∣∣∣∣
J1

(
2π NA
|M|λ

√(
x− |M|xp

)2
+
(
y− |M|yp

)2
)

2π NA
|M|λ

√(
x− |M|xp

)2
+
(
y− |M|yp

)2

∣∣∣∣∣∣∣∣
2

(6)

where J1 denotes the Bessel function of the first kind of order 1.
Let us denote by [zmin, zmax] the targeted DoF range, that

is, the range of values of zp within which we want the local-
ization to be accurate. In the QA model, since the deviation of
the defocused PSF from the Airy pattern depends only on the
defocus parameter ψ, the targeted DoF range can be entirely
specified with this reduced parameter. Indeed, in order to have
the sharpest PSF, we have to minimize the maximum value of |ψ|,
i.e., of the phase aberration function ΦQA(r), reached when zp
varies over the targeted DoF range. Obviously, this is obtained
by setting the focus point at the middle distance:

zopt
focus =

zmax + zmin
2

. (7)

With this setting, the maximum absolute value of ψ is reached
at the ends of the DoF range. Indeed, from Eq. (5), the defocus
parameter is equal to −ψmax at zp = zmin and to ψmax at zp =
zmax, with

ψmax =
NA2

4ns
(zmax − zmin) . (8)

Within the targeted DoF range, the defocus parameter ψ thus
varies in the interval [−ψmax, ψmax].

As an illustration, we have represented in Fig. 2.a the vari-
ation of the PSF profile as a function of ψ, for the microscope
configuration described in Table 1. Note that since the PSF
has circular symmetry, a cross-section along any line passing
through its center is sufficient to represent its properties. The
left-side vertical axis in Fig. 2.a represents the defocus parameter
ψ expressed in units of the wavelength λ of the collected light,
the graph being drawn for ψ ∈ [−1.5λ, 1.5λ]. The right-side
vertical axis represents the corresponding axial emitter position
zp. The relationship between these two quantities is given by
Eq. (5) with zfocus = zopt

focus. We observe on the graph that the
farther the emitter is from the in-focus plane (i.e., the larger |ψ|
is), the more the PSF spreads out with its central lobe getting
fainter. This greatly limits the localization accuracy of out-of-
focus fluorescent emitters.

B. Localization accuracy evaluation using the Cramér-Rao
bound

The primary interest in localization microscopy is the localiza-
tion accuracy of fluorescent emitters over a given range of defo-
cus values. This accuracy can be expressed by the Cramér-Rao
bound (CRB), which is a lower bound on the estimation variance
that can be reached with an unbiased localization algorithm [11].
In the following, we will rather consider its square root, denoted
by RCRB, since this value has the dimension of a standard devi-
ation and is a length that will be expressed in nanometers in this
article.

The value of the RCRB depends on the nature and the level
of the noise sources that corrupt the observed images [12]. The
three main sources of noise occurring in modern sensors are
photon noise (i.e., shot noise), dark noise, and read-out noise.
With high-performance cameras, the latter two noise sources

Simulation parameters Symbols Values

Fluorophore position in the plane (xp, yp) (0, 0) µm

Fluorophore wavelength emission λ 700 nm

Total number of photo-electrons N0 500 ph.e−

PSF image length 2P + 1 21 pixels

Pixel length ∆xy 10 µm

Object numerical aperture NA 1.3

Lateral magnification M 60

Biological sample refractive index ns 1.33

Immersion refractive index* ni 1.33 or 1.52
* We consider two types of nominal immersion medium: water or oil.

Table 1. Microscope configuration and simulation parameters
used in the present paper.

can often be considered negligible [8]. Photon noise can arise
from the useful fluorescence signal (i.e., the light emitted by
the excited molecule) or from the scene background. The level
of background noise depends on the application, and in the
present paper, for the sake of simplicity, we will neglect it, con-
sidering only the shot noise due to the light emitted by the
excited molecule. Note, however, that our methodology and our
main conclusions can be easily generalized to the presence of
background shot noise.

As a reminder, θ = (xp, yp, zp) is the 3D position of a flu-
orescent emitter and (x, y) is the 2D position of its image on
the sensor. Due to the quasi-circular symmetry of the 2D pixe-
lated spatial distribution of irradiance (around its centroid) on
the sensor for any value of zp, the non-diagonal terms of the
Fisher information matrix [11] are negligible. The RCRB val-
ues along the x and y-axis directions are therefore simply equal
to the inverse square root of its diagonal terms. According to
Ref. [4], the RCRB also depends on the sub-pixel position of the
PSF relatively to the pixel grid (i.e., the “phasing”). The largest
value of the RCRB (which corresponds to the worst localization
precision) is obtained when the PSF is centered on a pixel of the
sensor. In this case, and in the presence of emitter shot noise
only, the RCRB along the x and y-axis directions has the same
value and can be calculated as follows [4]:

RCRB =

N0

P

∑
i=−P

P

∑
j=−P

(∫ (j+ 1
2 )∆xy

(j− 1
2 )∆xy

∆ fi(y, θ0)dy

)2

∫ (i+ 1
2 )∆xy

(i− 1
2 )∆xy

∫ (j+ 1
2 )∆xy

(j− 1
2 )∆xy

f (x, y, θ0)dx dy


− 1

2

(9)

where N0 denotes the total number of photo-electrons expected
in the squared observed image of (2P + 1)2 pixels, ∆xy the pitch
of the pixel grid (assuming a fill factor of 100%) and ∆ fi(y, θ0)
the difference between the PSF values at the opposite edges of
the pixels in row i:

∆ fi(y, θ0) = f
([

i− 1
2

]
∆xy, y, θ0

)
− f

([
i +

1
2

]
∆xy, y, θ0

)
(10)

with θ0 = (0, 0, zp). It is clear from Eq. (9) that the accuracy
with which an emitter can be located depends on the shape
of the PSF, and thus on the value of the defocus parameter ψ.
Indeed, we have represented in Fig. 2.c (blue solid line) the
value of the RCRB as a function of ψ. We observe that the RCRB
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(a) (b) (c)

Fig. 2. Variation of the PSF profile, in the QA framework, as a function of the defocus parameter ψ ∈ [−1.5λ, 1.5λ] or the axial
emitter coordinates zp (a) for an aberration-free diffraction-limited system with a circular aperture, (b) for the same optical system
using an optimal binary phase mask. (c) Curves of the localization accuracy (i.e., the RCRB value) without (blue solid line) or with
(red dashed line) phase mask. The microscope configuration and the simulation parameters are given in Table 1 (with here ni =
ns = 1.33).

increases very quickly as the PSF degrades because the DoF of
the system is small. We will quantify this degradation precisely
in Section 4.B.

C. Enhancing DoF with phase masks
As proposed in Ref. [5], a solution to improve the RCRB over the
targeted DoF range is to introduce in its aperture stop a phase
function Φmask to modify the PSF of the microscope objective,
such that Eq. (3) becomes:

Φzp (r, ρ) =
2π

λ
Wzp (r) + Φmask(r, ρ) (11)

where the vector ρ denotes the parameters that define the mask.
Note that although the results presented in this article are limited
to phase masks with circular symmetry, they can easily be ex-
tended to the many types of phase masks proposed in the litera-
ture to improve the DoF [13–18]. As already mentioned, annular
binary phase masks are easy to manufacture and they have been
shown to extend DoF in localization microscopy [4, 5]. This type
of mask is based on concentric rings implementing static spatial
phase modulations of alternatively 0 and π radians at a nominal
wavelength λ as illustrated in Fig. 3. An N-ring phase mask is
entirely characterized by the vector ρ = (ρ1, ρ2, · · · , ρN−1) of
the normalized radii of each ring. The last radius is at the edge
of the aperture, i.e., ρN = 1. Our goal is to find the optimal mask,
that is, the optimal parameter vector ρopt, that minimizes the
RCRB over the defocus range. In other words,

ρopt = arg min
ρ

J(ρ) (12)

with
J(ρ) = max

ψ∈[−ψmax,ψmax]
RCRB(ρ, ψ) (13)

where we have explicitly indicated the dependence of the RCRB
in ρ and ψ. For illustration, let us consider the optimal annular
binary phase mask for a targeted DoF range of ψmax = 1.5λ

Fig. 3. Example of a 5-ring annular binary phase mask. This
mask is optimal for a targeted DoF range of ψmax = 1.5λ in the
QA framework.

obtained by solving Eq. (12) as explained in Ref. [4]. The phase
modulation of this mask is illustrated in Fig. 3. We have repre-
sented the variation of the PSF profile using this optimal mask
in Fig. 2.b and the corresponding RCRB as a red dashed line in
Fig. 2.c. We note that when a mask is used, the RCRB is much
more invariant to defocus and significantly smaller for large
defocus values.

This mask has been optimized under the assumption that the
defocus-dependent OPD, and thus the PSF, is given by the QA
model. As mentioned previously, this model is physically suit-
able for diffraction-limited microscope objectives with moderate
values of NA and a perfect match between refractive indices. For
higher NA values and a possible mismatch between the refrac-
tive indices, this model therefore becomes inadequate. There ex-
ists more accurate physical imaging models for representing out-
of-focus emitters in real microscopy applications [9, 10, 19, 20].
We will focus on the Gibson & Lanni model, a simple and effi-
cient scalar model to describe the PSF of high NA immersion
microscope objectives [7]. The question we will investigate is
whether this more realistic model leads to different optimal
masks and different DoF enhancing performance.
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4. THE GIBSON & LANNI MODEL FOR OUT-OF-FOCUS
EMITTERS

Modern microscope objectives are designed with high NA and
provide optimal imaging conditions for a point-source located
immediately below the coverslip (i.e., zp = 0). However, these
conditions are no longer met as soon as the emitters are located
a few micrometers below the coverslip since extremely high NA
and refractive index mismatch can give rise to non-negligible
spherical aberrations of third or higher orders.

A. The Gibson & Lanni model
We use the GL model to better account for the imaging char-
acteristics described above [7]. This model considers that the
imaging conditions are ideal if the emitter is located just below
the coverslip and the optical parameters (including the coverslip
thickness and index) have their nominal values. All the observed
aberrations thus arise from factors external to the microscope
objective, such as displacement of the emitter or variation of the
optical parameters. In the present article, we assume that the
values of the refractive indices and the microscope settings are
perfectly known, and that the coverslip has its nominal proper-
ties. Under these assumptions, the OPD or wavefront error has,
according to Ref. [7], the following expression:

WGL(r) = d ni

√1−
(

NA r
ni

)2
− 1


− zp ns

√1−
(

NA r
ns

)2
− 1

 , (14)

where ns, ni, zp and d have been defined in Section 2 and in
Fig. 1, and r is the normalized radial coordinate on the entrance
or exit pupil that ranges between 0 and 1. Note that if zp = 0 and
d = 0 (i.e., the emitter is located immediately below the coverslip
and in-focus), then WGL(r) = 0 and the PSF is described by the
Airy pattern, see Eq. (6). We can also note that the QA model
in Eq. (4) corresponds to an approximation of the GL model
defined in Eq. (14) when ni = ns and NA� 1.

Let us assume that the targeted DoF is [zmin, zmax] as illus-
trated in Fig. 1. The parameter d can be adjusted to focus the
microscope at any point within the sample, and the question
is how to set this focus in order to have the sharpest PSF over
the whole DoF range. This question is more difficult to answer
than in the QA case since there is no reduced parameter which
entirely characterizes the OPD expression of Eq. (14). To solve
this problem, we choose to represent the global amplitude of
the OPD by its quadratic deviation σGL over the whole pupil.
We call it the root mean square (RMS) wavefront error, and it is
precisely defined in Appendix A. To have the sharpest PSF, the
parameter d must be chosen so as to minimize the maximum
value of σGL over the targeted DoF range. In Appendix B, we
determine this optimal value dopt, and show that it leads to focus
the microscope at the distance zp = zopt

focus, defined in Eq. (7).
Interestingly, the optimal focusing distance is thus the same for
the QA and GL models, i.e., halfway between zmin and zmax.

B. The conditions of approximate equivalence between the GL
and QA models

In this section, we compare the imaging properties predicted
by the QA and the GL models. We have represented in Fig. 4.b
the variation of the PSF profile as a function of the axial emitter

position zp when d = dopt. The microscope configuration and
the simulation parameters are given in Table 1, and ni = ns =
1.33. It is observed that this graph is quite similar to the graph
obtained with the QA model represented in Fig. 4.a (this is the
same figure as Fig. 2.a, it has been reproduced here to facilitate
comparison). The main difference between Fig. 4.b and Fig. 4.a
is a global “shrinking” of the PSF variation with the GL model.
This means that the natural DoF predicted by the GL model is
smaller than the one predicted by the QA model.

To confirm this interpretation, we have represented in Fig. 4.d,
the Strehl ratio for the QA model (red solid line) and the GL
model (blue solid line). The Strehl ratio is defined as the ratio
between the maximal value of the PSF at depth zp and the max-
imal value of the Airy pattern. We notice in Fig. 4.d that the
curves corresponding to the QA and GL models have similar
shapes and can be related by a simple scaling factor. In other
words, it appears that the PSF provided by the GL model for
a given value of zp is quasi-equal to the PSF given by the QA
model, but for a value of ψ different from that defined in Eq. (5).
We show in Appendices C and D that this “equivalent” value of
ψ is equal to:

ψ∗ = κψ

(
zp − zopt

focus

)
(15)

where

κψ '
NA2

2ns
+

NA4

8n3
s

+
11 NA6

192n5
s

+
25 NA8

768n7
s

. (16)

It is easily seen that ψ∗ is always larger than that the value of ψ
given by the QA model in Eq. (5), which means that the actual
defocus in the GL model is larger than the one predicted by the
QA model. The difference between these two values increases
with NA.

To illustrate this result, we have represented in Fig. 4.c the
variation of the PSF profile computed with the QA model as
a function of ψ∗ (this is a scaled version of Fig. 4.a). It is clear
that Fig. 4.c is now very similar to Fig. 4.b: with this definition
of the equivalent defocus parameter ψ∗, the PSF profiles given
by the QA and the GL models are quasi-equal. This result is
confirmed by plotting the corresponding values of the Strehl
ratio in Fig. 4.d (red dashed curve): it is nearly superimposed
on the GL model (blue solid curve).

Let us now consider the case where ni 6= ns. We have plot-
ted in Fig. 5 the same graphs as in Fig. 4.b, 4.c and 4.d, but for
ni = 1.52 and ns = 1.33. It is seen by comparing the blue and
red solid curves in Fig. 5.c that most of the deviation between
the Strehl ratios of the QA and GL models still amounts to a scal-
ing. However, the fact that ni 6= ns introduces two differences
compared with the previous case. The first one is that the Strehl
ratio of the GL model at the best focus point is no longer equal
to one (see the blue solid curve in Fig. 5.c). This is due to the fact
that when ni 6= ns, the RMS wavefront error is non zero even at
zp = zfocus (see Eq. (27)). The expression of the correcting factor
β on the Strehl ratio is given in Eq. (34). The second difference is
that the PSF variation is now slightly asymmetric with respect
to the focus point. This is due to the fact that in case of index
mismatch, the wavefront error WGL(r) over the pupil, defined
in Eq. (14), has an asymmetrical behavior around zfocus even if
the RMS wavefront error is perfectly symmetric, as shown by
Eq. (27).

We have represented in Fig. 5.b the variation of the PSF of
the QA model as a function of the equivalent parameter ψ∗ and
multiplied by the correcting factor β, which is equal to β = 0.89
in our case. We have also plotted in Fig. 5.c the corresponding
value of the Strehl ratio multiplied by β (red dashed curve). It is
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(a) (b) (c) (d)

Fig. 4. (a) PSF profile as a function of the defocus parameter ψ ∈ [−1.5λ, 1.5λ] using the QA model (same graph as Fig. 2.a). (b) PSF
profile as a function of the emitter position zp with the GL model (ni = ns = 1.33). (c) PSF profile as a function of the equivalent
defocus parameter ψ∗ using the QA model. (d) Variation of the Strehl ratio for the optical systems illustrated in (a), (b) and (c). The
microscope configuration and the simulation parameters are described in Table 1.

seen that the variations of the PSF and the Strehl ratio multiplied
by β are quasi-identical to those of the GL model, albeit for the
slight dissymmetry on either side of the focus point.

If we substitute zp for zmax (or zmin) in Eq. (15), a targeted
DoF range [zmin, zmax] in the GL model is thus equivalent to a
range [−ψ∗max, ψ∗max] in the QA model, with

ψ∗max = κψ
zmax − zmin

2
. (17)

Note that this expression does not depend on the index ni of
the immersion medium. This means that the apparent scaling
between the QA and GL models, observed by comparing Fig. 5.a
and Fig. 5.b for example, comes from the high value of the NA
in the medium of refractive index ns and not from the refractive
index mismatch between the immersion and sample media. This
mismatch, on the other hand, explains the drop of the Strehl ratio
and the dissymmetry of the PSF shape with respect to the focus
plane.

As a conclusion, the main benefit of switching from the QA
model to the GL model is to predict the actual axial shrinking
of the PSF, and therefore of the DoF, in real configurations with
high NA and possible index mismatch between the sample and
the immersion media. In other words, it avoid overestimating
the DoF range by a too optimistic model.

C. Equivalence of GL and QA models in the presence of phase
mask

Let us now assume that a DoF-enhancing phase mask is present
in the aperture stop of the microscope. As seen in Eq. (11),
this amounts to adding a phase function which depends on the
pupil coordinates r but which is independent from the emitter
position zp. Hence, if a configuration corresponding to zp in the
GL model is equivalent to a configuration corresponding to ψ∗

in the QA model – that is, they yield “equivalent” aberration
wavefronts in the pupil - these aberration wavefronts should
remain equivalent when using a phase mask. In consequence,
we may expect that the conclusions obtained so far without mask
can be extrapolated in the presence of a phase mask.

In order to verify this conjecture, we have plotted in Fig. 6
the same graphs as presented in Fig. 4 when the localization
microscope is equipped with the mask shown in Fig. 3, and
for ni = 1.52 and ns = 1.33. In order to better appreciate the
variation of the PSF profile with defocus, we have changed the
color bar for better contrast. We draw the same conclusions as
established previously: the main difference between Fig. 6.a (QA
model) and Fig. 6.b (GL model) is a global “shrinking” of the PSF
variation. We have represented in Fig. 6.c the variation of the
PSF of the QA model as a function of the equivalent parameter
ψ∗ defined in Eq. (15), and displayed in Fig. 6.d the variations of
the Strehl ratio for the configurations illustrated Fig. 6.a, Fig. 6.b
and Fig. 6.c. We thus verify that even when using a phase mask,
the variations of the PSF and of the Strehl ratio as a function of
the equivalent parameter ψ∗ are still very similar to those of the
GL model.

In the following section, we study the consequences of this
approximate equivalence relation on the optimization of the DoF
enhancing phase masks. Namely, we compare the masks opti-
mized for equivalent QA and GL configurations to determine if
their performance are also equivalent.

5. EQUIVALENCE OF DOF ENHANCING MASKS OPTI-
MIZED IN THE FRAMEWORK OF QA AND GL MOD-
ELS

The CRB-based phase mask optimization problem is defined
in Eq. (12) and Eq. (13). It consists in minimizing the criterion
J(ρ), which is the maximum value of the CRB over the targeted
defocus range. Since the expressions of the PSF are different in
the QA and GL models, the expressions of the RCRB are also
different. We thus need to define the two following criteria:

JQA(ρ) = max
ψ∈[−ψmax,ψmax]

RCRBQA(ρ, ψ) ,

JGL(ρ) = max
zp ∈[zmin,zmax]

RCRBGL(ρ, zp) , (18)
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(a) (b) (c)

Fig. 5. (a) PSF profile as a function of the emitter position zp with the GL model when ni = 1.52 and ns = 1.33. (b) PSF profile,
multiplied by the correcting factor β defined in Eq. (34), as a function of the equivalent defocus parameter ψ∗ using the QA model.
(c) Variation of the Strehl ratio for the optical systems illustrated in (a) and (b). The microscope configuration and the simulation
parameters are described in Table 1.

(a) (b) (c) (d)

Fig. 6. (a) PSF profile as a function of the defocus parameter ψ ∈ [−1.5λ, 1.5λ] using the QA model. (b) PSF profile as a function of
the emitter position zp with the GL model (ni = 1.52 and ns = 1.33). (c) PSF profile as a function of the equivalent defocus param-
eter ψ∗ using the QA model. (d) Variation of the Strehl ratio for the optical systems illustrated in (a), (b) and (c). The microscope is
equipped with the phase mask illustrated in Fig. 3 and its configuration and the simulation parameters are described in Table 1.
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Fig. 7. Optimization landscape of 2-ring binary phase masks
computed for ψmax = 1λ. We use the microscope configura-
tion and the simulation parameters described in Table 1.

where RCRBQA and RCRBGL are the values of the RCRB com-
puted from the PSF expressions given by the QA model and the
GL model respectively. In this section, we compare the masks
obtained by optimizing these two criteria.

For this comparison, we select equivalent configurations, that
is, we choose a value of ψmax in the QA model, and consider the
equivalent targeted DoF range in the GL model, assuming for
simplicity that zmin = 0, and choosing the value of zmax such
that ψ∗max = ψmax, where ψ∗max is defined in Eq. (38). We will
consider two possible combinations of refractive indices. In the
first one, the indices of the immersion and sample media are
equal: ni = ns = 1.33. In the second one, they are different:
ni = 1.52 and ns = 1.33. The other parameters of the imaging
system are given in Table 1.

Let us first consider a targeted DoF range ψmax = 1λ and an-
nular binary masks with two rings (i.e., N = 2), that are defined
by a single parameter denoted by ρ1. We have represented in
Fig. 7 the values of JQA(ρ1) (blue solid curve), and of JGL(ρ1)
when ni = ns (red solid curve) and when ni 6= ns (yellow solid
curve), as a function of ρ1. The optimal values of ρ1 correspond
to the positions of the global minimum of each curve. It is ob-
served that the curves are close to each other and that their
global minima occur at very similar positions. Hence, it can be
concluded that the 2-ring annular binary phase masks optimized
in the framework of the QA and GL models are almost identical.

Let us now generalize this result to larger DoF ranges. For
that purpose, we need to consider annular binary phase masks
with larger number of rings. Indeed, as shown in Ref. [5], large
DoF ranges require a larger number of rings to reach optimal
localization accuracy. Therefore, in our optimization process,
we consider that N can be as large as 5. Note, however, that
in some cases, the performance levels-off for a smaller value
of N, in which case the optimal mask has less than five rings.
We consider three different values of the targeted DoF range:
ψmax = 1λ, 1.5λ, and 2λ. To optimize the criteria, which are
highly non-convex, we use the particle swarm global optimiza-
tion algorithm described in Ref. [21].

Table 2 synthesizes the results obtained for each considered
value of ψmax (first column) and combination of optical indices
(ni = ns or ni 6= ns, second column). The third column rep-
resents the optimal masks for the GL model, defined by the
parameter vector ρGL

opt, and the corresponding value of the cri-

terion JGL(ρ
GL
opt), which is the maximum value of the RCRBGL

within the DoF range. It is observed that as the targeted DoF
range ψmax increases, the value of JGL(ρ

GL
opt) increases, since the

DoF extension problem becomes more difficult. It is also noticed
that it is slightly larger in the case of ni 6= ns, due to the PSF
alteration induced by the refractive index mismatch. The fourth

column of Table 2 represents the optimal mask for the QA model,
defined by the parameter vector ρQA

opt , and the corresponding

value of the criterion JQA(ρ
QA
opt ). By comparison with the masks

in the third column, it is seen that the masks that are optimal
for QA and GL models are different but bear some similarities.
In particular, the radii of their main rings are similar. The ques-
tion is: are these masks equivalent in terms of DoF extension
performance?

To answer this question, let us consider the following sce-
nario: a mask has been optimized with the simple QA model,
for a targeted DoF range ψmax, and is used in a system with
high NA and possibly index mismatch, which parameters (NA,
refractive indices, distances) are such that ψ∗max = ψmax. The
value of the localization criterion obtained in this case, JGL(ρ

QA
opt ),

is given in the fifth column of Table 2. By comparing the val-
ues in the third and fifth columns of the table, it is seen that
JGL(ρ

QA
opt ) > JGL(ρ

GL
opt), which is expected since the mask ρQA

opt is

not optimal for the GL model. However, the values of JGL(ρ
QA
opt )

and JGL(ρ
GL
opt) are quite close, which means that even if the mask

has been optimized with the QA model, it is still close to op-
timality for the GL model. It is also observed in Table 2 that
the departure from optimality increases with the value of ψmax
and with the index mismatch. However, even in the worst
case, which corresponds to ψmax = 2λ and ni 6= ns, one has
JGL(ρ

GL
opt) = 10.25 nm and JGL(ρ

QA
opt ) = 11.45 nm, which corre-

sponds to a relative difference of only 12%.
As a summary, the DoF enhancing masks optimized in the

framework of the QA model are also close to optimality in the
framework of the GL model, provided optimization in the QA
case has been done with the “equivalent” defocus parameter
ψ∗max defined in Eq. (17). This result is important since it allows
the use of generic masks targeting a given DoF range ψ∗max with-
out needing precise knowledge of NA, ni and ns. Indeed, let
us consider various microscope configurations having different
values of refractive indices, NA, and imaging depth, but corre-
sponding to the same value of the reduced defocus parameter
ψ∗max. The optimal masks in all these configurations yield nearly
equal performance, and they are similar to the mask optimal
in the framework of the QA model for a DoF range equal to
[−ψ∗max, ψ∗max].

6. CONCLUSION

In this article we have compared the DoF extending performance
of phase masks optimized in the framework of the simple QA
model and of the GL model that more accurately represents
imaging with high NA and refractive index mismatch. We have
first demonstrated that the validity of the QA model can be
extended by using a scaled DoF parameter derived from the GL
model. This parameter is based on the equivalence of the RMS
wavefront errors. Then, we have shown that for these equivalent
configurations, the optimal masks in the GL model and in the
QA model are similar and yield similar localization performance.
This result is important since it allows the use of generic masks
without needing precise knowledge of NA, ni and ns.

This work has many interesting perspectives. Since the annu-
lar binary phase masks are easy to manufacture, the main one
would be to validate the conclusions of this paper experimen-
tally. Moreover, the equivalent DoF parameter defined in this
paper is totally independent of the type of phase mask used in
the system. It would thus be interesting to apply the proposed



Research Article Journal of the Optical Society of America A 9

DoF Refractive
indices GL model QA model

ψmax (ni, ns) ρGL
opt JGL

(
ρGL

opt

)
ρQA

opt JQA

(
ρQA

opt

)
JGL

(
ρQA

opt

)

ni = ns 8.32 nm 8.55 nm

1λ

ni 6= ns 8.42 nm

8.17 nm

8.90 nm

ni = ns 9.13 nm 9.58 nm

1.5λ

ni 6= ns 9.32 nm

8.95 nm

10.33 nm

ni = ns 9.87 nm 10.82 nm

2λ

ni 6= ns 10.25 nm

10.08 nm

11.45 nm

Table 2. Optimal multi-ring binary phase masks and their performance based on the criteria defined in Eq. (18). The microscope
configurations and the simulation parameters are described in Table 1.
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approach to other types of phase masks, such as those aimed at
3D localization [3, 22].

APPENDICES

A. RMS WAVEFRONT ERROR IN THE GL MODEL

By definition, the RMS wavefront error, denoted by W(r) with r
the normalized radius in the pupil, is defined as

σ2
W =

1∫ 1

0
r dr

∫ 1

0

[
W(r)−W

]2 r dr

= 2
∫ 1

0

[
W(r)−W

]2 r dr (19)

where the average value W is defined as

W =
1∫ 1

0
r dr

∫ 1

0
W(r)r dr = 2

∫ 1

0
W(r)r dr . (20)

For the GL model, by substituting the OPD expression given by
Eq. (14) in Eq. (19), the RMS wavefront error has the following
expression:

σ2
GL(zp, d) = z2

p κ2
s + d2 κ2

i − 2 zp d c2
si (21)

where the coefficients κ2
s , κ2

i and c2
si are defined as

κ2
s = 2

∫ 1
0

[
hs(r)− hs

]2
r dr

κ2
i = 2

∫ 1
0

[
hi(r)− hi

]2
r dr

c2
si = 2

∫ 1
0

[
hs(r)− hs

] [
hi(r)− hi

]
r dr

(22)

with

hk = 2
∫ 1

0
hk(r)r dr and hk(r) =

√
n2

k −NA2 r2 , (23)

and k represents the subscript letter “s” or “i” used in Eq. (22).

B. OPTIMAL PARAMETER d IN THE GL MODEL

Let us assume that the targeted DoF range is [zmin, zmax]. We
want to adjust the parameter d so as to minimize the maximum
of the RMS wavefront error σGL, defined in Eq. (21), over the
targeted DoF range. This leads solving the following problem:

dopt = arg min
d

{
max

zp∈[zmin,zmax]
σ2

GL(zp, d)

}
. (24)

Since σ2
GL(zp, d) is a second degree polynomial in the variable zp

with positive coefficient for the second order term (see Eq. (21)),
its maximum value, for a given d, is reached at the extremities
of the range, that is, for zp = zmin or zmax. Thus, the problem
described in Eq. (24) can be rewritten as:

σ2
GL(zmin, dopt) = σ2

GL(zmax, dopt) . (25)

Solving this problem, the optimal value of d is obtained as:

dopt =
zmin + zmax

2
κ2

s

c2
si

. (26)

By substituting Eq. (26) into Eq. (21) and simplifying, we obtain:

σ2
GL(zp, dopt) = κ2

s

[(
zp − zfocus

)2
+ αz2

focus

]
(27)

with

zfocus =
zmin + zmax

2
and α =

κ2
s κ2

i
c4

si
− 1 . (28)

C. SCALING BETWEEN THE QA AND GL MODELS

It is interesting to compare Eq. (27) to the expression of the RMS
wavefront error in the QA model, obtained by substituting the
OPD expression given by Eq. (4) and Eq. (5) into Eq. (19):

σ2
QA =

ψ2

12
= κ2

QA
(
zp − zfocus

)2 (29)

with

κ2
QA =

NA4

48n2
s

. (30)

One observes that Eq. (27) and Eq. (29) are both quadratic func-
tions of the variable ∆z = (zp − zfocus), but they bear two im-
portant differences. The first one is that the coefficients of the
quadratic term are different in the two equations. For the QA
model, it is κQA, and for the GL model, it is κs whose expression
is given in Eq. (22). With the help of a symbolic math software,
we were able to determine the first terms of the Taylor series
expansion of κ2

s with respect to (NA /ns)2:

κ2
s '

NA4

48n2
s

(
1 +

NA2

2n2
s

+
7 NA4

24n4
s

+
3 NA6

16n6
s

)
. (31)

Note that the first term is exactly κ2
QA, which shows that for a

low NA, both models predict, as expected, the same behavior.
However, in the general case, the QA and GL models lead to
the same value of the RMS wavefront error for different depth
variations ∆z, given by κ2

QA∆z2
QA = κ2

s ∆z2
GL. We can therefore

introduce a scaling factor:

η =
∆zQA

∆zGL
=

κs

κQA

' 1 +
1
4

(
NA
ns

)2
+

11
96

(
NA
ns

)4
+

25
384

(
NA
ns

)6
(32)

It is easily seen that this factor starts at 1 for low (zero) NA
and significantly grows as NA increases. This means that when
NA is large, the QA model yields a too optimistic value of the
DoF extension. According to the GL model, this value has to be
divided by the the factor η as NA increases. This is clearly seen
by comparing Fig. 4.a and Fig. 4.b for example. Interestingly,
this scaling coefficient depends only on ns (through κs), and not
on ni. It is thus independent of the index mismatch between the
immersion and sample media: it is due only to the high value of
NA in the medium with refractive index ns.

The second difference difference between Eq. (27) and Eq. (29)
is the presence of an offset term equal to α κ2

s z2
focus in σ2

GL. Ac-
cording to the Cauchy-Schwartz inequality, κsκi ≥ c2

si, the factor
α is thus positive or zero. Moreover, this term vanishes when
ni = ns, since in this case α = 0, and increases with index
mismatch and the value of zfocus.

To illustrate the effects of these two differences, let us consider
the Strehl ratio, denoted by S, which is the ratio between the
maximal values of the actual PSF and of the Airy pattern for the
same aperture. A rule of thumb widely used in optical system
design states that if the RMS wavefront error σ is not too large,
the Strehl ratio can be expressed as [23]:

S ' exp

[
−
(

2π

λ
σ

)2
]

. (33)

Hence, in case of index mismatch, if one compares the variation
of S with zp in the GL model to that in the QA model, one
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should observe an axial shrinking by the coefficient η and a
global multiplication by a factor

β = exp

[
−
(

2π

λ

)2
ακ2

s z2
focus

]
. (34)

Fig. 5.c. shows an excellent agreement with this predicted be-
havior.

D. EQUIVALENT VALUE OF ψ

It can be noted that even if ns 6= ni, the offset term in Eq. (27)
is very small for the parameters used in our simulations of lo-
calization microscopy: the standard values of ns and of ni in
Table 1 lead to α = 0.0062, and since emitters lie only a few
micrometers below the coverslip, zfocus is small. If this offset
term is neglected, Eq. (27) becomes:

σ2
GL(zp, dopt) ' κ2

s
(
zp − zfocus

)2 (35)

By equalizing this expression with the RMS wavefront error of
the QA model defined in Eq. (29), we can define the value ψ∗ of
the defocus parameter in the QA model that is “equivalent” to
an emitter position zp in the GL model:

ψ∗ = κψ
(
zp − zfocus

)
, (36)

with

κψ = 2
√

3 κs '
NA2

2ns
+

NA4

8n3
s

+
11 NA6

192n5
s

+
25 NA8

768n7
s

. (37)

Replacing zp with zmax or zmin in Eq. (36), one can also define
the equivalent targeted DoF range as

ψ∗max = κψ
zmax − zmin

2
. (38)

Eq. (38) makes it possible to establish a simple correspondence
between the targeted DoF ranges in the GL and QA models.
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