N

N

Impact of Optical Properties on the Controllability of
Solar Sails
Alesia Herasimenka, Lamberto Dell’Elce, Jean-Baptiste Caillau, Jean-Baptiste

Pomet

» To cite this version:

Alesia Herasimenka, Lamberto Dell’Elce, Jean-Baptiste Caillau, Jean-Baptiste Pomet. Impact of
Optical Properties on the Controllability of Solar Sails. ICATT 2021 - International Conference on
Astrodynamics Tools and Techniques, Jun 2021, Sopot, Poland. hal-03331300v1

HAL Id: hal-03331300
https://hal.science/hal-03331300v1

Submitted on 2 Sep 2021 (v1), last revised 14 Oct 2022 (v2)

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.science/hal-03331300v1
https://hal.archives-ouvertes.fr
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ABSTRACT

This manuscript is devoted to the analysis of the local controllability of non-ideal solar sails in
planet-centered orbits. Classical approaches fail when considering this control problem because
sails cannot generate forces with positive components toward the Sun direction. More precisely,
the control set is delimited by a convex cone of revolution with axis toward the Sun and, as such,
it is not defined in a neighborhood of the origin, which precludes the use of standard sufficient
conditions for controllability. A novel necessary condition is introduced that certifies the non-
controllability of the system for given optical properties of the sail and orbital elements. The
condition can be verified by solving a semi-infinite programming problem. Numerical solution
is achieved by leveraging on the formalism of squared functional systems. Minimal optical re-
quirements of the sail are inferred for all combinations of orbital elements. These results are
independent of the planetary constant.

1 INTRODUCTION

Solar sails offer a propellant-less solution to achieve interplanetary transfers, planet escapes, and de-
orbiting maneuvers by leveraging on solar radiation pressure (SRP) [1]. Although very few solar sail
missions were launched, the possibility to use SRP as an inexhaustible source of propulsion attracted
the interest of researchers since decades, and several contributions on the guidance and control of solar
sails are available. Specifically, a large body of literature focuses on the mathematical formulation and
numerical solution of optimal transfers (mostly minimum time) and locally optimal maneuvers, i.e.,
maximization of the instantaneous rate of change of a desired orbital element. Most often, solutions
of two-point boundary value problems are offered without investigating whether the targeted point is
within the reachable set of the control system, which, admittedly, is a challenging task at best. We
believe that the true effort in finding feasible solutions to the transfer of solar sails is mostly hidden
because, in layman’s terms, only satisfactory solutions are published. Surprisingly enough, a thorough
analysis of the controllability of solar sails is not available to date.

A major difficulty in assessing the controllability of an SRP-actuated system is that the sail cannot
generate a force with a positive component toward the direction of the Sun, so that classical tools of
geometric control theory cannot be used. For example, Lie algebra of the system is full rank (unless a
fully absorptive model of the sail is considered), but this result, which should indicate that the system
is weakly controllable, requires that the interior of the control set includes the origin, i.e., both positive
and negative controls should be generated, so that it is not sufficient to analyze the sailing problem.
This aspect is particularly critical when considering a non-ideal sail (by ideal, we mean a perfectly
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reflective flat surface) because the control set is contained inside a strictly convex cone of revolution,
whose angle depends on the optical properties of the sail.

In this context, a necessary condition is proposed for the local controllability of non-ideal solar
sails in planet-centered orbit (e.g., escape trajectory). This requirement is aimed at assessing whether
the sail at hand is capable of decreasing all possible functions of the Keplerian integrals of motion
over an orbital period. The necessary condition is formulated as a worst-case optimization prob-
lem characterized by a finite number of design variables and a two-parameter family of inequality
constraints, namely, the clock angle of the convex cone and the true anomaly of the sail. This for-
mulation relies on the convexification of the control set for different optical coefficients by defining
the minimal cone containing all possible directions of the force vector. Numerical solution of this
semi-infinite programming problem is achieved by replacing the cone of revolution with a polyhedral
one, and by leveraging on the formalism of squared functional system to exactly enforce inequality
constraints for all values of the true anomaly. Eventually, the semi-infinite problem is recast into a
finite-dimensional convex programming with a finite number of linear matrix inequalities (LMI) and
an unique well-defined solution.

An exhaustive analysis covering the entire phase space of orbital elements is offered (specifically,
all shape, size and orientation of the orbital plane). A minimum angle is found for any combination
of orbital elements, which satisfies the necessary condition. This result is planet-independent. The
methodology is unaware of the specific source of non-ideality of the sail (e.g., specular or diffuse
reflection, re-emitted radiation [2]) since it only uses the conical hull of the control set. This result
can be used to provide insight into the controllability of the sail during its lifetime, owing to the
degradation of its surface discussed in [3], and may support the design of real-life missions by serving
as a minimal requirement to be satisfied. The case of heliocentric orbits is also briefly discussed.

2 SOLAR SAILS DYNAMICS

2.1 Force model

Solar sails use solar radiation pressure (SRP) as a propulsive means to control their trajectory. SRP is
due to the interaction between photons and surface of the sail. The magnitude of the pressure depends
on the Sun-sail distance, . Specifically, denoting by ®gz ~ 1367 W m~2 the solar flux at 1 AU and
by c the speed of light, a simple model is [4, Chap. 3]:

dsp
P=—5
CT@

A flat sail with surface A and mass m is considered in this work. The resulting force depends on
various optical and geometrical properties of the sail and it is obtained by summing up contributions of
the incoming, reflected, and thermal radiations, namely f,, f,, and f.. In addition, the reflected force
is divided into specular and diffuse components, f,., and f,,, respectively. The first one is caused
by photons that are reflected symmetrically with respect to the normal of the sail and create moment
in the opposite direction. Conversely, diffuse reflection results form surface roughness, which causes
photons to be uniformly reflected in all directions, yielding a component of the force toward the
vector normal to the sail. Finally, absorbed photons are then re-radiated in all directions with energy
dependent on the temperature of the sail, generating another component of the force that is normal to
its surface. Figure 1a shows the directions of the various components. Denoting by § the direction of
the Sun, 7 the unit vector normal to the sail with positive projection toward §, i.e.,cos 5 =n-§ > 0,
and
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Figure 1: Components of the SRP force.

the tangent unit vector in the plane generated by § and 71, the components of the specific force are [2]

f. = e(re) cos B(cos B 7 + sin 3 1)
frs = e(re)ps cos B(cos BT — sin B E)
ru = E(re)Brp(l —s)cos B ey
€fo — 5bBb R
=g(r ———cosf3n
(re)(1—p) e s
where the function £(ro) = APm~! has small magnitude, p € [0, 1] is the portion of reflected

radiation, s € [0, 1] the fraction of specular reflection, and ¢;, €, By, By back and front surface
emissivity and Lambertian coefficients respectively. The resulting force is thus

fSRP:fa+frs+fru+fe

fSRP

Sails use fgpp as thrust force. In the reminder of the paper, control variable is u = (ro)’
ElTre

u- L0 g cw, jay-1)
e(re)

Figure 1b shows the control set for various optical properties. We note that the set is not convex.
Re-emitted component is generally negligible when compared to other contributions. Two extreme
cases can be identified: ideal sails are constituted by perfectly reflective surfaces (p = s = 1),
whereas perfectly-absorptive surfaces are a worst-case scenario (p = 0, f_ neglected). In fact, the
control set of a perfect sail includes all possible sets obtained with non-ideal parameters. Although
sails are designed to be as ideal as possible, optical properties degrade with time. Hence, the fraction
of reflected radiation decreases with life time of the satellite, as discussed in [3].

Control set is:

2.2 Equations of motion

We study the motion of a solar sail around a planet. The objective of this work is to infer whether
geometric constraints of the control set (which are function of the optical properties of the sail as
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Figure 2: Euler angles orienting the orbit with respect to the reference frame. Here, h and e denote
the angular momentum and eccentricity vectors.

discussed in Section 2.1) prevent the sail from arbitrarily modifying its orbit. To this purpose, we
neglect all perturbations but SRP, and the motion of the sail is modeled as

d’r

T —7%7' +e(re)u ()

where 1 and r denote the gravitational constant of the planet and position vector, respectively. Com-
pensating the drift of a specific perturbation concerns the sizing of the sail and it is beyond the scope
of the paper.

We assume that orbital period of the sail is much smaller than the one of the heliocentric orbit of
the planet, so that variations of the Sun direction § over a single period are neglected. In addition,
eclipses are also ignored, which yields results that are both independent of the radius of the planet and
conservative (in the sense that the proposed methodology guarantees non controllability of System 2).

Consider a pseudo-inertial reference frame with origin at the center of the planet, X axis aligned
to 4, Y toward an arbitrary orthogonal direction, and Z completes the right-hand frame. Let vy, 7o,
~3 be Euler angles orienting the eccentricity vector according to a X — Y — X rotation as depicted
in Fig. 2, and a, e, and f be the semi-major axis and eccentricity and true anomaly, respectively.
The specific choice of Euler angles follows from the symmetry of System (2), i.e. (all results will be
independent of ;). Motion of slow elements, I = (1,72, 73, @, e)T, is governed by

% (o) %G(I, R fu 3)

where components of w are in the reference frame, R = Rx (73 + f)Ry(72)Rx(71) is the rotation
matrix from reference to local-vertical local-horizontal frames', and G(I, f) can be deduced from

"Here, R (i) denotes the rotation matrix of angle ¢ about the axis A.
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Gauss variational equations (GVE) of classical elements:

0 0 sin (3 + f)
siny2(1 + ecos f)
0 0 cos (v3 + f)
1+ecos f
G cos f 2+ ecos fsin f cos (3 + f)
e l4+ecosf e 1+4+ecosf
2ae 2ae
: 5 sin f 1_62(1+ecosf) 0
in f ecos® f+2cos f+e 0
sin
1+ecos f

We note that (1 + ecos f) G(I, f)R(I, f) is trigonometric in f. This consideration offers signifi-
cant advantages to the numerical methodology detailed in Section 4.2.

3 CLASSICAL APPROACH TO LOCAL CONTROLLABILITY

Local controllability of control-affine systems is guaranteed if the following conditions are verified
[5, Chap. 4]:

1 The drift, i.e., non-controlled motion, is periodic or recurrent;
ii Vector fields are bracket generating, namely Lie algebra of the system is full rank;
iii The convex hull of the control set I/ is a neighbourhood of the origin in R™.

Drift of Eq. (2) is Keplerian, which is periodic for elliptic orbits. As such, the first condition is
verified for the problem at hand.

Concerning the rank of Lie algebra, two different scenarios have to be analyzed. The first one
concerns perfectly-absorptive sails. Here, u = Su, so that the control set degenerates to a segment
aligned to &, as shown in Fig. 1b (for p = 0). Appendix A offers a detailed evaluation of Lie
brackets in this case, which shows that the algebra is rank deficient. This allows to conclude the
non-controllability of the system. Moreover, rank deficiency suggests that an integral of motion
exists, which happens to be the projection of the angular momentum h toward §, namely § - h =
§-(r x v) = det(r, v, §), where v is the velocity vector. In fact, Lie derivative of § - h with respect

to the controlled vector field, F'! = s X% + 5y% + sz afz 1s:

Lpi(det(r, v, 8)) = SX% det(r, v, 8) + Sy% det(r,v, 8) + sza;jz det(r,v, §)

=sx(—rysz +71z8y)+ sy(rxsz —rzsx) + sz(—rxsy +rySx)

=0

The second scenario concerns realistic sails. Here, a portion of incoming radiation is reflected, so
that p is strictly positive and the control set is no more degenerate. In this case, the system is bracket
generating. Nevertheless, controllability of the system cannot be assessed because the control set
does not contain the origin in its interior (the origin is on the boundary of the control set as depicted
in Fig. 1b). Hence, the aforementioned third condition is not satisfied, and the classical approach
cannot be used to investigate the controllability of realistic sails.

ICATT 2021 — A. Herasimenka 5



4 A NECESSARY CONDITION FOR LOCAL CONTROLLABILITY OF SOLAR SAILS

Given some optical properties of the sail and orbital conditions, we are interested in determining
if System (3) is small-time locally controllable (STLC). To this purpose, we introduce a necessary
condition whose negation guarantees non controllability of the system. Leveraging on the periodic
nature of Keplerian motion, the condition states that if there exists a one-form p; € T* M, M being
the configuration manifold of 7, such that

dr
(Y 20, vrest ucu @)
then there is a half-space of the neighborhood of I where motion is (locally) forbidden and the system
is not STLC.

To facilitate the practical evaluation of the necessary condition, two manipulations are introduced.
First, the time derivative of [ is replaced by G(I, f)u, where

G(I,f):= (14 ecos f)G(I, f)R(I, f)

This operation has no impact on the sign of Eq. (4), and it is introduced because é([ , ) is a trigono-
metric polynomial in f. Such property offers major benefits when positivity constraints are numeri-
cally enforced in Section 4.2. We also note that the semi-major axis and planetary constant have no
impact on the sign of Eq. (4), so that all outcomes of the manuscript will be independent of both a
and v, (because of symmetry) and valid for any planet since magnitude of SRP does not impact the
non-controllability condition.

Second, control set U is replaced by its conical hull, K, := cone({/), which is a cone of revolution
of angle «, as illustrated in Fig. 3. This angle can be deduced from optical properties of the sail. Using
Egs. (1), it is possible to find a relation between cone angle « and specular and diffuse reflectivity
coefficients p and s respectively. In order to do that, thermal radiation force is neglected, as its
magnitude is very small comparing to other forces. The relation is obtained by solving:

fspp -8 pssin2f + Bep(l — s)sin 8
tana = max —T = max
pel-5:50 ||(I— 88") fgrp|| sel-3:51 1+ pscos2B+ Byp(l — s) cos B

This condition holds for:

~Byp(1 = 8)(3ps + 1) + [ B3o?(L = )*((3ps — 1)? — dps) — 32 (ps — 1)
8ps

®)

1

[ = cos™
If By = 0, Eq. (5) simplifies to:

a(p, s) = tan"! ps . tan o 6)
& V1= p2s?)’ g V1 +tan? «

Replacing U by K, has no impact on the closure of the reachable set of the control system, as
discussed in [6]. Therefore, if System (3) is not controllable for controls with values in K, then it is
not controllable for controls with values in U/, neither.

Hence, the necessary condition is recast into:

if dp; € T"M such that
<p1, é([,f)u> >0, VfeS, uek,
then System (3) is not STLC

ICATT 2021 — A. Herasimenka 6
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Figure 3: Approximation of the control set (blue) by a convex cone (red).

4.1 Constructive approach to verify the necessary condition

A practical check of the necessary condition is carried out by solving

max J s.t.
J, lprlI<1

(b, G(ILDu)>J  Vfes! )
Vu e oK,,|ul|=1

Problem (7) is convex and semi-infinite, because inequality constraints need to be enforced on two
dense sets, namely for all true anomalies between 0 and 27 and for all w on the surface of the cone.
Evaluating inequalities in the interior of the cone is not necessary because dynamics is affine in u. If
J*, solution of Problem (7), is strictly positive, then the necessary condition is not satisfied and the
system is not STLC for the given o and /. Figure 4 illustrates an example of solution of Problem (7)
as a function of a. When system is STLC, J* is zero because p; = 0. The constraint ||p;|| < 1 is
preferred to ||p;|| = 1 to preserve convexity of Problem (7). Figure 4 shows that a minimum cone
angle exists such that the necessary condition is satisfied. This angle can be mapped into minimal
requirements for the reflectivity of the sail via Eq. (6), and it can be evaluated by solving

min « S.t.
@ ()
J(a) =0

where J*(«) denotes solution of Problem (7) for a given .

4.2 Discretization of the optimization problem

Numerical solution of Problem (7) is achieved by:

1. Discretizing K, by means of a finite number of generators (polyhedral cone);

ICATT 2021 — A. Herasimenka 7
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Figure 4: Example of the solution of Problems (7) (black curve) and (8) (red dot). Here, » = 50 deg,
v3 = 40deg, and e = 0.7.

2. Using the formalism of positive polynomials [7] to enforce positivity constraints for all values
of f without introducing additional relaxations.

Letg;, j = 1,...,m be the m generators of the polyhedral cone. Conical combinations can be
used to prove that verifying positivity of the inequality constraints for all w = g;, j = 1,...,m,
namely,

piGU, flg;—J >0 VfeS', j=1..m 9)

guarantees positivity on the entire surface of the polyhedral cone and its interior. Interior and exterior
approximations of the cone can be used, as shown in Fig. 5a. Because we aim at certifying non
controllability, we choose exterior approximations. However, results offered in the reminder are
obtained by using a large number of generators (namely, m = 90) so that differences between the two
approximations are deemed negligible, as shown in Fig. 5b for a sample orbit. Convergence depicted
in this figure is not monotonic because regular polyhedrals are used, and generators of the m-faced
polyhedral do not include the m — 1 generators of the preceding approximation.

Inspection of G(I, f) reveals that Eq. (9) is a trigonometric polynomial of degree 2. Let (-, ), be
the Hermitian product of two complex-valued vectors, i.e., (a,b) ,; = (Re(a),Re(b))+(Im(a), Im(b)),
and denote ®(f) = [1, e/, e?/] the basis of trigonometric polynomials of degree 2. The left-hand
term of Eq.(9) can be reformulated as

2 J
<p1, G(I, f)gj> —J=p <Z @(’“)e““f) g,—J= <<I>(f), Cipr—| 0 >
0

k=—2 i

where G*)(I) is the k-th coefficient of the Fourier transform of G/(I, f), and?

~ ~ ~ T
C; = [G(mgj, 2G(Ng, 2(;(—2)94

The formalism of squared functional systems outlined in [7] allows to recast the continuous positivity

2We note that G* = G(=*) because G(I, f) is real valued.
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(b) Convergence of the solution of Problem (8)

as a function of the number of generators. Here,

(a) Exterior and interior cone discretization (m = 5). v2 = 50deg, v3 = 40deg, and e = 0.7.

Figure 5: Approximation of K, (grey) by interior and exterior polyhedral cones (red and blue, re-
spectively).

constraints into LMI, namely

J
<p1,é(l,f)gj>—J20,Vf€Sl = 3Y;>=0 suchthat Cjp;— | 0 | = A%(Y))
0

where A}, : C*** — C? is a linear operator defined in Appendix B, and Y; € C**3 are symmetric
complex-valued matrices to be determined. Hence, the finite-dimensional counterpart of Problem (7)
is

e P s S
Y; =0
/ (10)
Ny(Y))=Cipr— | 0 j=1,...,m
0

We stress that the only relaxation of Problem (10) with respect to Problem (7) concerns the dis-
cretization of the surface of the cone, whereas enforcement of the constraint for all values of f is
exact. Finally, solution of Problem (8) is carried out by means of a simple bisection algorithm.

The CVX software [8, 9] is used to solve the convex Problem (10). Fourier coefficients of G/(I, f)
are evaluated by means of the fast Fourier transform (FFT) algorithm.

S MINIMAL REQUIREMENTS FOR A SAIL IN PLANET-CENTERED ORBITS

Figure 6 show the minimum cone angle satisfying the necessary condition as a function of 5 and 3
and with respect to different values of eccentricity. The minimal angle is symmetric with respect to

~vo = 90 deg because <p1, G(e,y2,73, f) 'u,> = <—p1, é(e,ﬂ — Y2,73, f) u> Solution is indepen-
dent of ~3 for circular orbits, as expected. Sensitivity with respect to 3 remains moderate even for
larger eccentricities. The minimal angle approaches zero as sin(v;) — 0. In this case, § is aligned

ICATT 2021 — A. Herasimenka 9
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Figure 6: Results for different geocentric orbits

with the angular momentum of the orbit. On the other hand, for v, = 90 deg, the Sun is in the orbital
plane.

Figure 7 represents v, as function of -3 or v, (Fig. 7a and 7b, respectively) for different values
of eccentricity. Results confirm high dependency of ,;, on ~», and 3 for important eccentricity
values. Large eccentricity facilitates the controllability of the sail.

Finally, the minimum angle « exists for all orbits, and it is systematically inferior to 90 deg, which
means that the sail has not to be ideal to make System (2) controllable. To compare with a real solar
sail, optical properties of the NASA reference model [10] (designed to support NEA Scout and Lunar
Flashlight solar sail missions) correspond to a cone angle of 58.6 deg. This value is sufficient to satisfy
the proposed necessary condition for most planet-centered orbits, except for highly inclined ones.

6 SUN-CENTERED ORBITS

Consider now a sail in a heliocentric orbit. This scenario can be a case for interplanetary transfers,
for example. The same equations with two major corrections are used to model the problem. First,
the rotation matrix is not needed in Eq. (3) anymore, since the local vertical local horizontal frame is
used directly. And second, § becomes radial direction. Moreover, the problem has central symmetry
and results do not depend on any orbital element except for the eccentricity. For a perfectly absorptive
solar sail, the dynamical system is not bracket generating, because the control is radial, as explained

ICATT 2021 — A. Herasimenka 10
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Figure 7: Minimum cone angle as a function of Euler angles.

in [11]. The first integral related to this rank deficiency is the magnitude of the angular momen-
tum. For a non-ideal sail, the system becomes bracket generating as soon as a tangential component
appears: even for very weakly reflective sails.

Using the methodology of Section 4 indicates that even a very poorly reflective sail (p > 0 and
p << 1) is locally controllable over an orbital period. However, an orbital period around the Sun
is much longer compared to a geocentric one, this is why the numerical analysis fails to predict real
behaviour of the satellite. In fact, a sail can go in any direction of the tangent manifold of the orbital
elements, but the time frame is not considered, so that these maneuvers can take years, which is not
realistic. Therefore, a more detailed analysis is needed for heliocentric orbits.

7 CONCLUSION

A necessary condition for local controllability is proposed for solar sails, and it can also be extended
to other systems with a control set included in a convex cone. Results show that minimal optical
requirements exist for any planet-centered orbit. These requirements only depend on three orbital
elements, namely two angles orienting the orbital plane and perigee, and eccentricity. Moreover, they
are independent of the planetary constant. The highest minimal angle is strictly inferior to 90 deg,
meaning that a certain degree of non-ideality of the sail does not jeopardize controllability of the
system. This result can support mission design of solar sails. The methodology was also applied
to heliocentric orbits, but a more detailed analysis is needed to account for the non-multi-revolution
nature of these trajectories.

A LIE BRACKETS COMPUTATION FOR A PERFECTLY-ABSORPTIVE SAIL
Consider a control-affine dynamical system

i=F(x)+ Y wF(z), 1€M, u=(u.u,) €U CR" (11)
=1

where M is an n-dimensional manifold, F; : M — T M are smooth vector fields on M. We note
that Eq. (3) can be recast into the form of Eq. (11) by choosing columns of G (I, f)R(I, f) as vector
fields F".

ICATT 2021 — A. Herasimenka 11



To compute Lie algebra, only directions of vector fields matter. To simplify, assume that control
system is given by a simple two-body equation with a term of perturbation, as denoted in (12) with
S solar vector, considered fixed for a few orbits. For a perfectly absorptive solar sail, only the cross-
sectional surface is controlled, so that control is assumed to be u € [0, 1] with a certain coefficient &
defining SRP magnitude.

Using = = (r,v) € R as a state vector, System (12) can be rewritten as:

i = Fx) +euF'(z)

with F recurrent drift and £'* SRP perturbation.

dr

— =

dit (12)
40 B b e(ro)

— =—=r+e(re) Su

dt r3

where r = ||7||. System (12) provides two vector fields:

0 0 0 rx O ry 0O rz 0O
FO = = _rz 1z =
vx orx oy ory vz ory 1 ovxy 130ovy 13 0vy
Fl=g3 0 + s 0 + s 0
N X@vX Y@vy Za’UZ

To simplify, let us denote vector fields:
g 0 0 0 rd rx 0 ry 0 ry O

Vaor T X o Y T8, Bov T 1B oux | vy | 18 0u,
sg—s J + s 4 + s 9
(%_ XaUX Y(%y Z(%Z
and 9 9 9 9
S —g— F'"m —p— FY —yp— % — g
“or "or Yor "o’

Finally, by denoting § - r a scalar product of two vectors § and 7, computation of Lie brackets gives
the following results:

0 r 0 1 0
F0: — 2 _ pvr_ __frv. F1: — — Fsv. F01:|:F0 F1:|:_Fsr
Yar 3 ov 3= “ov ’ ’
FO01 _ [FO, [FovFl]] _ 3(§5 r) v o_ F_:]’ Flon _ [Fl, [Fo’Fl]} 0
r r

0001 _ [FO, [FO,[F°, Fl“] _ lSFST n 3(U5~ T)Fsv n <3(§5v) B 15(5 - ’I“Z(’U . 7')>F7“v
r r r r
3('§ ’ T.) VU rTr
+ = (F F)

All subsequent iterations are linear combinations of the previous vector fields. Thus, Lie algebra
of the system (12) has 5 independent vector fields if § - r # 0:

FS’I"’ FS’U’ F’I"’U’ FUT" F’UU _ F’I"’I" .

dim Lie(F*, F',..) =5 < dimR®=6
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B POSITIVE POLYNOMIALS

Consider the basis of trigonometric polynomials & = (1,¢/, %/, ... eNmil) with Njeq number of
frequencies. Its corresponding squared functional system is S2(f) = ®(f)®? (f) where SY(f) de-
notes conjugate transpose of S(f). Let Ay : CV — CV*¥ be a linear operator mapping coefficients
of polynomials in ®( f) to the squared base, so that application of Ay on ®(f) yields

Au(®(f)) = @(f)@"(f)
and define its adjoint operator A}, : CN*V — CV as
(Y, Ag(e))y = (Ny(Y),c)y, YeCVN cecCh

Theory of squared functional systems postulated by Nesterov [7] proves that polynomial <CI>( ), c> "
is non-negative for all f € S' if and only if a Hermitian positive semidefinite matrix Y~ exists such
that ¢ = A} (Y'), namely

(®(f),c)y >0, VfeS <« TF¥Y =0:c=Ay(Y).
In fact in this case it holds
(@(f) )y = (@), A (Y)) ;= (Au(D()), Y ),
= ((f)@"(f),Y ), =" (f)Y ®(f) > 0.

For trigonometric polynomials A* is given by

(Y. To)
A(Y) = :
<Y7 TN—l >

where T; j = 0,..., N — 1 are Toeplitz matrices such that

B &y | 2 itk—-1l=35 . B
To=1,1; _{0 otherwise J=he N1
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