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Abstract
This research aims to build a prosodic boundary prediction
model for improving the naturalness of Vietnamese speech syn-
thesis. This model can be used directly to predict prosodic
boundaries in the synthesis phase of the statistical parametric
or end-to-end speech systems. Beside conventional features re-
lated to Part-Of-Speech (POS), this paper proposes two efficient
features to predict prosodic boundaries: syntactic blocks and
syntactic links, based on a thorough analysis of a Vietnamese
dataset. Syntactic blocks are syntactic phrases whose sizes are
bounded in their constituent syntactic tree. A syntactic link of
two adjacent words is calculated based on the distance between
them in the syntax tree. The experimental results show that the
two proposed predictors improve the quality of the boundary
prediction model using a decision tree classification algorithm,
about 36.4% (F1 score) higher than the model with only POS
features. The final boundary prediction model with POS, syn-
tactic block, and syntactic link features using the LightGBM
algorithm gives the best F1-score results at 87.0% in test data.
The proposed model helps the TTS systems, developed by ei-
ther HMM-based, DNN-based, or End-to-end speech synthesis
techniques, improve about 0.3 MOS points (i.e. 6 to 10%) com-
pared to the ones without the proposed model.
Index Terms: Prosody modeling, prosodic boundary, pause
prediction, Text-To-Speech, speech synthesis, Vietnamese

1. Introduction
For a Text-To-Speech (TTS) system, prosodic phrasing plays
a significant role in improving the intelligibility and natural-
ness of synthetic utterances. One of the most important levels
in prosodic phrasing is prosodic boundary modeling. It sim-
ulates the reader’s breathing pattern and the method of read-
ing based on sentence context in practice. To the best of our
knowledge, TTS systems currently have been divided into three
main approaches: (i) concatenative speech synthesis, (ii) para-
metric statistical speech synthesis, and (iii) end-to-end speech
synthesis systems. In the parametric statistical speech synthe-
sis approach, the acoustic model can be HMM1-based [1][2] or
DNN2-based [3]. However, those models cannot automatically
predict pause appearances and need to provide pause positions
at the text pre-processing step. In end-to-end TTS systems,
such as Tacotron [4][5], Tacotron2 [6], and Wavenet [7], we
could use a massive amount of text and audio data pairs to learn
the prosodic structure directly during the TTS training process.
Nevertheless, corpora are not always designed to support such
a purpose. On the other hand, pause analysis during the pre-

1Hidden Markov Model
2Deep Neural Network

processing steps also helps end-to-end TTS models be easier to
train and faster to converge.

There are many previous works about prosodic structure
generation for Chinese [8][9][10], pause modeling for German
[11], Russian [12] or prosodic structure for French [13], and
other languages. They may use rules or machine learning with
lexical information (e.g. Part-of-speech POS) or contextual
lengths.

For Vietnamese, a tonal language, there are few works
on these problems. The work of [14] presented a rule-based
prosodic phrasing model based on syntactic information, with
an alignment to the theory of prosodic hierarchy [15][16][17],
for a Vietnamese HMM-based TTS system. For the task of pre-
dicting the pause appearance, this work had good precision (i.e.
91% and 82% with manual and automatic syntactic parsing),
but low recall (i.e. 54% and 27% correspondingly) due to a lim-
ited number of syntactic rules. In this paper, we aim on build-
ing a prosodic boundary prediction model for Vietnamese TTS
systems. Since pause duration has been already well modeled
based on the context, we propose a prediction model using syn-
tactic information to figure out the suitable pause positions in
sentences.

The rest of this paper is organized as follows. Section 2
describes the dataset and evaluation metrics used in this work.
Section 3 presents the proposal of syntactic blocks, syntactic
links, and the prosodic boundary prediction model. Our Viet-
namese syntactic parser for the proposed model is presented in
section 4. Section 5 shows the experiment results for both the
prediction model and the contribution of the proposed model to
TTS systems with different speech synthesis techniques. The
final section presents conclusions and future work.

2. Datasets and Metrics
2.1. Datasets

The VDTO dataset included 5,338 utterances for a duration
of about 7.7 hours. The audio was recorded at LIMSI-
CNRS Laboratory, France, by a female semi-professional na-
tive speaker from Hanoi, aged 31. The supervision during the
recording sessions and verification after the recording sessions
were well performed. Audio files in this dataset were auto-
matically segmented at a phoneme level by EHMM labeler.
Phonemes were then automatically grouped into syllables and
semi-automatically perceived pauses. Text files were automati-
cally parsed into syntactic trees by our Vietnamese parser pre-
senting in section 4. For the evaluation phase, we extracted ran-
domly 10% of the sentences in VDTO as a test dataset, called
VDTO-Testing, the rest constituting the training dataset, called
VDTO-Training.
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2.2. Evaluation metrics

For the prosodic boundary prediction, Precision (P ) is defined
as the probability that a (randomly selected) predicted pause
corresponds to an actual (correct) pause in the dataset, while
Recall (R) is defined as the probability that a (randomly se-
lected) actual pause in the dataset is predicted. A measure
that combines Precision and Recall is the harmonic mean of
Precision and Recall, the F-score, illustrated in Formula 2.

Precision =
CP

PP
Recall =

CP

AP
(1)

F − score = 2 ∗
Precision ∗Recall

Precision+Recall
(2)

where

• PP: Number of Predicted Pauses

• CP: Number of Correct predicted Pauses

• AP: Number of Actual Pauses in dataset

3. Our proposed model
3.1. Proposal of syntactic blocks

In the syntactic trees, syntactic phrases, i.e. ancestors of sylla-
bles, can be effective cues to predict prosodic boundaries. How-
ever, the sizes of these phrases (i.e. the numbers of syllables)
vary, in the dataset, from 1 to 70 syllables due to the structure
and complexity of the sentence. We hence proposed that the lev-
els of ancestors should be flexible, and the size of these phrases
should be bounded. These “bounded” syntactic phrases were
called “syntactic blocks”.

Figure 1 illustrates the examination of actual pauses in the
middle of utterances after syntactic blocks. Pause presence
could be roughly predicted by syntactic block size, i.e. at the
end of blocks having at least 5 syllables. Based on this raw
model, we empirically found the optimized value for n of 10,
i.e. maximal syllable number of all syntactic blocks, in which
F-score was maximal.

Our proposed algorithm for dividing syntactic blocks of a
sentence is illustrated in Algorithm 1. Let n be the bounded
size of syntactic blocks. We extracted the first children of the
root node. If any of them had more than n syllables, we kept
dividing them to lower children until syllable numbers of all
syntactic blocks were not above n. There existed a number of
single-syllable syntactic blocks in the datasets, which may af-
fect the block predictor. We then proposed several strategies
for a combination of single-syllable syntactic blocks. The base
strategy is that a single-syllable syntactic block will be com-
bined with its succeeding block. However, if the single-syllable
block is the last syllable in the sentence, it will be combined
with the previous one.

3.2. Proposal of syntactic links

The syntactic link of two words is a syntax tree-based relation-
ship between them. Four special values for this predictor “l1”,
“l2”, “h1”, “h2” show that if the current word was lower (l)
or higher (h) one (1) or two (2) levels in the same branch. In
other cases, the distance between two nodes in a syntax tree is
used to determine this relationship. The distance D(Wi,Wi−1)
between two words Wi and Wi−1, shown in Formula 3, is cal-
culated as an average of the number of transitions from Wi and
Wi−1 to the lowest common ancestor. If the distance is “1”, two
nodes were siblings. The syntactic link was the ceiling of this

distance excluding the distance of over 3. For all distances over
“3”, one value “4” was assigned for the syntactic link. The syn-
tactic link L(Wi) of a word Wi (with the previous word Wi−1)
is defined in Formula 4.

Distance(Wi,Wi−1) = D(Wi,Wi−1) =
Ti + Ti−1

2
(3)

L(Wi) = L(Wi,Wi−1) =

l1 or l2 if Wi was 1 or 2 level lower than Wi−1

h1 or h2 if Wi was 1 or 2 level higher than Wi−1

1 if D(Wi,Wi−1) = 1 (siblings)
2 if 1 < D(Wi,Wi−1) ≤ 2

3 if 2 < D(Wi,Wi−1) ≤ 3

4 if D(Wi,Wi−1) > 3

(4)

where

• Wi: The ith word in sentence

• Wi−1: The (i-1)th word in sentence

• Ti: Number of branch transitions from Wi to the lowest
common ancestor of Wi and Wi−1

• Ti−1: Number of branch transitions from Wi−1 to the
lowest common ancestor of Wi and Wi−1

• L: Syntactic link

3.3. Proposal of prosodic boundary prediction model

Beside the two above proposed predictors, we did find that
POS of the last word (current POS) and that of the next word
(next POS) of syntactic blocks could be used to predict pauses
with ambiguity. We then applied a machine-learning algorithm
to evaluate these predictors’ performance. As a result, the
prosodic boundary prediction model was considered as a clas-
sification task of two labels “Yes” or “No” for the target value
“Has pause”. We experimented with some state-of-the-art clas-
sification algorithms in section 5.

4. Unnamed Vietnamese syntactic parser
This section presents our proposal for a Vietnamese syntactic
parser, which is necessary for our prosodic boundary prediction
model. Despite a considerable gap in quality to other common
languages such as Chinese, Japanese, or English [18] (e.g. F-
score for English = 95%-96%), there have been several pop-
ular constituent syntactic parsers for Vietnamese, whose best
performance was at 81.19% [19] (F-score) in the VietTreeBank
dataset [20].

In this work, we built a Vietnamese syntactic parsing using
a state-of-the-art deep neural architecture, i.e. self-attentive ar-
chitecture [21] and applied the pre-trained Vietnamese language
model, PhoBERT-large [22], to embed the input texts. This
model, trained with the VietTreeBank dataset [20] with some
corrections, received the best performance at 84.4% accuracy,
compared to other well-known Vietnamese parsers.

In our proposal of the prosodic boundary prediction model,
phrase names, e.g. noun phrase (NP), verb phrase (VP), were
not used. As a result, to improve the quality of the syntactic
parser, we propose to build an unnamed constituency parser, in
which all phrases above word will have only one label XP. As
a result, sentences are parsed into syntax trees, leaves of these
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Figure 1: Distributions of pause length of final syllable of syntactic blocks with a maximum of 17 syllables, factored by syllable numbers
of these blocks.

trees are grammatical words named by POS categories while
ancestor nodes are unnamed syntactic phrases. The unnamed
constituency parsing improved the syntactic model’s accuracy
to 87.0%.

5. Experiments
5.1. Experiment for the prosodic boundary model

After a random division, the VDTO-Training dataset contained
nearly seven hours of speech while the testing one had nearly
one hour. Necessary features such as POS, next POS, syntactic
block size, the position in syntactic block, syntactic link, etc.
were then extracted for the dataset at syllable level using our
proposal. In this work, the C4.5 algorithm, an improvement of
the ID3 [23], was adopted for experimenting with different pre-
dictors due to its simplicity and effectiveness. This algorithm
can generate a decision tree from a dataset with extracted fea-
tures for a classification “Yes” or “No” for the target value “Has
pause”.

Table 1 shows the performance of the models using C4.5
in 10-fold cross-validation. The “Syntactic block” was the
most efficient predictor in both Precision (83.4%) and Re-
call (71.1%). The Precision of the model using “POS” alone
(73.4%) was higher than that of the one using “Syntactic link”
alone (64.4%). However, “Syntactic link” (Recall=43.7%)
could predict more pauses than the “POS” predictor (Re-
call=31.0%). Using only “POS”, the F-score of the model was
only 43.6%, that is 9% lower than that using only “Syntactic
link”. The combination of two out of the three predictors gave
better results in Precision and/or Recall. The model with “Syn-
tactic block” and “Syntactic link” had the same Precision as that
with only “Syntactic block”, but Recall increased nearly 6%.
Whereas, the model with “Syntactic block” and “POS” almost
had no progress on Recall, but about 4% higher on Precision.
We assumed that the “Syntactic link” helped us improve the Re-
call while “POS” gave effective information to increase the Pre-
cision. The complete model including the three predictors had
the best results with Precision=89.0%, Recall=74.6%, hence F-
score=81.2%. Using a separate test set (VDTO-Testing), the

Algorithm 1: Proposal algorithm for dividing syntac-
tic blocks bounded by a limit number of syllables

Input : Node phrase with limit length n
Output: List of syntactic blocks blocks

1 Function getBlocks(phrase, n):
2 if size(phrase) ≤ n then
3 return phrase
4 else
5 foreach child ∈ phrase do
6 blocksOfChild← getBlocks(child, n)
7 blocks← blocks+ blocksOfChild

8 end
9 end

10 blocks← combineSingleBlocks(blocks)
11 return blocks

12 End Function
13 Function combineSingleBlocks(blocks):
14 foreach block ∈ blocks do
15 if isSingle(block) then
16 if isLast(block) then
17 combine block to last block of blocks

18 else
19 newBlock ← newBlock + block
20 if isNotSingle(newBlock) &

isNotSingle(nextBlock) then
21 add newBlock to blocks
22 newBlock ← null

23 end
24 end
25 else
26 add block to newBlock
27 end
28 end
29 return blocks

30 End Function
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Table 1: Performance of prosodic boundary prediction models
with C4.5 algorithm using different features

Features Precision
(%)

Recall
(%)

F-score
(%)

10-fold cross-validation

Syntactic block 83.4 71.1 76.8
Syntactic link 65.4 43.7 52.6
POS 73.4 31.0 43.6
Syntactic-block+link 83.4 76.8 80.0
Syntactic block+POS 87.2 71.4 78.6
Syntactic link+POS 70.6 58.7 61.4
Syntactic-
block+link+POS 89.0 74.6 81.2

VDTO-Testing

Syntactic-
block+link+POS 87.6 75.9 81.4

F-score was approximate to the F-score in the best results of
10-fold cross-validation.

Table 2: Performance of prosodic boundary predictive models
with different classifier algorithms

Model name Precision
(%)

Recall
(%)

F-score
(%)

C4.5 87.6 75.9 81.4
Adaboost 84.6 79.9 82.2
XgBoost 85.5 83.1 84.3
RandomForest 87.1 83.3 85.1
LightGBM 88.1 86.1 87.0

We took the same dataset extracted with all three predictors
to experiment with some other classification algorithm. C4.5,
a fast decision tree algorithm, provides a good precision but
not comparative recall, hence the lowest F-score among clas-
sification algorithms. Ensemble models are very simple and
effective, they group weak individual classifiers into a single
strong classifier. The tree-based model RandomForest [24] has
an extremely fast training time due to the parallel training pro-
cess. Boosting models, such as Adaboost [25], XgBoost [26],
and LightGBM [27], improve every training steps by creating a
next model that attempts to correct the errors from the previous
model. Table 2 shows the performance of those five models.
LightGBM gave the best results in all Precision, Recall, and
F-score (87.0%), increase 5.6% compare to the F-score of the
C4.5 algorithm.

5.2. Experiment for applying the proposed model to TTS

The purpose of this test is to see how the prosodic boundary
model affects the naturalness of the TTS output voices, synthe-
sized by different technologies: HMM-based [28], DNN-based
(built with model [3] using Vietnamese linguistic features), and
End-to-end (i.e. Tacotron [4]+Wavenet [7]). The HMM-based
TTS system was trained with the VDTO dataset, which was
recorded by a female speaker from Northern Vietnam (SPK01).
The DNN-based TTS system was trained with another corpus
of a male speaker from Northern Vietnam (SPK02), while the
end-to-end TTS system uses the voice of another female from

Northern Vietnam (SPK03) as the training dataset. Subjects
were asked to assess the speech they had heard. The question
presented to subjects was “How do you rate the naturalness of
the sound you have just heard?”, with the maximal score of 5.0.

Table 3 shows our MOS Test results on two main types of
TTS systems: (i) TTS system without the proposed prosodic
boundary prediction model (i.e. Baseline), (ii) TTS system with
the proposed model (i.e. Boundary). In all speech synthesis
techniques, the output voices with prosodic boundary predic-
tion of the corresponding TTS systems were evaluated about
0.3 points better than the ones without the proposed model
(i.e. baseline). In other words, the synthetic voices with the
prosodic boundary prediction model improved about 6 to 10%
compared to the one without the model. The results of two-
factorial ANOVA show that all factors (i.e. TTS system and
sentence) and their interactions have a highly significant effect
(p < 0.001).

Table 3: MOS Test for naturalness of voices without (Baseline)
or with (Boundary) prosodic boundary prediction model

Voice Synthesis
Technology

MOS
Score

SPK01-Baseline HMM 3.12
SPK01-Boundary HMM 3.48
SPK02-Baseline DNN 3.64
SPK02-Boundary DNN 3.98
SPK03-Baseline End-to-End 3.98
SPK03-Boundary End-to-End 4.21

6. Conclusion
In this work, we proposed a prosodic boundary prediction tree-
based model using three predictors: (i) syntactic blocks, (ii)
syntactic links, and (iii) POS. Syntactic blocks are syntactic
phrases whose sizes are bounded. The syntactic link of a word
was a syntax tree-based relationship with the previous word.
A predictive model was evaluated with 10-fold cross-validation
using these three predictors using C4.5, a decision tree classi-
fication algorithm. The syntactic block was the most impor-
tant predictor since the model with only this predictor had the
best precision (83.4%), compared to the models with only POS
(F-score=43.6%) or syntactic link (F-score=52.6%) alone. The
syntactic link predictor helped the model improve the Recall
(6% improved) while POS gave effective information to in-
crease the Precision (4% improved). We experimented with dif-
ferent state-of-the-art classification algorithms using the three
predictors. The model with the LightGBM algorithm had the
best result of F-score at 87.0% in test data. The proposed model
could help to increase around 0.3 MOS points (i.e. 6 to 10%)
when applying for all HMM-based, DNN-based, and end-to-
end state-of-the-art TTS systems. In the future, we will extend
this work to other languages to explore similarities and differ-
ences as well as to define common patterns for a multi-lingual
prosodic boundary prediction model.
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