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Abstract
Despite their sparse vegetation, dryland regions exert a huge influence over global biogeochemical
cycles because they cover more than 40% of the world surface (Schimel 2010 Science 327 418–9). It
is thought that drylands dominate the inter-annual variability (IAV) and long-term trend in the
global carbon (C) cycle (Poulter et al 2014 Nature 509 600–3, Ahlstrom et al 2015 Science 348
895–9, Zhang et al 2018 Glob. Change Biol. 24 3954–68). Projections of the global land C sink
therefore rely on accurate representation of dryland C cycle processes; however, the dynamic global
vegetation models (DGVMs) used in future projections have rarely been evaluated against dryland
C flux data. Here, we carried out an evaluation of 14 DGVMs (TRENDY v7) against net ecosystem
exchange (NEE) data from 12 dryland flux sites in the southwestern US encompassing a range of
ecosystem types (forests, shrub- and grasslands). We find that all the models underestimate both
mean annual C uptake/release as well as the magnitude of NEE IAV, suggesting that improvements
in representing dryland regions may improve global C cycle projections. Across all models, the
sensitivity and timing of ecosystem C uptake to plant available moisture was at fault. Spring biases
in gross primary production (GPP) dominate the underestimate of mean annual NEE, whereas
models’ lack of GPP response to water availability in both spring and summer monsoon are
responsible for inability to capture NEE IAV. Errors in GPP moisture sensitivity at high elevation
forested sites were more prominent during the spring, while errors at the low elevation
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shrub and grass-dominated sites were more important during the monsoon. We propose a
range of hypotheses for why model GPP does not respond sufficiently to changing water
availability that can serve as a guide for future dryland DGVM developments. Our analysis
suggests that improvements in modeling C cycle processes across more than a quarter of the
Earth’s land surface could be achieved by addressing the moisture sensitivity of dryland C
uptake.

1. Introduction

Terrestrial ecosystems act as a global sink of car-
bon, C, absorbing ∼30% of anthropogenic emis-
sions. However, projections of the future fate of this
land C sink are uncertain [1]. To improve our pre-
dictions of whether the land will remain a sink of
C, we need to better understand how terrestrial C
cycle related processes respond to climate variabil-
ity. Several studies have examined which processes,
and which regions, are contributing most to net
CO2 flux (e.g. net ecosystem exchange—NEE) inter-
annual variability (IAV) [2–6]. Analyses of atmo-
spheric CO2 inversions, satellite data, and dynamic
global vegetation model (DGVM) simulations indic-
ate that dryland ecosystems dominate both the trend
and IAV in the global C sink due to the sensitiv-
ity of vegetation growth to changes in water avail-
ability [7–11]. While well-tested in mesic ecosys-
tems [12–16], DGVMs (which often form the land
component of earth system models, ESMs, used in
IPCC climate change projections) have been rarely
tested against net CO2 flux data from dryland regions
(though see [17–19] for evaluations of modeled gross
CO2 uptake). DGVMs have performed poorly in
comparison to satellite-based observations of sea-
sonal to decadal trends in dryland vegetation dynam-
ics [20–22], suggesting that DGVM estimates of gross
CO2 uptake (and therefore net CO2 exchange)may be
inaccurate.

Model evaluation and testing of gross and net
CO2 fluxes is needed to ensure dryland C cycle pro-
cesses are well represented in DGVMs before they can
be reliably used to predict the role of dryland eco-
systems in the global C cycle. Dryland ecosystems
encompass a wide range of ecosystems from semi-
arid forests to shrublands, savannas and grasslands
[23]. At intra- to inter-annual timescales, variability
in dryland C fluxes is mostly caused by variability in
climate drivers [3, 24]. Unlike mesic systems, the tim-
ing ofmoisture inputs strongly controls GPP [24, 25];
therefore, dryland ecosystem influence on the global
C cycle IAVmay bemediated through their high sens-
itivity tomoisture availability [5, 7, 11]. Model failure
to capture dryland C fluxes could result from mis-
specification of meteorological drivers or poor per-
formance during critical precipitation seasons [26].
Todate, themoisture sensitivity ofC fluxes inDGVMs
has not been well tested at water-limited dryland
sites.

A network of 12 long running, eddy covariance
Ameriflux flux tower sites spanning grassland, shrub,
and forested ecosystems in the semi-arid southwest-
ern US (hereafter, SW US) [24, table S1 and figure
S1A] provides a rare opportunity to evaluate a suite
of DGVMs at dryland sites dominated by changing
water availability. In this study, we used this net-
work of sites to evaluate seasonal and annual NEE
and gross CO2 fluxes (gross primary productivity,
GPP, total ecosystem respiration, Reco, and evapo-
transpiration, ET) simulated by 14 process-based
DGVMs against in situ flux tower data. Simulations
from the 14 DGVMs were taken from the TRENDY
model intercomparison project (MIP) [27]; https://
sites.exeter.acuk/trendy) version 7, which contrib-
uted to the Global Carbon Project’s annual Global
Carbon Budget [28]. Our primary objective was to
evaluate: (1) whether the models could reproduce
the observed annual net CO2 flux (NEE) dynam-
ics across this range of dryland sites. The final three
objectives of our study were designed to diagnose
the causes of any discrepancies in modeled dryland
annual NEE. More specifically, we aimed to determ-
ine: (2) whether model-data discrepancies could be
alleviated by running a DGVMwith site-level forcing
and vegetation and soil characteristics?; (3)which sea-
sons, andwhich of the grossCO2 fluxes, were respons-
ible for model discrepancies in predicting dryland
mean annual NEE and its variability, and whether the
season and gross CO2 flux responsible was different
for high elevation forested sites versus low elevation
shrub and grassland sites?; and (4) whether incorrect
model sensitivity to climate drivers, and particularly
those related to moisture availability, is causing the
discrepancies in the key seasons and gross CO2 fluxes
identified in (3)? The analysis associated with the last
objective allows us to evaluate which C cycle related
processes may need improvement before DGVMspt
can be used for reliably predicting the role of dryland
ecosystems in the global C cycle.

2. Materials andmethods

2.1. Southwestern US semi-arid sites
We evaluated the TRENDY v7 models against net
and gross CO2 fluxes from 12 semi-arid Ameri-
Flux sites in the SW US that spans tree, shrub, and
grass dominated sites and elevations ranging from
∼150 m to ∼3050 m (AmeriFlux Network, 2021
- figure S1A and see table S1 (available online at
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stacks.iop.org/ERL/16/094023/mmedia) for inform-
ation on vegetation and soil characteristics for each
site plus observation time period and site DOI)
[24]. This part of the SW US is within the North
American Monsoon region; therefore, these sites
typically experience much of their rainfall during
July to October, preceded by a hot, dry period in
May and June ([24] figures 2(d)–(f)). The lower
elevation (⩽1610 m) C3 shrub- and C4 grass-
dominated sites have mean annual temperatures of
10 ◦C–20 ◦C and are predominantly driven by sum-
mer monsoon precipitation; however, winter and
spring rains can also contribute to more ephemeral
spring growing seasons at these sites [24, 25, 29, 30].
The high elevation (⩾1930 m) forested (conifer)
sites experience cooler mean annual temperatures of
<10 ◦C, and also have bi-modal growing seasons
with available moisture coming from winter pre-
cipitation and summer monsoon rainfall [30, 31].
Sites are categorized throughout based on their mean
annual NEE (see figure S1B): High elevation forest-
dominated sites (US-Vcm, US-Vcp, US-Mpj, US-Fuf,
US-Wjs and US-Ses) are a mean annual sink of C;
whereas low elevation shrub- and grass-dominated
sites (US-Wkg, US-SRG, US-Seg, US-SRM and US-
Whs) ‘pivot’ between being a mean annual C sink
or source, depending on annual water availability
(figure S1B). One low elevation grassland site is a
mean annual source of C to the atmosphere (US-Aud)
[24].

2.2. In situ CO2 and water flux data processing and
analysis
Eddy covariance flux tower instruments at all sites
collect half-hourly measurements of surface energy
fluxes and NEE. NEE was partitioned into GPP and
Reco by each site PI. Gross CO2 fluxes (GPP and Reco)
were calculated from the net CO2 flux using the rela-
tionship between nighttime NEE and temperature
[24]. Note that in this study a negative NEE implies
a net CO2 uptake into the ecosystem. Eddy covari-
ance latent heat flux data were processed to provide
evapotranspiration (ET). ET gaps were filled using a
modified look-up table approach based on [32], with
ET predicted from meteorological conditions within
a 5 d moving window. We calculated seasonal CO2

and water fluxes by summing the daily fluxes for the
following months: November to February inclusive
for the cool (winter) period; March to June hotter
pre-monsoon (spring) period; and July to October
for the monsoon. Note that the spring could be fur-
ther split into the warm, moist months of March and
April followed by the hotter, drier months of May
and June; however, this entire period is marked by
relatively warm and dry, moisture limited conditions
compared with the winter or monsoon. To determine
which seasons and gross CO2 fluxes may be respons-
ible for underestimate in NEE IAV, we examined the
R2 values obtained from the linear regression between

the observed annual and seasonal C fluxes and the
annual NEE.

2.3. TRENDYMIP v7models and simulation
protocol
Section 2.3.2 and tables 4 and A1 in [28, and ref-
erences therein] provide details on the 14 DGVMs
participating in TRENDY v7, as well as a description
of the TRENDY MIP v7 protocol, including forcing
data, simulation set-up, vegetation map, atmospheric
CO2 concentration data and land use change (LUC)
datasets used. Simulated variables were downloaded
from https://sites.exeter.acuk/trendy/. The models
were forced by monthly CRU or the merged 6 hourly
CRU–JRA-55 climate reanalysis datasets at 0.5× 0.5◦

resolution that start in the year 1901 and have been
updated to 2017 [33]. The protocol was as follows:
(a) first a spinup was performed by cycling the cli-
mate forcing over the 1901–1920 period with a fixed
global PFT map and atmospheric CO2 concentra-
tion level from the year 1700 (276.59 ppm); (b) a
transient simulation from 1700 to 1900 with chan-
ging atmospheric CO2 based on proxy and meas-
ured data, transient land-use changes, and cycling of
climate forcing over 1901–1920; and (c) a historical
simulation with climate forcing from 1901 to 2017
with changing atmospheric CO2, nitrogen deposition
(if used) and land-use changes (S3 simulation). The
spinup is run to ensure the C stocks reach equi-
librium, which can be a different time period for
each model but effectively allows for several thou-
sand simulation years. Atmospheric CO2 concentra-
tions are based on ice-core proxy data (pre-1958)
and measured atmospheric mole fraction data from
the Mauna Loa and South Pole Observatory stations
(post-1958) provided by the NOAA Earth System
Research Laboratory [28—section 2.4.1]. The mod-
els either prescribe static PFT fractions per grid cell
or simulate dynamic vegetation changes over long
timescales (annual to millennial); however, histor-
ical LUC is imposed in the models. LUC is based on
gross land use transitions from the land use harmon-
ization v2 (LUH2) dataset [34] and net transitions
from the HYDE (History Database of the Global
Environment) v3.2 [35]. Each modeling group has
its own protocol for merging this LUC data with
their own PFT descriptions. Individual modeling
groups also use their own expert judgment for setting
their model parameter values, other required forcing
data streams, and soil texture and permeable depth
information. Model grid cells corresponding to each
site location were extracted from the global simula-
tions for our analysis.

2.4. ORCHIDEEDGVM site simulation set-up
Typically, model-data discrepancies are expected
when comparing coarse grid (∼50× 50 km) scale cli-
mate reanalysis forcing data used in TRENDY model
simulations against in situ observations, which are
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representative of an area of ∼1–2 km2. Therefore,
we tested whether scale mismatch was responsible
for model-data misfits by running the ORCHIDEE
v2.0 DGVM (equivalent to ‘ORCHIDEE v2.0’ used
in TRENDY v7) with site-based meteorological for-
cing, vegetation fractional cover and type, and soil
texture fractions (hereafter referred to as ORCH-
IDEE_SL for ‘site level’). Meteorological forcing data
used to run the ORCHIDEE_SL simulations for each
of the 12 sites included 2 m air temperature and sur-
face pressure, precipitation, incoming long and short-
wave radiation, wind speed, and specific humidity.
These data were downloaded from the AmeriFlux
data portal for each site (http://ameriflux.lbl.gov).
The meteorological forcing data were gap-filled using
downscaled and corrected ERA-Interim reanalysis
data [36]. In situ measured precipitation was parti-
tioned into rainfall and snowfall using a temperat-
ure threshold of 0 ◦C. We followed the same protocol
for the site simulations that was used in TRENDY v7
(see section 2.3), with the following exceptions: (a) we
performed an analytical 400 year spinup [37] by cyc-
ling over the available gap-filled forcing data for each
site (table S1) followed by the transient and historical
simulations; and (b) plant functional types (PFT) and
soil texture fractions and maximum LAI were pre-
scribed in the model based on the current data and
literature for each site and did not change during the
spinup, transient or historical simulations (table S1).

2.5. Model evaluation analysis
Several different metrics are used to evaluate the
model annual NEE, GPP and Reco, including mean
bias error (MBE), the slope of the linear regres-
sion between model and observations, coefficient of
determination and concordance correlation (ρc) [38].
Beyond our initial evaluation of the models’ annual
NEE using standard model evaluation metrics, we
expanded our analysis in the following three addi-
tional steps: First, we examined the mean bias error
(MBE) and bias contribution to the mean squared
deviation (MSD—see below for MSD decomposi-
tion method) between modeled and observed NEE,
GPP and Reco to diagnose factors causing model dis-
crepancies in mean annual NEE at the C sink and
source sites. Second, we analyzed the slope of the lin-
ear relationship between model and observations, as
well as the mean squared variation (MSV) contri-
butions to the MSD (including phase and variance
components—see below), to identify what is caus-
ing models’ failure to capture NEE IAV. The ana-
lyses in these two steps were performed at sub-annual
timescales in order to determine which seasons, and
which of the gross CO2 fluxes, are responsible for
model-data discrepancies in annual NEE; thus, these
two steps were intended to address objective 3 out-
lined in the introduction. Finally, for the key sea-
sons controlling discrepancies NEE IAV we tested
whether the models captured CO2 flux response

to variability in a range of climate drivers and
measures of water availability (including observed
air temperature, precipitation (rainfall and snow-
fall), vapor pressure deficit (VPD), soil moisture, and
evapotranspiration, ET) given that variability in these
drivers is a dominant control on intra- to interannual
C flux variability [3, 24]. This final step was designed
to address objective 4 of our study. We included an
evaluation of the sensitivity of C fluxes to measured
ET as a proxy of plant water availability because in
water-limited ecosystems, ET is a more integrated
metric of plant water availability (as opposed to soil
moisture or precipitation) [24, 39] because plants
have developed a range of strategies for dealing with
limited water availability, including the ability to cap-
ture water from either deep or lateral root systems.
Thus, ET accounts for water inputs, runoff losses
and changes in soil moisture or snowpack storage, as
well as differences in plant stomatal regulation and
other vegetation characteristics that affect the energy
balance. Another advantage of using ET is that it is
measured at the same temporal scale, over the same
flux footprint, and by the same instruments as NEE,
whereas soil moisture is measured differently at every
site.

We partitioned MSD between the model and
the observations into bias, phase, and variance
components [40]:

MSD=
1

n

n∑
i=1

(xi − yi)
2
= (x̄− ȳ)

+
1

n

n∑
i=1

[(xi − x̄)− (yi − ȳ)]2 (1)

where x is the model estimate and y is the obser-
vations. We calculated a separate MSD for each of
the TRENDY models and each variable of interest
(e.g. NEE and GPP). The first term on the right-hand
side of equation (1) represents the squared bias. The
second term represents theMSV. TheMSV represents
the ability of the model to simulate variability about
the mean. The MSV can be further partitioned into
phase and variance components:

MSV=
(
σx −σy

)2
+ 2σxσy (1−R) (2)

whereσ is the standard deviation andR is the correla-
tion coefficient between the model and observations.
The first term on the right-hand side in equation (2)
indicates the difference between themodel and obser-
vations in the magnitude of variability (i.e. the vari-
ance component, or in the magnitude of the vari-
ations) [40, 41]. The second term on the right-hand
side of equation (2) represents a lack of correla-
tion weighted by standard deviations [40]; thus, this
final term can be thought of as a difference in phase
between the model and observation [41]. The con-
tributions of individual components to the overall
MSD (or MSV) are calculated by dividing the bias,
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Figure 1. Panel (A): Scatter plots comparing modeled annual NEE at each site to observations for each TRENDY v7 DGVM (see
table S1 for observation period) with linear regression trendlines included. Negative NEE values indicate a carbon sink. Ideally, all
points—whether a sink, source or pivot site—should lie on the 1:1 grey dashed diagonal line with a regression slope of 1 (i.e.
vertical dashed line in (B)) if the models capture IAV well. Sites (site descriptions in table S1) are ordered according to mean
annual NEE (figure S1B) from sink (US-Vcm) to source (US-Aud). Triangles depict tree dominated sites; crosses depict
shrub-dominated sites and plus signs depict grass-dominated sites. Red and orange colors show the high elevation
mostly-forested sink sites; yellow, green and blue colors show the low elevation shrub and grass dominated mostly pivot sites.
Panel (B): Boxplots of the slope of the linear regression between modeled and observed annual NEE across all sites for each
TRENDY DGVM. The vertical black dashed line shows the ideal slope of 1, and the grey dashed line shows a slope of zero.

phase, and variance by the MSD (or MSV). We calcu-
lated all the abovemetrics at both annual and seasonal
timescales.

3. Results

3.1. Evaluation of DGVM annual NEE
Across all sites, the DGVMs generally underestimate
the mean annual NEE (as seen by model values
clustering around a y-axis value of 0.0 in figure 1(a)
instead of on the 1:1 line, median slope values of 0
in figure 1(b), and high mean bias errors, MBE, in
figure S2(a)). Themodels only simulate a weak C sink
or source, irrespective of the strength of the observed
sink/source. Similarly, the majority of models under-
estimate the magnitude of NEE IAV and fail to cap-
ture the correct IAV sign (as seen by slopes ≪1 in
figures 1(a) and (b), green and white colors in figure
S2(b), R2 values≪1 in figure S2(c) and concordance
correlation, ρc, <0.5 in figure S2(d)).

Decomposition of the annual NEE MSD into
its component parts (see section 2.5) allows us to
determine whether the MSD is dominated by the
mean bias versus model inability to capture the vari-
ability about themean (i.e. highMSV). The high elev-
ation C sink sites have the strongest positive biases
(model minus observations) in annual NEE (MBE
of 100–400 g Cm−2 yr−1—figure S2(a)), while the
mean C source site (US-Aud) has a negative MBE.
Low elevation pivot sites have low biases because their

mean annual NEE is close to zero. Biases therefore
dominate themean sink and source site contributions
to MSD (bias contribution to MSD > 0.5 in figure
S3(a)), whereas the pivot sites are dominated by
model inability to capture variability about the mean
(phase plus variance contributions to MSD > 0.5—
figures S3(b) and (c)). Across all sites, models’ inab-
ility to replicate the annual variability is gener-
ally more related to inaccurate phase rather than
model failure to capture the magnitude of fluctu-
ations (variance component) (cf figures S3(c) with
S3(b) although there is considerable spread across
models.

3.2. Site-based ORCHIDEEDGVMNEE
simulations and evaluation
The site-level simulations with ORCHIDEE v2.0 (see
section 2.4) yield a similar picture: ORCHIDEE_SL
underestimated mean annual NEE and the mag-
nitude of the NEE IAV at all sites (figure S4(a)). Given
most of the models have similar representations of
the main C cycle processes (see [28] and references
therein), we suggest that these site level simulations
with ORCHIDEE v2.0 demonstrate that inaccurate
forcing or vegetation and soil characteristics are likely
not the cause of DGVM underestimates in mean
annual NEE and IAV; therefore, we need to analyze
the models further to determine the root causes of
these model-data discrepancies. The median slope of
regression between simulated and observed annual

5



Environ. Res. Lett. 16 (2021) 094023 N MacBean et al

Figure 2. Box and whisker plots of the mean bias error (MBE) between simulated and observed net and gross CO2 fluxes spread
across all TRENDY v7 DGVMs (n= 14) for each site at annual and seasonal timescales. The MBE is the mean of the differences
for each timepoint (or alternatively, the difference in the means). MBE is calculated as model minus observations; therefore, for
NEE, underestimates in NEE at the sink sites result in positive MBEs because NEE is negative for net CO2 uptake at sink sites,
whereas at the C source site, underestimates in NEE result in negative MBEs. For both GPP and Reco, underestimates result in
negative MBEs (and vice versa for overestimates). Annual units are g Cm−2 yr−1 and seasonal units are g Cm−2 month−1.
Seasonal fluxes are summed over the following months: November to February inclusive for the cool (winter) period; March to
June pre-monsoon (spring) period; and July to October for the summer monsoon growing season. Sites (site descriptions in table
S1) are ordered according to mean annual NEE (figure S1B) from sink (US-Vcm) to source (US-Aud).

NEE was 0.24 for both ORCHIDEE_SL and ORCH-
IDEE v2.0 in TRENDY v7, albeit with differences
across sites, with a range from −0.11 to 1.2 for the
site level simulations and −0.17–1.88 for TRENDY.
Similarly, the median R2 was 0.3 for both site level
and ORCHIDEE_SL and ORCHIDEE TRENDY sim-
ulations, with a range from 0.01 to 0.87 for ORCH-
IDEE_SL and 0.004–0.8 for TRENDY. In both coarse
grid and site-level simulations, the strongest biases
were seen at high C sink (and source) sites (figure S4).
The median slope of regression between simulated
and observed annual NEE was 0.24 for both ORCH-
IDEE_SL and ORCHIDEE TRENDY, albeit with dif-
ferences across sites (figure S4). Similarly, the median
R2 was 0.3 for both site level and ORCHIDEE_SL and
ORCHIDEE TRENDY simulations.

3.3. Seasonal and gross CO2 flux contributions to
model-data discrepancies in mean annual NEE and
IAV
To diagnose the processes that are responsible for
model-data discrepancies, we examined the seasonal
and gross CO2 flux contributions to biases in
the mean annual NEE. Separating annual net and
gross fluxes into component seasonal fluxes (see
section 2.2) allows us to identify that model under-
estimates of mean annual NEE at sink and source
sites (positive and negative NEE MBEs, respectively)
are most clearly associated with biases in spring
NEE (cf figures 2(a) and (c)), with the exception
of US-Vcm (strongest sink site), for which biases
during the summer monsoon NEE also play a key
role (figure 2(d)). Comparing the model to observed
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Figure 3. Box and whisker plots showing the median and spread across models (n= 14) for each site of (a) the MSVs
contribution to GPP MSD in the spring (blue boxes) and monsoon (yellow boxes); and (b) the slope of the linear regression
between modeled and observed spring and monsoon GPP. The vertical dashed grey line separates the high elevation forested sink
sites (US-Vcm, US-Vcp, US-Mpj, US-Fuf, US-Wjs) and the low elevation shrub and grass dominated (mostly pivot) sites (US-Ses,
US-Wkg, US-SRG, US-Seg, US-SRM, US-Whs, US-Aud). The MSV contribution shown in (a) comprises both the variance and
phase contributions. See figure S9 for a breakdown into these two components of the MSD. See section 2.5 for more detail on the
MSD decomposition into bias and MSV, and further into decomposition of MSV into phase and variance components. Units are
g Cm−2 month−1. Spring and monsoon fluxes are summed over the following months: March to June for the hot spring
(pre-monsoon) period; and July to October for the monsoon. Sites (site descriptions in table S1) are ordered according to mean
annual NEE (figure S1B) from sink (US-Vcm) to source (US-Aud).

gross CO2 fluxes we see that at high elevation sites
(US-Vcm, US-Vcp, US-Mpj, US-Fuf, and, to a lesser
extent, US-Wjs), the underestimate in spring NEE
(positive MBEs) are mostly due to an underestim-
ate in spring GPP (rather than an overestimate in
Reco—figure 2(c)). In the summer monsoon grow-
ing season, both GPP and Reco are underestimated
by most models (figure 2(d)), which results in mon-
soon NEE MBE values closer to zero (except for
US-Vcm). The negative MBE in annual NEE at US-
Aud (underestimate in the strength of the mean C
source) across all models is associated with the neg-
ative biases in winter and spring (figures 2(b) and
(c)). The models fail to capture the earlier rise in Reco

than GPP in the winter and spring at US-Aud, fol-
lowed by a later increase in GPP. Instead, all mod-
els have almost the same mean seasonal trajectory in
both GPP and Reco (figure S5l). However, US-Aud
was still recovering from a fire that occurred in 2002
until late 2005 [28]. Even if the models contain rep-
resentations of wildfire, these schemes generally cap-
ture broad spatial fire patterns and are not likely to

capture specific fires at one flux tower site; therefore,
it is unlikely that the 2002 fire at US-Aud was cor-
rectly simulated, possibly explaining model discrep-
ancies in winter and spring GPP and Reco. Finally,
we note that partitioning of NEE into the compon-
ent of gross CO2 fluxes is subject to uncertainties [42]
that likely impact the absolute magnitude of the C
fluxes.

Preliminary model evaluation showed that there
was no clear distinction between seasons or gross CO2

fluxes in terms of the models’ ability to capture NEE
IAV: The models did not capture NEE IAV well in
any season, or in either of the gross CO2 fluxes (low
slope values, and high MSV contributions to MSD
across all seasons and fluxes—figure S6). Therefore,
to focus our model evaluation analysis into only the
seasons and gross CO2 fluxes that are crucial for con-
trolling NEE IAV, we performed a site-by-site ana-
lysis of the measured flux data. This analysis indic-
ated that our model IAV evaluation efforts should
focus on spring GPP at the high elevation sites, and
monsoon GPP at the low elevation sites (figure S7
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Figure 4. Boxplots of the slope of the linear relationship between monthly simulated GPP and monthly observed ET (here used a
proxy for the GPP response to changing plant water availability) for each model (blue boxes) and the slope of the linear
relationship between observed GPP and observed ET (red box) across (a) all high elevation (⩾1930 m) forested sink sites
(US-Vcm, US-Vcp, US-Mpj, US-Fuf, US-Wjs) during the spring (March to June, inclusive); and (b) all low elevation (⩽1610 m)
shrub and grass pivot and source sites (US-Ses, US-Wkg, US-SRG, US-Seg, US-SRM, US-Whs, US-Aud) during the monsoon
(July to October, inclusive). Grey dashed line shows the median observed GPP/ET slope across each set of sites.

and see caption for more information). Models’ fail-
ure to capture variability in spring GPP at high elev-
ation forest sites (blue bars in figure 3), and variab-
ility in monsoon GPP across all low elevation grass-
and shrub-dominated sites (orange bars in figure 3),
are the predominant causes of their inability to rep-
licate observed NEE IAV. High elevation sites tend
to have lower slopes during the spring than the low
elevation pivot sites (excluding US-Aud as a C source
site—figure 3(a) cf blue bars to left of vertical grey
dashed line for high elevation sites compared to those
on the right for low elevation sites). Similarly, the
spring GPP variance and phase components of the
MSD (i.e. the MSV contribution to MSD) are gen-
erally larger at the higher elevation sink sites than at
the lower elevation sites (figure 3(b)). We note that a
higher MSV contribution to MSD indicates a poorer
model performance in capturing variability in GPP.
During the monsoon there is generally less differenti-
ation in GPP slope values between high and low elev-
ation sites (figure 3(a) yellow bars). Monsoon GPP
slopes tend to be low (<0.5) across all site simula-
tions, although a few exceptions exist: LPX andDLEM

have GPP slopes close to 1 across at most sites, while
ORCHIDEE v2.0 generally has robust GPP slope val-
ues for the low elevation sites, and LPJ for the high
elevation sites (figure S8). The MSV contribution to
monsoon GPP MSD is much higher (i.e. poorer per-
formance for GPP variability) for low elevation sites
(and much higher than in the spring—cf yellow bars
to the right of the vertical dashed line in figure 3(b)
for the low elevation sites compared to those on the
left of the line for the high elevation sites). Differences
in variance between the model and observations are
more responsible for lack of spring GPP variability
(high spring MSV) at high elevation sink sites (figure
S9(a)), whereas phase differences dominate both the
spring and monsoon GPP variability at low elevation
pivot sites (figure S9(b)).

3.4. Evaluation of GPP sensitivity to climate drivers
To diagnose the possible cause(s) of biases inmodeled
spring and monsoon GPP variability, we examined
the relationships between GPP and various climate
drivers. Comparing the modeled and observed slope
of the linear relationship between modeled GPP and
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observed ET (as a proxy of plant water availability—
see section 2.5) reveals that all models generally
underestimate the GPP response to changing plant
water availability in the spring at high elevation sink
sites and during the monsoon at the low elevation
sites (light blue model GPP/observed ET slope ≪
red observed GPP/observed ET slope—figures 4(a)
and (b), respectively). Several exceptions exist: at high
elevation sites, the response of spring GPP to chan-
ging plant water availability estimated by OCN and
DLEM is stronger than other models and matches
the observations fairly well (figure 4(a)). The same is
true forORCHIDEEv2.0 andDLEMduring themon-
soon at low elevation sites (figure 4(b)). OCN had the
smallest (i.e. closest to 0.0) median spring GPP MBE
across all high elevation sites (followed by DLEM—
results not shown). ORCHIDEE v2.0 and DLEM are
two of the models that also performed well at low
elevation sites in comparison to observed monsoon
GPP, with model-data slopes around∼1 (figure S8—
see section 3.3).We chose to highlight the spring GPP
response to changing plant water availability (ET) for
the high elevation sites and monsoon GPP response
for the low elevation sites in figure 4 because our ana-
lysis in section 3.3 pointed us towards these two com-
binations of seasons and site elevations as the most
problematic in terms of simulating observed variab-
ility in GPP (also noting the importance of spring
biases in GPP for capturingmean annual NEE at high
elevation sites). However, in section 3.3 (figure 3)
we also pointed out that the slope values between
modeled and observed GPP were low for all sites dur-
ing the monsoon. If we examine the GPP response
to changing ET in both the spring and monsoon sea-
sons at both high and low elevation sites (figure S10),
we can see that many of the models systematically
underestimate monsoon GPP moisture sensitivity at
the high elevation sites (figure S10(c)), in addition
to the spring. This further adds weight to what we
found in section 3.3—that simulated GPP is an issue
across all sites in the monsoon. Low elevation sites
generally fare better in representing springGPPmois-
ture sensitivity (figure S10(b)), but again a few of the
models are drastically underestimating this response.
We also assessed the model GPP (and Reco) relation-
ships to other climate drivers and measures of water
availability (see section 2.5). This evaluation revealed
that observed sensitivity tomost other climate drivers
is weak or unclear (results not shown), except for the
relationship betweenGPP and ET shown here. There-
fore, we focused solely on the GPP-ET relationship.
This finding was not surprising because, as discussed
in section 2.5, past studies have found that ET is an
integratedmeasure of plant water availability [24, 38].
The integrated nature of ET is further evidenced here
by the fact we found a strong relationship between
observed GPP and ET and only weak relationships
with precipitation inputs and surface soilmoisture (as

well as other climate drivers such as Tair and VPD—
results not shown).

4. Discussion and conclusion

Why do models underestimate spring GPP response
to changing plant water availability at the high elev-
ation sink sites (figure 4(a))? Comparing TRENDY
modeled ET to observations, we found that almost all
high elevation site simulations underestimate spring
ET and its variability (figures S11(a) and (b)). If mod-
els cannot capture changing plant water availabil-
ity (i.e. ET variability) correctly it is unlikely that
the subsequent range of processes that contribute to
GPP and NEE (e.g. phenology, C allocation, water-
limitation on photosynthesis, stomatal conductance,
etc) will be accurately simulated. Thus, we first need
to determine why models are not capturing variabil-
ity in spring ET at the high elevation forested sites.
However, without additional information on vari-
ables that contribute to the calculation of ET, it is
difficult to determine why these ET biases are occur-
ring. [43] did perform a multi-variable evaluation
of ORCHIDEE v2.0 water stores and fluxes against
in situET and soilmoisture, as well as satellite-derived
LAI and snow cover, at two of the high elevation forest
sites included in this study (US-Fuf and US-Vcp) and
found that spring upper layer soil moisture was gen-
erally underestimated. Spring ET at the US-Fuf and
US-Vcpwas both over- and under-estimated, respect-
ively. They hypothesized that these model-data biases
could be the result of issues with model deficien-
cies in timing of snowmelt and/or the representation
of snow cover under forest canopies. For example,
the overestimate in spring ET at US-Fuf could be
related to the fact that the simulated snowpackmelted
too early, thus causing a premature rise in bare soil
evaporation. The positive biases in spring ET could
explain the negative biases we observe in modeled
GPP moisture sensitivity. At US-Vcp, the negative
bias in spring ETwas thought to be due to an underes-
timate inmodeled LAI [43]. Low simulated LAI could
be explained by the low soil moisture values and in
turn could explain both the reduced ET and underes-
timate in forest site spring GPP. Dryland woody plant
species often have deep taproots [44, 45] for accessing
groundwater during periods of limited water availab-
ility, such as in the hotter, drier spring period. How-
ever, current DGVMs generally do not have a repres-
entation of either groundwater or deep-rooted plants;
therefore, these missing processes could also explain
both model biases in spring GPP and ET as well as
lack of spring contributions to NEE IAV.

What could be the cause(s) of the models’ fail-
ure to capture monsoon GPP response to changing
plant water availability at the low elevation pivot
sites (figure 4(b))? Our comparison of TRENDY
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model ET to observations showed that most mod-
els do capture ET and its variability well at low elev-
ation sites during the monsoon (figures S11(c) and
(d)). This finding matches [43], who also evalu-
ated ORCHIDEE v2.0 water stores and fluxes at a
subset of the lower elevation shrub and grassland
sites included here. The energy balance calculations
and physically based description of soil hydrology in
ORCHIDEE v2.0 are similar to the schemes imple-
mented in most DGVMs that form the land com-
ponent of ESMs [46]. We also validated the CRU-
JRA v1.1 forcing data used in TRENDY v7 against
the site meteorological data to test if the models
are indeed seeing an increase in monsoon precipit-
ation. This exercise showed that CRU-JRA captures
monthly precipitation well, including the dramatic
increase during the monsoon (figure S12). Therefore,
models’ inability to capture GPP variability during
the monsoon is not because of inaccurate simula-
tions of changing plant water availability (i.e. ET);
instead, it is likely due to issues in the modeled GPP
response to increases in plant available water (i.e.
they underestimate ecosystem water use efficiency).
Models’ inability to respond to monsoon increases in
water availability could be explained by several hypo-
theses: (a) inaccurate controls of soil moisture versus
VPD on stomatal conductance [47]; (b) poor repres-
entation of desert plant hydraulic schemes; (c) model
structural limits on maximum leaf area magnitude;
(d) model photosynthetic parameters are not well
adapted to dryland species [48], particularly for C4
plants [49]; (e) models inability to simulate dynamic
changes in vegetation at seasonal timescales (e.g. to
grow summer annuals in bare soil patches); (f) lack of
drought-deciduous phenological strategies in mod-
els [18]; and (g) lack of model representation of bio-
crust contributions to biogeochemical cycles [50, 51].
Hypotheses related to phenology in particular could
explain the mismatch in the phase component of
MSV, while those related to photosynthesis, stomatal
conductance, and biocrust activity may explain the
mismatch in variance. These hypotheses may also
explainmodels’ failure to capture positive asymmetry
at grassland sites in response to precipitation vari-
ability [52]. We also note that other resource lim-
itations on biogeochemical cycling may be affecting
models’ ability to capture spring and monsoon GPP
responses to increasing plant water availability. For
example, OCN andDLEM, which did accurately sim-
ulate spring GPP (and ET) at high elevation sites,
do include a representation of nitrogen (N) cycling,
whereas many other models do not. Accurate estim-
ates of N limitation on photosynthesis may reduce
LAI, and thus result in greater overall soil moisture
stores that can promote growth inmorewater-limited
spring periods. On the other hand,ORCHIDEE-CNP,
which contains both N and phosphorus (P) cycles,

was unable to replicate variability in monsoon sea-
son GPP or ET (figures S8 and S11(d)), while ORCH-
IDEE v2.0, which does not account for N and P lim-
itations on GPP and is the same model in all other
respects, had a better performance in terms of captur-
ing monsoon GPP variability. Clearly, models should
account for nutrient limitation on GPP; therefore,
this comparison suggests that ORCHIDEE v2.0might
have a better model-data fit but for the wrong reas-
ons. A recent global evaluation of ORCHIDEE-CNP
found that the model simulates too strong a nutri-
ent limitation on GPP for tropical grasses (equivalent
to the grasses in this study domain) [53]. Therefore,
more development, parameterization, and testing of
leaf and soil stoichiometry is likely needed to accur-
ately simulate nutrient limitation on photosynthesis
and all related carbon-water interactions in dryland
ecosystems.

DGVMs drastically underestimate dryland eco-
system mean annual NEE and its IAV, likely due to
deficiencies in vegetation response to changing mois-
ture availability. Further testing, optimization, and
development of models at site-level against daily C
fluxes is needed before we can rely on them to accur-
ately represent dryland ecosystem processes across
40% of the terrestrial surface. A targeted dryland
multimodel-data intercomparison andmodel optim-
ization project would help to fully diagnose what is
causing errors in modeled dryland C fluxes. Within
such a project we could use themodels to test compet-
ing hypotheses as to which processes are responsible
for model deficiencies by evaluating different model
formulations against a wider range of field data and
manipulation experiments [e.g. 54] from different
dryland ecosystems worldwide. Modelers should also
collaborate more extensively with empirical scient-
ists to make best use of existing data and to collect
or derive new dryland C cycle related datasets where
needed. Once this cycle of model hypothesis test-
ing and development is complete, we may find that
dryland regions play an even greater contribution to
global C cycle IAV than previously thought.
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