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ABSTRACT
ALMA observations of 𝑧 > 6 galaxies have revealed abnormally high [OIII]88`m/[CII]158`m ratios and [CII]158`m deficits
compared to local galaxies. The origin of this behaviour is unknown. Numerous solutions have been proposed including
differences in C and O abundance ratios, observational bias, and differences in ISM properties, including ionisation parameter,
gas density, or photodissociation region (PDR) covering fraction. In order to elucidate the underlying physics that drives this high-
redshift phenomenon, we employ SPHINX20, a state-of-the-art, cosmological radiation-hydrodynamics simulation, that resolves
detailed ISM properties of thousands of galaxies in the epoch of reionization. We find that the observed 𝑧 > 6 [OIII]88`m-SFR
and [CII]158`m-SFR relations can only be reproduced when the C/O abundance ratio is ∼ 8× lower than Solar and the total
metal production is ∼ 5.7× higher than that of a Kroupa IMF. This implies that high-redshift galaxies are potentially primarily
enriched by low-metallicity core-collapse supernovae with a more top-heavy IMF. As AGB stars and type-Ia supernova begin
to contribute to the galaxy metallicity, both the [CII]158`m-SFR and [CII]158`m luminosity functions are predicted to converge
to observed values at 𝑧 ∼ 4.5. While we demonstrate that ionisation parameter, LyC escape fraction, ISM gas density, and
CMB attenuation all drive galaxies towards higher [OIII]88`m/[CII]158`m, observed values at 𝑧 > 6 can only be reproduced with
substantially lower C/O abundances compared to Solar. The combination of [CII]158`m and [OIII]88`m can be used to predict
the values of ionisation parameter, ISM gas density, and LyC escape fraction and we provide estimates of these quantities for
nine observed 𝑧 > 6 galaxies. Finally, we demonstrate that [OI]63`m can be used as a replacement for [CII]158`m in high-redshift
galaxies where [CII]158`m is unobserved and argue that more observation time should be used to target [OI]63`m at 𝑧 > 6.

Key words: galaxies: high-redshift, galaxies: ISM, dark ages, reionization, first stars, ISM: lines and bands, ISM: kinematics
and dynamics, galaxies: star formation

1 INTRODUCTION

Characterising the interstellar medium (ISM) of high-redshift galax-
ies deep into the epoch of reionization (EoR) represents one of the
most interesting frontiers in the observational study of galaxy forma-
tion. Deep ALMA observations of forbidden infrared (IR) emission
lines have now been confirmed out to 𝑧 > 9 (e.g. Hashimoto et al.
2018; Laporte et al. 2019), providing insight into both the ISM prop-
erties and star formation histories of these primordial galaxies. As
the sample of high-redshift systems with confirmed emission line de-
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tections increases, certain differences have been discovered between
reionization-epoch galaxies and those in the local Universe.

The [CII]158`m line (hereafter [CII]), is one of the dominant
coolants of the ISM and hence one of the brightest IR emission lines
in the local Universe (e.g. Spitzer 1978; Stacey et al. 1991). With
an ionisation potential of 11.3eV, [CII] emission can be stimulated
in both ionised an neutral gas, often complicating its interpretation.
Despite the wide range of ISM conditions that can emit [CII], it has
been empirically shown to strongly correlate with star formation in
local galaxies (e.g. Boselli et al. 2002; De Looze et al. 2011, 2014;
Herrera-Camus et al. 2015). Furthermore, observations have shown
that the [CII] line is especially bright in low-mass metal-poor dwarf
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galaxies (e.g. Poglitsch et al. 1995; Cormier et al. 2010), making it a
particularly interesting target for studying the high-redshift Universe.
Earlier IR observations of 𝑧 > 6 galaxies focused primarily on

this line due to its predicted high luminosity and observability with
ALMA. There are now more than 20 galaxies at 𝑧 > 6 with [CII]
detections as well as many more with non-detections. At slightly
lower redshift (e.g. 4 . 𝑧 . 6), even larger samples of more than 100
galaxies have been surveyed (Le Fèvre et al. 2020; Béthermin et al.
2020), of which 75 have been detected in [CII] emission (Schaerer
et al. 2020). The non-detections are of particular interest because
this places many of the EoR galaxies far below the local relation
between [CII] and the star formation rate (SFR) (e.g. Ota et al. 2014;
Maiolino et al. 2015; Schaerer et al. 2015; Pentericci et al. 2016;
Knudsen et al. 2016; Bradač et al. 2017; Laporte et al. 2019). The
exact origin of these deficits is currently unknown; however recent
observations of extended, low surface brightness [CII] emission in
the early Universe (Fujimoto et al. 2019) has helped relieve some of
the tension between the high-redshift galaxies and the low-redshift
relations (Carniani et al. 2020).
The [OIII]88`m line (hereafter [OIII]) is another strong IR emis-

sion line that has also been empirically established to correlate with
star formation (e.g.DeLooze et al. 2014).With an ionisation potential
of 35.1eV, [OIII] only traces ionised gas, in contrast to [CII]. Inter-
estingly, in metal-poor local Universe dwarf galaxies, [OIII] often
outshines [CII] (e.g. Cormier et al. 2010; Madden et al. 2013), rep-
resenting up to 2% of the total IR luminosity of the galaxy (Cormier
et al. 2015). Since low-redshift metal poor dwarf galaxies are often
considered analogues of high-redshift systems, [OIII] emission has
been a particularly interesting target for the high-redshift Universe
(e.g. Inoue et al. 2016) and has already been detected at 𝑧 > 9
(Hashimoto et al. 2018).
While sample sizes of [OIII] emitting galaxies remain small at

𝑧 > 6, there have now been ∼ 10 detections, nearly all of which
result in exceptionally high ratios of [OIII]/[CII], even compared to
local metal-poor dwarf galaxies (e.g. Laporte et al. 2019; Harikane
et al. 2020; Carniani et al. 2020). Even when correcting for extended
[CII] emission (Carniani et al. 2020), the [OIII]/[CII] ratios can reach
as high as 8, which represents the upper tail of the distribution of
low-redshift metal-poor galaxies (Madden et al. 2013). Similar to the
[CII] deficits observed in high-redshift galaxies, the exact origin of
the high [OIII]/[CII] ratios is still debated as the ionisation parameter,
photodissociation region (PDR) covering fraction, enrichment pat-
terns, metallicity, ISM density, and many other physical properties
of a galaxy can impact the [OIII]/[CII] ratio (Harikane et al. 2020).
Theoretical models, either analytic or numerical, are an invaluable

tool for interpreting the origin of emission lines and physical prop-
erties of high-redshift galaxies. While historically, the understand-
ing of emission lines, emission line ratios, and various strong-line
diagnostics has relied upon idealised, 1D photoionization models
(e.g. Kewley & Dopita 2002; Byler et al. 2017), using codes such as
CLOUDY (Ferland et al. 2017) orMAPPINGS (Sutherland et al. 2018),
these models often lack some of the complex physical processes (e.g.
SN feedback, magnetic fields, shocks, density inhomogeneities, etc.)
that affect the physics of the ISM. Although they are significantly
more computationally expensive and it is difficult to run “controlled"
experiments as one can do with 1D photoionisation models, cosmo-
logical simulations provide the best insight into the complex physical
nature of the high-redshift ISM.
Due to their computational expense, most recent studies of IR

emission lines in cosmological simulations have focused on small
samples or individual galaxies (e.g. Vallini et al. 2015; Olsen et al.
2017; Katz et al. 2017, 2019b; Pallottini et al. 2017, 2019a; Arata

et al. 2020; Lupi et al. 2019), while only a few have attempted to
model the emission in larger cosmological volumes (e.g. Moriwaki
et al. 2018; Leung et al. 2020). Obtaining larger samples of galaxies
from simulations often relies on semi-analytic models (e.g. Popping
et al. 2016; Lagache et al. 2018; Popping et al. 2019). It is not clear
whether the results from small sample sizes can be generalised to
the larger galaxy population while semi-analytic models do not re-
solve much of the physics that dictates ISM properties. Furthermore,
previous attempts at large volumes containing many galaxies often
compromise on important physics such as radiation transfer or sac-
rifice resolution due to computational expense.
Not all results from simulations agree on the expected trends be-

tween [OIII] and [CII] emission and various galaxy properties, likely
due to differences in spatial and mass resolution, included physics,
sub-grid models, and the method for modelling emission lines. For
example, the [OIII]-SFR relations found in Moriwaki et al. (2018);
Arata et al. (2020) point towards larger [OIII] luminosities per unit
SFR compared to Olsen et al. (2017); Katz et al. (2019b). Like-
wise, the few galaxies simulated in Katz et al. (2019b) seem to fall
closer to the local [CII]-SFR relation than those in (Pallottini et al.
2017, 2019a). The origin of these discrepancies can in part be due
to galaxy-to-galaxy variance, in addition to differences in modelling
techniques, which are well established to be far from straightfor-
ward (Olsen et al. 2018; Lupi et al. 2020). Nevertheless, there have
been many situations where simulations have agreed on emission-
line properties of high-redshift galaxies and provide deep insights
into or predictions of the early Universe. For example, the necessary
but insufficient condition that LyC leakers have high O32 (Katz et al.
2020b; Barrow et al. 2020) as confirmed at 𝑧 ∼ 2−3 (Nakajima et al.
2020) or the strong [OI]63`m (hereafter [OI]) emission line (Olsen
et al. 2017; Katz et al. 2019b), that was recently observed at 𝑧 > 6
(Rybak et al. 2020).
While systematic uncertainties due to differences in modelling

will continue to persist, issues due to galaxy-to-galaxy variance can
be solved by simulating larger cosmological volumes. Until now
there has been no full-box cosmological radiation hydrodynamics
simulation with high enough resolution to semi-resolve the detailed
structure of the ISM where these IR emission lines originate and
with a large enough computational volume so that both the statisti-
cal properties of high-redshift galaxies can be studied and massive
enough galaxies are probed to compare directly with observations.
The primary goal if this work is to simulate the [CII] and [OIII]
emission from such a state-of-the-art simulation to better understand
the nature of high [OIII]/[CII] ratios at high redshift.
This paper is organised as follows: In Section 2, we briefly describe

the SPHINX20 simulation (Rosdahl et al. in prep.) as well as our
modelling technique for line emission. In Section 3, we present the
general [OIII] and [CII] properties of high-redshift galaxies at 𝑧 >

4.68 and discuss the physics that drives high [OIII]/[CII] ratios.
Finally, in Section 5, we present our discussion and conclusions.

2 NUMERICAL METHODS

2.1 Cosmological Simulations

This work makes use of the SPHINX20 cosmological radiation hydro-
dynamics simulation (Rosdahl et al. in prep.). SPHINX20 is the largest
of all simulations in the SPHINX suite of cosmological radiation (Ros-
dahl et al. 2018; Katz et al. 2020a) and magneto-radiation (Katz et al.
2021) hydrodynamics simulations and is designed to model both the
inhomogeneous process of reionization and the escape of LyC pho-
tons from the ISM. SPHINX20 is ideal for studying the emission line

MNRAS 000, 1–20 (2021)
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properties of high-redshift galaxies because for more than 20,000
galaxies at 𝑧 ≥ 4.68, spanning a wide range in halo mass, stellar
mass, and star-formation rate (SFR) in each simulation snapshot, we
can probe the detailed properties of the ISM. This includes the inho-
mogeneous radiation field, as well as the detailed density structure,
temperature, and metal enrichment, which represent key underlying
quantities that impact emission line luminosities.
The details of SPHINX20 are very similar to those presented in Ros-

dahl et al. (2018). We briefly describe the simulations with emphasis
on the differences between the simulations used in this work com-
pared to that of Rosdahl et al. (2018). The simulations are run with
RAMSES-RT (Rosdahl et al. 2013; Rosdahl & Teyssier 2015), which
is a radiation hydrodynamics version of the open-source, adaptive-
mesh refinement RAMSES code (Teyssier 2002). Initial conditions
are generated with MUSIC (Hahn & Abel 2011) in a cosmological
box with a comoving side length of 20 Mpc assuming the following
cosmology: ΩΛ = 0.6825, Ωm = 0.3175, Ωb = 0.049, ℎ = 0.6711,
and 𝜎8 = 0.83. Due to the small volume of the simulations, the ini-
tial conditions were selected from multiple realisations to produce
an average DM halo mass function at 𝑧 = 6. The initial composition
of the gas is set to be 76% H and 24% He by mass and have an
initial metallicity of 3.2 × 10−4𝑍� . The dark matter particle mass is
2.5 × 105M� and we have decreased the stellar particle mass from
1000M� in SPHINX10 to 400M� in SPHINX20. The AMR grid is
adaptively refined to resolve the local Jeans length by at least 4 cells
or if the gas or DMmass of a cell is more than 8 times its initial value,
resulting in a maximum physical resolution of 7.3pc/ℎ at 𝑧 = 6.
Stars are allowed to form in the simulation at the maximum level

of refinement following a thermo-turbulent prescription (Kimm et al.
2017; Trebitsch et al. 2017; Rosdahl et al. 2018). Stellar feedback
is included in the form of supernova (SN) explosions and Lyman-
continuum radiation. Star particles with 3Myr < age < 50Myr can
explode via individual SNe by sampling from a delay-time distribu-
tion. When a SN event occurs, momentum is injected into the host
and surrounding cells such that the amount of momentum injected
is dependent on the phase of the SN that is resolved (Kimm et al.
2015). Star particles also continuously inject ionising photons into
their host cells depending on their mass, age, and metallicity. In con-
trast to SPHINX10, we only include two radiation energy bins to reduce
the memory requirements of the simulation, set at the ionisation po-
tentials of HI and HeI. The spectral energy distribution (SED) model
employed in the simulation is BPASS (Eldridge et al. 2008; Stan-
way et al. 2016). We have updated the SED from SPHINX10 which
uses v2.0 to v2.2.1 (Stanway & Eldridge 2018). Non-equilibrium
chemistry is evolved locally for H, H+, e−, He, He+, and He++ as
are the associated cooling processes (see the Appendix of Rosdahl
et al. 2013). Cooling from metal lines is included at 𝑇 > 104K fol-
lowing tables computed with CLOUDY (Ferland 1996) as well as at
𝑇 ≤ 104K using the analytic model from Rosen & Bregman (1995).
For all simulation snapshots, we compute halo properties using

the ADAPTAHOP halo finder Aubert et al. (2004); Tweed et al. (2009)
in the most massive submaxima mode as described in Rosdahl et al.
(2018). Furthermore, LyC escape fractions are also computed for
each halo following Rosdahl et al. (2018), using the open-source
RASCAS code (Michel-Dansac et al. 2020).

2.2 Emission-Line Modelling

Because our goal is to measure the [CII] and [OIII] emission line
properties of high-redshift galaxies, we must compute the [CII] and
[OIII] emission lines for each cell in the simulation. It is currently
computationally intractable with our available resources to follow

the full non-equilibrium chemistry and radiation coupling for C and
O directly in the simulation so we resort to post-processing the sim-
ulations in order to measure the [CII] and [OIII] luminosities. We
select seven simulation snapshots at 𝑧 = 10, 9, 8, 7, 6, 5,& 4.68,
the final redshift of our simulation for post-processing. Our method
is similar in spirit to that used in Katz et al. (2019b,a, 2020b).
For each cell in the simulation, we know the density, temperature,

metallicity and ionisation parameter (the ratio of ionising photons
to hydrogen atoms), as well as the cell size and redshift. To obtain
the radiation field at energies below 13.6eV, we have post-processed
the simulation snapshots with radiation transfer in the optically thin
limit. This is done by restarting the simulation assuming that the gas,
dark matter, and stars are static and using RAMSES-RT to evolve the
radiation in two additional energy bins (5.6eV-11.2eV and 11.2eV-
13.6eV) for at least the light-crossing time1 of the largest halo in the
volume at that redshift. We then use CLOUDY (Ferland et al. 2017) to
compute the [OIII] and [CII] emission lines from the cells based on
their density, temperature, metallicity, redshift, and radiation field in
the four2 energy bins, i.e. 8 local parameters.
Because there are billions of cells across the seven snapshots, it is

impractical to compute a CLOUDYmodel for each cell. Furthermore,
computing a grid across our eight parameters would mean that some
parameters are only sparsely sampled in the grid which could result
in errors in interpolation. Hence we adopt a different approach as
follows:

(i) For each snapshot we randomly sample between 1.5-4.5 mil-
lion simulation cells from galaxies across the full halo mass range.
(ii) A CLOUDY model is run for the selected cells assuming an

open geometry gas slab that has the same density, temperature, and
metallicity as the simulation cell. The width of the slab is set to
be the cell length and the shape of the radiation field within each
radiation bin is set to follow that of the Milky Way (i.e. the total
energy within the wavelength range of the radiation bin matches that
of the simulation but the shape within the bin is kept constant for
all cells). The CLOUDY models are all run in a constant temperature
mode and a CMBbackground at the relevant redshift is also included.
(iii) After the photoionisation models have been computed, for

each snapshot, we randomly split the results into a training, cross-
validation, and test set such that 25% of cells are reserved for testing,
22.5% are used for cross-validation, and 52.5% of cells are used for
training. For each line, we train two machine learning models. The
first is a classifier that is used to predict whether the emission from the
cell is > 10−3𝐿� while the latter is used to predict the log of the total
luminosity of the cell. In contrast toKatz et al. (2019b), we predict the
log of the luminosity rather than luminosity to better the accuracy in
the low luminosity regions which is important for extended emission.
For this work, we use the CATBOOST3 (Prokhorenkova et al. 2017;
Veronika Dorogush et al. 2018) implementation of gradient boosted
decision trees, which we find to be an improvement in terms of
accuracy and well as training and prediction speed compared to the
Random Forests used in Katz et al. (2019b). Models are trained for
a maximum of 10,000 iterations and are stopped early if the loss-
function does not improve for a period of 500 consecutive epochs.
For the classifier, we use a binary cross-entropy loss function while

1 Note that because the simulations use the variable speed of light approx-
imation, we use a conservative estimate for the light crossing time by using
the lowest value of the speed of light used in the simulation.
2 This includes the two bins computed in post-processing and the two ionising
radiation bins computed on-the-fly in the simulation.
3 https://github.com/catboost/catboost
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NH [CII]
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Figure 1. Hydrogen column density (𝑁H), (left), [CII] surface brightness (centre), and [OIII] surface brightness (right) maps of the three most massive galaxies
in SPHINX20. These haloes have masses of 1.31×1011M� , 1.29×1011M� , and 9.97×1010M� , and 10Myr averaged star formation rates (SFRs) of 17.6M�yr−1,
20.7M�yr−1, and 39.7M�yr−1, respectively.

for the regressor, we aim to maximise the 𝑅2 score. For [CII], we find
on the test set that themean accuracy of the classifier is 99.75±0.08%,
the mean 𝑅2 score of the regressor is 0.996±0.001, and that the total
luminosity is conserved to within 2.89%±2.84%. For [OIII], we find
on the test set that themean accuracy of the classifier is 99.91±0.06%,
the mean 𝑅2 score of the regressor is 0.997±0.002, and that the total
luminosity is conserved to within 11.7% ± 6.53%. Our values of

total luminosity conversion are well within the systematic errors of
modelling the emission lines.
(iv) Finally, we apply the models to every cell in each halo across

all seven snapshots.

To run the CLOUDY models, we must also set the abundances of
each metal. For our fiducial model, we use the GASS command that
sets the abundance radios to be consistent with those of the Sun

MNRAS 000, 1–20 (2021)
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Figure 2. [CII]-Mvir (top) and [OIII]-Mvir (bottom) relations for galaxies in
SPHINX20 at 𝑧 = 4.68 − 10. The solid and dashed lines represent the results
for the Solar abundance and core collapse SN abundancemodels, respectively.
The shaded regions represent the 1𝜎 scatter about the relation. The dotted
lines in the top panel represent the semi-analytic models from Silva et al.
(2015). Little evolution is seen in these relations as a function of redshift
whereas systematic differences occur due to choice of abundance model.

(Grevesse et al. 2010). Such abundances may not be representative
of the early Universe due to different chemical enrichment scenarios
(e.g. Maiolino &Mannucci 2019). For example, high-redshift galax-
ies may be predominantly enriched by core-collapse SN compared to
a mix of core-collapse SN, type-Ia SN, and winds from AGB stars.
For this reason, we also run an additional set of models where the
chemical abundance ratios are consistent with the low metallicity
SN yields of Nomoto et al. (2006). This is particularly important for
the [OIII]/[CII] ratio because the C/O abundance ratio from Nomoto
et al. (2006) is eight times less than that of Solar abundance patterns.
Finally, we also test models including molecules but find that our
results are not substantially different when these are included and so
for the results presented in this work, molecules have been excluded.

3 RESULTS

In this section, we present our results on [CII] and [OIII] emission
from high-redshift galaxies, with a particular focus on the origin of
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Figure 3. [CII] (top) and [OIII] (bottom) luminosity functions at different red-
shifts for galaxies in SPHINX20 versus observations. The solid and dashed
lines represent the results for Solar abundance and core collapse SN abun-
dancemodels, respectively. The shaded region represents the 1𝜎 scatter about
the relation. Observational constraints for the [CII] luminosity function are
shown for Swinbank et al. (2012); Capak et al. (2015); Aravena et al. (2016);
Cooke et al. (2018); Uzgil et al. (2021) and the dotted and dashed lines rep-
resent results from the semi-analytic models of Lagache et al. (2018) and
Popping et al. (2016), respectively. No observational constraints are available
for the [OIII] luminosity function at high redshift.

high [OIII]/[CII] ratios at 𝑧 > 6 and how these two emission lines
can be used to constrain the properties of high-redshift galaxies.
We have calculated the [CII] and [OIII] emission for thousands of

galaxies in each simulation snapshot between 𝑧 = 10 and 𝑧 = 4.68.
In Figure 1 we show density, [CII], and [OIII] maps of the three
most massive haloes at 𝑧 = 6, with halo masses of 1.31 × 1011M� ,
1.29 × 1011M� , and 9.97 × 1010M� , respectively. These galaxies
have 10Myr averaged star formation rates (SFRs) of 17.6M�yr−1,
20.7M�yr−1, and 39.7M�yr−1, well within the range of galaxies at
have been observed at 𝑧 > 6 (e.g. Maiolino et al. 2015).
These galaxies exhibit very different morphologies. The first is a

turbulent, and partially disrupted rotating disc, the second is a triple
major merger, and the third, while more similar to the first, possesses
two strongly star forming regions and clear evidence of dynamical
disturbance. Such properties are rather characteristic of high-redshift
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galaxies where strong dynamical interactions are more common than
in lower-redshift galaxies.
Consistent with our earlier work (Katz et al. 2019b), we find that

the [CII] emission follows the densest gas structures in the galaxy
while [OIII] exhibits a different morphology, more coincident with
the young star forming regions and mildly lower density gas (see also
Pallottini et al. 2019b; Lupi et al. 2020). With a higher ionisation
potential and lower critical density compared to C+, such behaviour
is expected for O++.

3.1 General Properties

With such a large sample of galaxies, we can begin to overcome
issues related to sample variance and make predictions regarding the
relations between [CII] and [OIII] luminosity and galaxy properties.

3.1.1 [CII] −Mvir and [OIII] −Mvir relations

In Figure 2 we show the relation between [CII] and [OIII] luminosity
and halo virial mass as a function of redshift for the models with
Solar abundance ratios and core collapse SN abundance ratios. As
halo mass increases, so do the [CII] and [OIII] luminosities. Our
predicted relation between 𝐿 [CII] and Mvir using Solar abundance
ratios is in good agreement with the semi-analytic model of Silva
et al. (2015) at Mvir & 9.5M� . The two models deviate from each
other at the low mass end. Our models with the same abundance
ratios exhibit almost no redshift dependence. Similarly, the relation
between 𝐿 [OIII] andMvir shows no evidence of redshift dependence.
Constraining the [CII]-Mvir and [OIII]-Mvir relations is of partic-

ular importance for forecasting intensity mapping results (e.g. La-
gache 2018; Yue & Ferrara 2019) and we have tables of these values
available online4.

3.1.2 [CII] and [OIII] luminosity functions

Since Mvir is not an observed quantity, we do not have any direct
observational constraints between [OIII], [CII], and Mvir. However,
observational constraints are available for the [CII] luminosity func-
tion and in the top panel of Figure 3, we compare our predicted [CII]
luminosity functions as a function of redshift to various observa-
tional constraints (Swinbank et al. 2012; Capak et al. 2015; Aravena
et al. 2016; Cooke et al. 2018; Uzgil et al. 2021) as well as other
semi-analytic models (Popping et al. 2016; Lagache et al. 2018). We
observe a strong redshift dependence of the [CII] luminosity function
such that as redshift decreases, the number of [CII] emitters at all
luminosities increases. Our simulations have very few galaxies with
[CII] luminosities > 1042erg s−1 which is approximately the lower
limit of where observational constraints begin. Nevertheless, we find
that the 𝑧 ∼ 5.5 constraint from Capak et al. (2015) falls in between
our 𝑧 = 5 and 𝑧 = 6 predictions. Our models predict far fewer [CII]
emitters than the estimates fromAravena et al. (2016) at 𝑧 = 6−8, and
aremore in line with the 𝑧 = 6−8 upper limit fromUzgil et al. (2021).
Compared to results from commonly used semi-analytic models, we
predict significantlymore [CII] emitters at 𝐿 [CII] > 108𝐿� than both
Popping et al. (2016); Lagache et al. (2018). Themodel that uses core
collapse SN abundance ratios predicts a luminosity function much
lower than observations.
Unfortunately, there are no observational constraints on the [OIII]

luminosity function at high redshift and it is not often discussed

4 https://github.com/HarleyKatz/SPHINX-CII-OIII

in the literature (although see Moriwaki et al. 2018). Once again,
we expect less redshift evolution in the [OIII] luminosity function
compared to [CII] due to the fact that O is predominantly produced
in core collapse SN; hence, at very high redshifts (e.g. 𝑧 & 9), [OIII]
may be the most likely FIR line to be observed.

3.1.3 [CII] − SFR and [OIII] − SFR relations

There has been a considerable amount of debate in the literature, both
from an observational and theoretical perspective on how the high-
redshift [CII]-SFR relation compares to that in the local Universe.
Early observations suggested a large deficit of [CII] emission in
𝑧 > 6 galaxies compared to those at 𝑧 = 0 (e.g. Maiolino et al. 2015;
Pentericci et al. 2016; Laporte et al. 2019). However, more recent
observations that account for extended [CII] emission reduce some
of this difference (Carniani et al. 2020) and by 𝑧 ∼ 4.5, the observed
relation is nearly identical to that in the local Universe (Schaerer et al.
2020).
The origin of [CII] deficits is currently unknown as simulations

also do not agree. For example, the zoom-in simulations of individual
high-redshift galaxies in Katz et al. (2019b) show that haloes tend
to fall very close to the observed low-redshift relation, and when
[CII] deficits do occur in their simulations, it is after a burst of star
formation, when the galaxy is also at its brightest, perhaps suggesting
an observational bias. The simulations of Arata et al. (2020) produce
a [CII]-SFR relation steeper than that observed in the local Universe,
likely due to different enrichment channels as well as different ISM
properties, although their highly star-forming galaxies are consistent
with 𝑧 = 0 observations. In contrast, Pallottini et al. (2017, 2019a)
find that for similar halo masses to Katz et al. (2019b), their haloes
have both higher star formation rates and significantly larger [CII]
deficits.
This disagreement is also present between different simulations

regarding the high-redshift [OIII]-SFR relation where Katz et al.
(2019b); Olsen et al. (2017) find [OIII] deficits while Arata et al.
(2020); Moriwaki et al. (2018), find an [OIII]-SFR relation con-
sistent with 𝑧 = 0. Interestingly, while Arata et al. (2020) cannot
produce lower luminosity [OIII] emitters, Katz et al. (2019b) strug-
gles to produce high [OIII] emitters. In summary, the current lack
of agreement in the literature, both in observations and simulations,
prohibits robust interpretations of observed high-redshift galaxies
and deserves further study.
In the top row of Figure 4, we show the [CII]-SFR relations for

SPHINX20 galaxies at different redshifts compared with observations.
We show models using Solar abundances, core collapse SN abun-
dances, and core collapse SN abundances where we have artificially
and uniformly enhanced the metallicities of the gas cells in each sim-
ulated galaxy by a factor of 5.72. Regardless of the abundance model,
we see a strong evolution with redshift in that at fixed SFR, the [CII]
luminosity increases with decreasing redshift. To first order, the line
luminosity scales with the ISM metallicity which is why the Solar
abundance model produces higher [CII] for fixed SFR compared to
the core collapse abundance model. In Figure 5, we plot the mean
ISM metallicity as a function of SFR for various redshifts and see
that as redshift decreases, the ISMmetallicity at fixed SFR increases.
Hence we would expect an increase in [CII] luminosity. The [CII]
luminosity is also sensitive to the amount of low temperature neutral
gas. We expect more of this gas is present in higher halo masses. In
Figure 6 we show the evolution of theMvir-SFR relation as a function
of redshift and we also see here that at fixed SFR, halo mass increases
with decreasing redshift. Hence this effect should also drive higher
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Figure 4.Mean [CII]-SFR relations (top) and [OIII]-SFR relations (bottom) for galaxies in the SPHINX20 simulation at 𝑧 = 5−9 compared to observations. The
left, centre, and right rows represent models where we assume Solar abundances, core collapse SN abundances, or core collapse SN abundances with 5.72 times
enhanced metallicity, respectively. The shaded regions represent the 1𝜎 scatter about the relation. Black data points with errors represent observed galaxies at
𝑧 = 5 − 9 whereas coloured data points represent the brightest [CII] and [OIII] emitters at each redshift. We show high-redshift fits from Schaerer et al. (2020);
Harikane et al. (2020); Carniani et al. (2020) as well as 𝑧 = 0 relations for dwarfs and starbursts (SBs) from De Looze et al. (2014).

[CII] luminosities both due to the increased amount of gas and the
decreased susceptibility of the galaxy to SN feedback.
Since [OIII] is related to the efficiency of the feedback in the

galaxy, we would expect the opposite effect compared to [CII]. The
larger halo mass at fixed SFR would reduce the amount of [OIII]
emission and counteract the increase in metallicity with decreasing
redshift. The bottom row of Figure 4 shows the [OIII]-SFR relations
as a function of redshift compared with observations. Regardless of
the choice of abundance ratios, there is almost no redshift evolution.
While it is expected that this relation does not evolve as strongly with
redshift as the [CII]-SFR relation, it is an interesting coincidence that
there is no redshift evolution at all.
The redshift evolution in the [CII]-SFR relation may be even more

pronounced than shown in Figure 4 due to the expected evolution
in C abundance. While O is predominantly formed in core collapse
SNe soon after the onset of star formation, the formation timescale
for C is significantly longer due to the fact that it is expelled into
galaxies via both core collapse SNe and type-Ia SNe as well as
in winds from asymptotic giant branch (AGB) stars (e.g. Maiolino
& Mannucci 2019). Hence the amount of C per unit metallicity is
expected to increase with decreasing redshift and therefore enhance

the redshift evolution in the relation. The top left and top centre
panels of Figure 4 show the extreme cases of Solar abundances and
core collapse SN abundances, respectively. Since we do not explicitly
model the varying timescales of enrichment of different elements in
the simulation, we have modulated the abundance ratios in post-
processing to explore how this physics may affect the [CII]-SFR
relation. Interestingly, when we assume Solar abundance ratios, we
find that the simulated galaxies are in much better agreement with
observations than when we assume core collapse SN abundance
ratios. At 𝑧 ≥ 6, our Solar abundance relations are very consistent
with the fitted relation from Harikane et al. (2020), and by 𝑧 =

4.68, our relation has converged to that of Schaerer et al. (2015). At
SFR < 1M�yr−1, our relations seem to converge more towards those
of Carniani et al. (2020) than that of Harikane et al. (2020), although
at higher SFR, these two relations are relatively indistinguishable.

Compared to the local relation (shown as the yellow and brown
lines in Figure 4), our 𝑧 ≥ 6 galaxies tend to produce small [CII]
deficits even for Solar abundance ratios possibly due to the lower
metallicity and lower halo mass per fixed SFR. The most [CII] bright
galaxies in SPHINX20 are however consistent with the local relation
when assuming Solar abundance ratios. This is consistent with the
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results found inKatz et al. (2019b)which used similar subgrid physics
and spatial/mass resolution and demonstrates the need for larger
samples of galaxies.
When assuming core collapse SN abundance ratios, we find very

strong [CII] deficits that appear inconsistent with the high-redshift
galaxy population due to the drastically reduced C abundance. Taken
at face-value, it would appear that our simulations prefer galaxies to
exhibit abundance ratios closer to Solar values. However, we argue
below that this is not necessarily the case.
One can see in the bottom row of Figure 4 that regardless whether

we assume Solar abundances or core collapse SN abundances, our
[OIII]-SFR relation underpredicts individual high-redshift observa-
tions as well as the fitted relation from Harikane et al. (2020). There
is little difference between the [OIII]-SFR relation for the two abun-
dance assumptions because the primary O enrichment channel is
via core collapse SN and thus the O abundance is very similar be-

tween the two models. Hence while a Solar abundance ratios model
can reproduce the [CII]-SFR relation at high redshift, it struggles
with the [OIII]-SFR relation, as was the case in our earlier work
Katz et al. (2019b). How then can we reconcile both relations with
observations?
Changing the ISM properties of our high redshift galaxies is un-

likely to relieve the tension. Because [OIII] and [CII] originate in
different regions of temperature-density phase-space, attempting to
create more [OIII]-emitting gas would reduce the amount of [CII]-
emitting gas. Hence for the Solar abundance model, the reduction in
[CII] would disrupt the current agreement in favour of improving the
[OIII]-SFR relation. For this reason, this is not a preferred solution. If
the galaxies were significantly gas richer at fixed halo mass in reality
compared to what is predicted by the simulation, then this solution
could be an option. However, Katz et al. (2020b) showed that for the
SPHINX suite of simulations, these high-mass galaxies accrete gas
relatively efficiently. The gas mass could only increase by a factor of
about two as to not supersede the cosmic baryon fraction, which is
not nearly enough to overcome the near order of magnitude deficit in
the [OIII]-SFR relation.
Since when assuming Solar abundance ratios, the [CII]-SFR re-

lation is in good agreement with observations, we argue that it is
important that the total carbon mass in galaxies is not significantly
different from our fiducial model. One solution to our problem could
be to normalise the Nomoto et al. (2006) abundance patterns to have
the same amount of C as the Solar abundance model. This implicitly
assumes that the total metal mass in each cell is 5.72 times higher
that what is currently predicted by the simulation. To explore this
option, in the right panel of Figure 4, we plot the relations where we
have simply scaled the [CII] and [OIII] luminosities of each galaxy
for the core collapse SN abundance model by a factor of 5.72. Here
we can see that the good agreement between the [CII]-SFR relation
is once again recovered while the [OIII]-SFR relation is in signifi-
cantly better agreement with the observed high-redshift galaxies. We
emphasise that in this model, the C/O relation is the same as in the
core collapse SN abundance model, but the total amount of metals is
increased.
While this solution may seem ad hoc, there is precedent for this in

high-redshift galaxies. Simulations show that lowmetallicity galaxies
may produce a more top-heavy stellar initial mass function (IMF)
compared to what is observed in the local Universe (e.g. Safranek-
Shrader et al. 2014; Chon et al. 2021). More top-heavy IMFs result
in an increased amount of SNe which leads to an increase in metal
production aswell asmore high-energy photonswhich can formmore
O++. In SPHINX20, we already artificially boost the energy from SNe
by a factor of 4 in order to match the high-redshift UV luminosity
function (Rosdahl et al. 2018). This extra energy is thought to be
needed in order to overcome numerical over-cooling; however it also
may be reflecting the necessity for a more top-heavy IMF. Although
the energy from SN in the simulation is artificially boosted, the metal
yields are still consistent with a standard (Kroupa 2001) IMF. Amore
top-heavy IMF would produce an ISM that is similar to what we find
in this work already due to the boosted feedback. Therefore, we argue
that our results are potentially indicative of a top-heavy IMF in the
early Universe. Future simulations that track both the evolving metal
enrichment channels as well as sample different stellar IMFs can
confirm this prediction, as also discussed by Arata et al. (2020).

3.1.4 [OIII]/[CII] ratios

In Figure 7 we plot mean [OIII]/[CII] versus SFR relations for
SPHINX20 galaxies compared with observations. We show both the
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Figure 7. [OIII]/[CII] versus SFR for galaxies in our simulation at different
redshifts compared to observations for the Solar abundance model (top) and
the core collapse SNabundancemodel (bottom). The shaded regions represent
the 1𝜎 scatter about the relation. Black data points represent 𝑧 = 5 − 9
galaxies from Harikane et al. (2020) while red data points represent those
same galaxies accounting for surface brightness dimming (Carniani et al.
2020). Orange points represent individual low redshift dwarf galaxies from
the DGS survey (Madden et al. 2013). The red dotted line is the high-redshift
fitted relation from Harikane et al. (2020) while the maroon and orange lines
are the 𝑧 = 0 relations for dwarf and starburst galaxies, respectively, from De
Looze et al. (2014).

Solar abundance model (top) as well as the core collapse SN abun-
dancemodel (bottom) and note that themodel with the 5.72× boosted
metallicity that reproduces both the high-redshift [CII]-SFR and
[OII]-SFR relations also predicts the same [OIII]/[CII] ratios as the
core collapse SN abundance model. Thus any future discussion of
[OIII]/[CII] ratios in the core collapse SN abundance model also
applies to that with boosted metallicity.

In contrast to the observed relations, we find that the trend
between [OIII]/[CII] and SFR is not monotonic. Between −2 <

log10 (SFR/M�yr−1) < 0, we find decreasing [OIII]/[CII] ratios
as SFR decreases however, at log10 (SFR/M�yr−1) > 0, the trend
flattens, regardless of the assumption on abundance ratios. Redshift
evolution pushes galaxies towards lower [OIII]/[CII] with decreasing
redshift, especially at 𝑧 < 6.
As expected, compared to the observed high-redshift, 𝑧 = 5 − 9

galaxies, the Solar abundance model produces [OIII]/[CII] ratios that
are far lower. At SFRs of 10M�yr−1 the [OIII]/[CII] deficit for the
mean galaxy in our simulations is more than an order of magni-
tude compared to observations (see also Laporte et al. 2019). The
[OIII]/[CII] ratios are even lower than the metal poor dwarf galaxies
in the local Universe and more consistent with local starburst galax-
ies. However, when we assume that the O and C abundances are
similar to that of core collapse SNe, we find that the high [OIII]/[CII]
ratios at high redshift can be reproduced by our simulation. Still,
we do not have many galaxies with [OIII]/[CII] > 10 as seen in
Harikane et al. (2020). When accounting for [CII] surface brightness
dimming corrections (Carniani et al. 2020), we find very good agree-
ment between 𝑧 = 5−9 galaxies and the highly star-forming galaxies
in SPHINX20.
Because of the good agreement between the core collapse SN

abundance model and observations, we argue that low C/O abun-
dance ratios at high redshift could be the primary driver of high
[OIII]/[CII] ratios compared to the local Universe. Such an argu-
ment was proposed by Steidel et al. (2016) to explain the offsets of
𝑧 ∼ 2− 3 galaxies on the BPT diagram. Similarly, Arata et al. (2020)
demonstrated with cosmological simulations that explicitly track C
and O abundances from different chemical enrichment channels that
the C/O ratio is indeed significantly lower in high-redshift galaxies
due to the delayed onset of AGB winds. However, Harikane et al.
(2020) suggest that while lower C/O ratios may explain some of the
enhanced [OIII]/[CII] ratios observed at high redshift, the reduced C
abundance alone is not enough to explain some of the non-detections
of [CII]; hence, the ratio by itself cannot explain the galaxies with
> 1 dex lower [CII]/SFR. Once again, these [CII] deficits are par-
tially relieved by surface brightness dimming corrections (Carniani
et al. 2020); however, it is important to understand what other phys-
ical mechanisms can drive high [OIII]/[CII] ratios as well as [CII]
deficits.

3.2 What else drives high [OIII]/[CII] ratios?

Harikane et al. (2020) systematically discuss eight different effects
that can impact the [OIII]/[CII] ratio in high-redshift galaxies. They
employ idealised models of the ISM using CLOUDY to better un-
derstand the impact of different ISM properties on the [OIII]/[CII]
ratio. While these simplified photoionization models are useful for
isolating individual effects, real high-redshift galaxies exhibit a com-
plicated, multi-phase ISM structure. In this section, we explore seven
of the eight effects5 in the context of the SPHINX20 simulations.

3.2.1 Lower PDR covering fractions

[OIII] is generally emitted very close to stars from HII regions while
[CII] tends to originate further out in PDRs. Therefore if the HII
region becomes large enough so that the gas cloud is density-bounded

5 The last effect is the lower C/O abundance ratios due to different enrichment
channels in the early Universe which has already been discussed above.
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Figure 8. 2D histograms of [CII]/SFR versus [OIII]/SFR for galaxies in the SPHINX20 simulation between 6 ≤ 𝑧 ≤ 10 coloured by virial mass (top left), sSFR
(top centre), 90th percentile ISM density (top right), ISM metallicity (bottom left), LyC escape fraction (bottom centre), and 90th percentile ISM ionisation
parameter (bottom right). We show results for the core collapse SN abundance model with the 5.72× enhanced metallicity. 𝑛H, 𝑍 , and 𝑞 have are calculated as
the mass-weighted quantities in the [CII] and [OIII] emitting regions (𝑍 , 𝑛H) or HII regions (�̄�). Cyan points represent individual high-redshift galaxies from
Carniani et al. (2020).

(i.e. the outer radius of the cloud is smaller than the Stromgren
radius), we expect there to be very little [CII] emission. Molecular
clouds exhibit complex density structureswhere some regions around
the star are expected to remain shielded from the ionising radiation
and exist in a neutral state. Harikane et al. (2020) argue that if the
covering fraction of PDRs (𝐶PDR) surrounding stars is significantly
less than unity, we would expect an increase in [OIII]/[CII].
Because the ISM structure in our simulations is highly complex,

we cannot define a direct metric for 𝐶PDR in our simulations that
matches the idealised models of Harikane et al. (2020). Nevertheless,
we have measured the LyC escape fraction ( 𝑓esc) for each galaxy in
SPHINX20 which provides a proxy for 𝐶PDR on a galaxy scale. We
expect that galaxies that have higher 𝑓esc have lower PDR covering
fractions and should thus exhibit higher ratios of [OIII]/[CII].
From simulations, it is well established that 𝑓esc is a feedback

regulated quantity (e.g. Trebitsch et al. 2017; Kimm et al. 2017).
Hence it is the SN feedback that dictates the PDR covering fraction
in our simulation more than the ionising photon production. Such an
effect can only be realised in numerical simulations.
In the bottom-centre panel of Figure 8, we show a 2D histogram of

[CII]/SFRversus [OIII]/SFR coloured by log10 ( 𝑓esc). Galaxies in our
simulation that exhibit the highest values of 𝑓esc and, by deduction,
lower PDR covering fractions also tend to exhibit weaker [CII]/SFR
and higher [OIII]/SFR, or in other words, higher [OIII]/[CII] ratios.

As theUniverse evolves and becomesmoremetal enriched, the typ-
ical mass of a galaxy also increases while the luminosity-weighted
global LyC escape fractions tend to decrease (e.g. Rosdahl et al.
2018). Certain analytical models predict that 𝑓esc evolves very
strongly with redshift such that 𝑓esc ∝ (1 + 𝑧)3.4 (Haardt & Madau
2012). Harikane et al. (2020) show that for𝐶PDR = 0, [CII] luminos-
ity is decreased by 99% and therefore, the evolving escape fraction
can contribute to the high [OIII]/[CII] ratios seen at high redshift.
Furthermore, given the correlation between [OIII]/[CII] and 𝑓esc, In-
oue et al. (2016); Katz et al. (2020b) argued that one can select LyC
leakers from non-leakers based on this ratio alone. This metric was
tentatively tested (Katz et al. 2020b) on the few low-redshift galaxies
where observations of both lines exist and a common trend for the
systems that were predicted to be leakers was that many appeared to
have strong signatures of feedback, consistent with the results from
our simulations.

To demonstrate this relation more explicitly, in Figure 9 we plot
the mean value and 1𝜎 scatter of 𝑓esc versus log10 ( [OIII]/[CII]) for
each redshift interval for models where we assume either Solar abun-
dance ratios or core collapse SN abundance ratios. Although there is
considerable scatter in the relation, there is a very strong trend that the
galaxies that have the highest values of [OIII]/[CII] also exhibit the
highest 𝑓esc. Assuming core collapse SN abundances systematically
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Figure 9. [OIII]/[CII] versus 𝑓esc for galaxies in our simulation versus obser-
vations. The coloured lines and shaded regions indicate the mean relation
and 1𝜎 scatter for different redshift bins. Solid and dashed lines repre-
sent the results when we assume Solar abundances and core collapse SN
abundances, respectively. We only include galaxies in this plot that have an
SFR > 10−2M�yr−1.

shifts the relation towards higher values of [OIII]/[CII]; nevertheless,
the trend persists.
Consistent with Harikane et al. (2020), we find that lower PDR

covering fractions or equivalently increased LyC escape fractions
can drive galaxies towards higher [OIII]/[CII].

3.2.2 Higher ISM densities

Galaxies that exhibit the highest ISM densities are expected to ex-
hibit the lowest ratios of [CII]/SFR and [OIII]/SFR because once
the density surpasses the critical density of the line, the emissivity
increases as 𝑛 rather than 𝑛2 due to collisional de-excitation. In the
top right panel of Figure 8 we show a 2D histogram of [CII]/SFR
versus [OIII]/SFR, coloured by the 90th percentile density for gas
that emits6 [CII] and [OIII]. There is a clear gradient indicating that
the galaxies with the lowest values of [CII]/SFR and [OIII]/SFR also
have the highest ISM densities.
The critical density of [CII] for interactions with hydrogen is

∼ 2800cm−3 while the critical density of [OIII] for interactions with
electrons is ∼ 510cm−3 (Carilli & Walter 2013). Hence we expect
that galaxies with higher ISM densities will exhibit lower ratios of
[OIII]/[CII] because as density increases, we reach the critical den-
sity of [OIII] before [CII]. In Figure 10, we plot the 90th percentile
ISM density of the [OIII] and [CII] emitting gas in the simulated
galaxies versus [OIII]/[CII] for the cases where we assume both So-
lar abundances as well as core collapse SN abundances. For lower
values of [OIII]/[CII], we see a decrease in ISM density with de-
creasing redshift. Consistent with expectations, galaxies with lower
ISM densities exhibit higher ratios of [OIII]/[CII].
We do however stress that one should exercise caution when inter-

preting the trend between ISM density and [OIII]/[CII] for our simu-
lated high-redshift galaxies.While such effects can be easily tested in
controlled idealised models such as those presented in Harikane et al.
(2020), in cosmological simulations, other parameters are not held

6 This gas is defined as having 𝑇 < 105K and 𝜌 > 1cm−3.
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Figure 11. Luminosity-weighted gas density of [CII] regions versus [OIII]
regions for galaxies at 𝑧 = 6 coloured by the ratio of [OIII]/[CII]. We only
include galaxies that have SFR > 10−2M�yr−1 as well as [CII] and [OIII]
luminosities > 103𝐿� . [OIII]/[CII] ratios are shown for the Solar abundance
model although the results are not fundamentally different for the core collapse
SN abundance model.

fixed with the changing ISM density. For example, low density may
indicate that the galaxy has been susceptible to strong SN feedback
which can destroy the [CII] emitting regions of the galaxy, enhance
the amount of O++, and increase 𝑓esc, all of which are important
for setting the [OIII]/[CII] ratio. Furthermore, it is well established
that [OIII] is emitted from different regions of temperature-density
phase-space than [CII] and thus the gas that emits [OIII] may be
characterised by a different density compared to that which emits
[CII].
To demonstrate this, in Figure 11 we plot the luminosity-weighted

mean gas density for [CII] against that of [OIII] coloured by the ratio
of [OIII]/[CII]. While there is considerable scatter, in general, the
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galaxy regions that emit strongly in [OIII] have significantly lower
gas densities compared to the regions with high [CII] luminosity.
It is often the case that the densities are more than an order of
magnitude lower in the [OIII] emitting regions compared to [CII].
This suggests that idealised 1D photoionization models with a fixed
ISM density poorly mimic the conditions of [OIII] and [CII] emitting
regions in the ISM of high-redshift galaxies. Rather, our simulations
are more akin to a constant pressure assumption rather than constant
density for 1D CLOUDY models. This is why some in the literature
have adopted the constant pressure assumption (see e.g. Nagao et al.
2011; Cormier et al. 2019; Harikane et al. 2020). Since, many of
the galaxies with high [OIII]/[CII] ratios do not have ISM densities
above the critical density for [OIII] and [CII], despite the large density
contrasts between [CII] and [OIII] emitting regions, the higher ISM
densities do not play a strong role in setting the [OIII]/[CII] ratio.

3.2.3 Higher ionisation parameters

The photoionization models of Harikane et al. (2020) show that
models with higher ionisation parameters (𝑞 = 𝑐𝑛𝛾,ion/𝑛H) tend
to exhibit higher ratios of [OIII]/[CII]. In our simulations, [CII] is
predominantly emitted from higher density neutral regions whereas
[OIII] originates in lower density, ionised gas with 𝑇 & 104K. Addi-
tional high-energy photons can ionise some of the C+ into C++ which
also serves to reduce [CII] emission while additional hard ionising
photons have the potential to create more O++ thereby increasing the
ratio of [OIII]/[CII].
While it is trivial to set the ionisation parameter in a CLOUDY

calculation, real galaxies exhibit huge ranges in 𝑞 depending on
location within the galaxy. In order to describe the galaxy by a single
value, we select all HII regions defined as gas with 𝑇 < 105.5K,
𝑛H > 1cm−3 and 𝑥HII > 50%, and measure the 90th percentile
mass-weighted ionisation parameter. In the bottom right panel of
Figure 8 we show a 2D histogram of [CII]/SFR versus [OIII]/SFR
coloured by log10 (𝑞). As predicted by Harikane et al. (2020), we
find the gradient in 𝑞 evolves towards the upper left of the figure
(i.e. high ionisation parameter results in lower [CII]/SFR and higher
[OIII]/SFR). This can be seenmore clearly in Figure 12wherewe plot
log10 (𝑞) directly against [OIII]/[CII] for both the Solar abundance
and core collapse SN abundance models. Ionisation parameters of
galaxies with [OIII]/[CII] ratios of 10 can reach as high as log10 (𝑞) &
9. Therefore the higher [OIII]/[CII] ratios seen at high redshift could
be partially due to higher ionisation parameters.
While measurements of the ionisation parameter at 𝑧 > 6 are not

yet possible, proxies from lower-redshift may give an indication as
to whether reionization epoch systems truly exhibit higher values of
𝑞. The O32 diagnostic (i.e. [OIII]4960Å,5007Å/[OII]3727Å,3729Å) is
often used as a proxy for ionisation parameter (e.g. Penston et al.
1990). Strom et al. (2017) demonstrated using the KBSS survey that
star-forming galaxies at 𝑧 ∼ 2 − 3 exhibit considerably higher O32
compared to low-redshift SDSS galaxies, indicative of higher ionisa-
tion parameters. Similarly, Katz et al. (2019b) showed that massive
high-redshift galaxies in the epoch of reionization have very simi-
lar strong-line diagnostics compared to these lower-redshift systems.
Consistent results were also found for LyC leakers in the redshift
range 𝑧 ∼ 2 − 4 (Nakajima et al. 2020).
In Figure 13, we compare SPHINX20 galaxies with

SFRs > 1M�/yr to different classes of observed galaxies on
the ionisation parameter-metallicity plane assuming the core-
collapse SN abundance model with enhanced metallicity. The
vast majority of star-forming SPHINX20 galaxies exhibit ionisation
parameters greater than that of SDSS galaxies, and often equal to or
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Figure 12. [OIII]/[CII] versus log10 (�̄�) for galaxies in our simulation. �̄� is
defined to be the 90th percentile value from theHII regions in each galaxy. The
coloured lines indicate the median relation for different redshift bins. Solid
and dashed lines represent the results when we assume Solar abundances and
core collapse SN abundances, respectively. We only include galaxies in this
plot that have an SFR > 10−2M�yr−1.
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Figure 13. log10 (�̄�) versus metallicity for galaxies in our simulation. �̄� is
defined to be the 90th percentile value from the HII regions in each galaxy
whereas metallicity is the mass-weighted mean gas-phase metallicity in the
ISM. We only show galaxies with SFR > 1M�/yr for the core-collapse SN
abundance model with enhanced metallicity. Data points with error bars
represent ranges in ionisation parameter and metallicity for SDSS galaxies,
𝑧 ∼ 1 galaxies, LyC leakers, Lyman-break analogues (LBAs), green pea (GP)
galaxies, 𝑧 = 2−3 Lyman-break galaxies (LBGs), and 𝑧 = 2−3 Ly𝛼 emitters
(LAEs) from Nakajima & Ouchi (2014).

greater than the ionisation parameters in 𝑧 = 2 − 3 Ly𝛼 emitters or
known LyC leakers. There is a clear trend that lower metallicity star-
forming galaxies exhibit higher ionisation parameters. Furthermore,
it is often the lower metallicity, higher ionisation parameter galaxies
that exhibit the highest [OIII]/[CII] ratios. However, at fixed 𝑞, the
[OIII]/[CII] seems to be relatively constant (this is explored further
in the next section), hence we argue that 𝑞 is more important for
setting the [OIII]/[CII] ratio compared to 𝑍 .
In summary, observational evidence combined with theoretical

models suggests that high-redshift galaxies exhibit higher ionisation
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Figure 14. [OIII]/[CII] versus log10 (𝑍/𝑍�) for galaxies in our simulation.
The coloured lines indicate the mean relation for different redshift bins. Solid
and dashed lines represent the results when we assume Solar abundances and
core collapse SN abundances, respectively. We only include galaxies in this
plot that have an SFR > 10−2M�yr−1.

parameters which can contribute to the high ratios of [OIII]/[CII].
However, in the case of the solar abundancemodel, all of the observed
high-redshift galaxies would need to exhibit ionisation parameters of
order log(𝑞) ∼ 9 in order to reach the [OIII]/[CII] observed. The
core collapse SN models can reach the observed ratios with a lower
ionisation parameter.

3.2.4 Lower gas metallicities

To first order, the line luminosity of each simulation cell scales with
the amount of metals present in the gas. Harikane et al. (2020) argue
that for lower metallicity gas, one expects a drop in [OIII]/SFR but
a constant [CII]/SFR. Since the bulk of the [CII] emission arises
from PDRs, the PDR column density is proportional to 1/𝑍 if dust
dominates the self-shielding fromUVphotons (Kaufman et al. 2006).
For dwarf galaxies with SFR ≥ 1M�yr−1 in the local Universe, De
Looze et al. (2014) find an enhancement in [CII]/SFR for metal-poor
dwarf galaxies compared to other galaxy types.
Similar to ISM density, the [OIII]/[CII] ratio is sensitive to numer-

ous different effects that either affect or are impacted by metallicity.
For example, lower metallicity stars have harder SEDs which could
result in the production of more O++, while the additional ionis-
ing photons may ionise some of the PDRs that would be present
otherwise. The abundance ratios are expected to change with metal-
licity and Arata et al. (2020) predicted from simulations that lower
metallicity galaxies exhibit higher ratios of [OIII]/[CII]. The final
amount of momentum injected during the SN snowplow phase is
weakly sensitive to the metallicity of the gas (Blondin et al. 1998;
Thornton et al. 1998; Karpov et al. 2020) and similarly the ability for
gas to cool is also sensitive to metallicity (e.g. Sutherland & Dopita
1993). Finally, there is a well established mass-metallicity relation
in the local Universe (Tremonti et al. 2004) and total halo mass is
partially responsible for setting the maximum densities achievable in
our simulation.
In the bottom left panel of Figure 8, we show a 2D histogram of

[CII]/SFR versus [OIII]/SFR for galaxies in our simulation coloured
by average gas-phase metallicity in the regions of the galaxies that
emit [OIII] and [CII]. The higher metallicity galaxies evolve towards

Figure 15. Log difference between the [OIII]/[CII] ratio for models that
include or neglect the impact of the CMB on the [CII] line as a function of
SFR. We only include galaxies that have a [CII] and [OIII] luminosity greater
than 103𝐿� . At 𝑧 = 6, the [OIII]/[CII] ratio only increases by ∼ 0.05 dex
indicating that it cannot be the dominant factor in the elevated [OIII]/[CII]
ratios observed at 𝑧 ≥ 6

the top right of the diagram, consistent with the idea that to first
order, [OIII] and [CII] luminosity scale with total metallicity. Note
that our CLOUDY calculations do not include dust, but this might be
a reasonable approximation for high-redshift galaxies which tend to
be metal-poor. Therefore, we do not recover the trend predicted by
Harikane et al. (2020). Furthermore, as the abundance ratios in our
simulation do not evolve with metallicity, we also do not recover the
trend seen in Arata et al. (2020), although we emphasise that their
trend is likely more realistic and the evolution is most likely bounded
by our two different abundance ratio models. Rather, metallicity in
our simulation, in the context of the [OIII]/[CII] ratio, is a more
sensitive indicator of the ISM physics and star formation history
which helps set the emission line luminosities.
In Figure 14, we plot the mean relations of [OIII]/[CII] versus

log10 (𝑍/𝑍�) as a function of redshift. There is a strong evolution
with decreasing redshift towards higher values of metallicity simply
because as the simulation evolves, the galaxies become more metal
enriched. The trend between [OIII]/[CII] andmetallicity is essentially
flat indicating that for dust-poor galaxies, excluding the impact of
evolving abundance ratios with metallicity, in general, the metallicity
of the galaxy does not strongly impact the [OIII]/[CII] ratio. We do
however point out that for the galaxies with high SFRs, we indeed
find a trend that lower metallicity galaxies tend to also exhibit higher
ionisation parameters and higher [OIII]/[CII] ratios (see Figure 13).
However, at fixed 𝑞, the [OIII]/[CII] ratio seems constant. While in
general, metallicity may not impact the relation for the majority of
galaxies in our simulation, at higher SFRs, since there is a trend
between ionisation parameter and metallicity, it may appear that low
metallicity correlates with high [OIII]/[CII]. This behaviour is in
general different from what is suggested in Harikane et al. (2020),
where it was predicted that the [OIII]/[CII] ratio decreases with
decreasingmetallicity, if 𝑞 is fixed. It is not yet clear however whether
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the impact of dust can be completely excluded as some of the 𝑧 > 6
objects have dust detections (e.g. Harikane et al. 2020).

3.2.5 Cosmic Microwave Background attenuation

The CMB can have multiple effects on high-redshift infrared line
emission because the radiation temperature is significantly higher
at 𝑧 > 6 than it is in the local Universe. The CMB acts as both a
background against which one has to observe the line and can also
act as a heating term which is important for low temperature gas
(e.g. Lagache et al. 2018). While the CMB can impact [OIII], it is
particularly important in the context of [CII], especially for lower
density, low-temperature gas (see e.g. Figure 1 of Kohandel et al.
2019). Strong CMB attenuation of the [CII] line can drive higher
ratios of [OIII]/[CII] and partially explain the elevated ratio at high-
redshift compared to the local Universe.
Both Laporte et al. (2019) and Harikane et al. (2020) consid-

ered the impact of CMB attenuation and concluded that the effect
was not strong enough to be completely responsible for the elevated
[OIII]/[CII] ratios. Lagache et al. (2018) predicted that the maximum
increase in [OIII]/[CII] due to CMB attenuation is ∼ 0.5 dex. This
value is sensitive to both the temperature and density structure of the
gas that emits [CII].
To measure the impact of CMB attenuation, we have run an ad-

ditional set of CLOUDY models for our simulated galaxies at 𝑧 = 6
where we have artificially set the CMB background to be consistent
with the value at 𝑧 = 0, thus removing the CMB attenuation effects.
In Figure 15, we plot the ratio of [OIII]/[CII] with CMB attenuation
to [OIII]/[CII] without CMB attenuation as a function of SFR. We
have only considered galaxies that have [CII] and [OIII] luminosities
of at least 103𝐿� . For most of the systems at 𝑧 = 6, the enhancement
in [OIII]/[CII] is only ∼ 0.05 dex and thus we concur with Laporte
et al. (2019) and Harikane et al. (2020) that while CMB attenua-
tion enhances the [OIII]/[CII] ratio slightly, it cannot be a dominant
factor.

3.2.6 Extended [CII] emission

Using stacks of 𝑧 = 5 − 7 galaxies, Fujimoto et al. (2019) identi-
fied large haloes of [CII], extending out to ∼ 10kpc in galaxies with
SFRs of ∼ 10 − 70M�yr−1. Taking into account this extended emis-
sion, Carniani et al. (2020) determined that earlier observations may
underestimate the [CII] luminosity by up to a factor of ∼ 2. Simu-
lations have struggled in reproducing large [CII] haloes (e.g. Katz
et al. 2019b; Pallottini et al. 2019a; Arata et al. 2020) such as those
observed in Fujimoto et al. (2019). Nevertheless, if the [CII] surface
brightness profile is significantly more extended than that of [OIII],
the underestimated values [CII] may lead to artificially high values
of [OIII]/[CII].
In Figure 16,we plot the [OIII] and [CII] surface brightness profiles

for a stack of the three most massive galaxies in our simulation at
𝑧 = 6 for three different viewing angles. These are the galaxies
shown in Figure 1 and represent the most similar galaxies in our
simulation to those observed in Fujimoto et al. (2019). While the
[CII] surface brightness profile is slightly more extended than that of
[OIII], consistent with observations from Carniani et al. (2020), the
difference is small.
Similar toArata et al. (2020), there are regions at large radii that are

either consistent with or exceed the surface brightness values seen in
Fujimoto et al. (2019), although at many locations, we significantly
underpredict the flux. Convolving with the ALMA PSF may help
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Figure 16. Stacked [CII] and [OIII] surface brightness profiles at 𝑧 = 6 for
the three most massive galaxies in the simulation viewed along three different
angles compared to an observed stack at 𝑧 = 5−7 from Fujimoto et al. (2019).
The [OIII] profile is only slightly more concentrated than that of [CII].

relieve some of the tension and smooth out the profile. Part of the
extended profile that we see is driven by mergers. In the second row
of Figure 1, we can see that the second most massive halo at 𝑧 = 6 is
a triple merger of three smaller galaxies. It is not particularly obvious
how to choose a centre for stacking the images given the complex
morphology and this can also play a role in the shape of the surface
brightness profile. In Figure 16, we have opted to use the centre of
the halo.
Because the [OIII] surface brightness profile is so similar to that

of [CII], it is unlikely that galaxy [OIII] and [CII] morphologies are
responsible for the high [OIII]/[CII] ratios observed at high redshift,
consistent with the arguments posed inHarikane et al. (2020) because
even when accounting for surface brightness dimming in observa-
tions (Carniani et al. 2020), high-redshift galaxies still exhibit high
[OIII]/[CII] ratios.

3.2.7 Inclination effects

Kohandel et al. (2019) demonstrated using hydrodynamics simu-
lations that because the shape of the [CII] spectrum changes with
viewing angle of a galaxy, for orientations that lead to large velocity
spreads (e.g. edge-on) the [CII] flux may not be high enough to be
detected by ALMA. In contrast, when the galaxy is viewed face-on,
it is more likely to be detected. Harikane et al. (2020) speculate that
this effect is unlikely to change the [OIII]/[CII] ratio because if [CII]
is undetected due to orientation, [OIII] is also likely to be impacted in
a similar way. However, this argument implicitly assumes that [CII]
and [OIII] have similarly shaped spectra or that [OIII] is not always
more centrally concentrated. Katz et al. (2019b) showed that in cer-
tain cases, the first of these two assumptions is incorrect, especially
during strong dynamical interactions or feedback events. This once
again arises because [OIII] is emitted from a different gas phase than
[CII].
In Figure 17 we show the [CII] and [OIII] spectra of the three

most massive galaxies at 𝑧 = 6 for three different viewing angles. We
have normalised each spectrum so the full width at half maximum
(FWHM) can be more easily compared between the lines that have
different luminosities. Consistent with Kohandel et al. (2019), we
also see strong variations in the spectra as a function of viewing
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Figure 17. [CII] (cyan) and [OIII] (magenta) spectra for three different galax-
ies at 𝑧 = 6 for three different viewing angles (solid, dashed, and dotted lines).
The shape of the spectra change depending on the viewing angle and it is not
necessarily the case that the [OIII] and [CII] spectra exhibit the same shape.
We show the spectra for the Solar abundance model (although the shape will
be similar for the core collapse SN abundance model) and the spectra have
been smoothed over bins of 20 km/s. We have normalised each spectrum to
its maximum value so that the FWHM can be easily compared.

angle as expected. While the [OIII] and [CII] spectra exhibit many
similar features, the shapes are not identical. In some cases, the [CII]
spectrum is more extended than that of [OIII] (see the solid lines
in the top panel) which can lead to a [CII] deficit for this galaxy;
however, this is not a generic feature. For example, in the second
row, the dotted line peak for [OIII] is nearly 200 km/s offset from the
[CII] peak towards negative velocity.
While galaxy orientation may explain [CII] deficits in specific

high-redshift galaxies, it cannot explain the high [OIII]/[CII] ratios
in all of the observed high-redshift systems, unless there is an obser-
vational bias that preferentially selects concentrated [OIII] emission
or spatially extended [CII] emission.

3.3 Alternative Explanations for High [OIII]/[CII] Ratios

We have discussed eight different effects that can potentially drive
high-redshift galaxies towards high [OIII]/[CII] ratios; however, there
is still physics that is not considered in our model that may play a
role in setting the [OIII]/[CII] ratios of high redshift galaxies.
At slightly lower redshifts than considered here, it has been shown

that the [CII] line is optically thick in some of the brightest sub-
millimeter galaxies (e.g. Neri et al. 2014). We can obtain a rough
estimate of [CII] by measuring the optical depth to [CII] in every
simulation cell. Following Goldsmith et al. (2012); Lagache et al.
(2018), the optical depth (𝜏) can be written as

𝜏 = 𝜏0
1 − 𝑒−𝑇∗/𝑇ex

1 +
(
𝑔𝑢
𝑔𝑙

)
𝑒−𝑇∗/𝑇ex

, (1)

where 𝑇∗ = 91.25K is the equivalent temperature of the transition,
𝑔𝑢 = 4 and 𝑔𝑙 = 2 are the statistical weights of the upper and lower

levels, 𝑇ex is the excitation temperature of the gas, and

𝜏0 = 7.49 × 10−18𝑁C+/𝛿𝑣, (2)

where 𝑁C+ is the CII column density and 𝛿𝑣 is the line width. The
line width is estimated based on the temperature of the cell and the
microturbulence of the gas such that 𝛿𝑣 =

√︃
𝑎2therm + 𝑎2turb. Here,

𝑎therm =

√︃
2𝑘𝐵𝑇
`𝑚𝑝

where 𝑇 is the temperature of the cell, 𝑘𝐵 is the
Boltzmann constant,𝑚𝑝 is the proton mass and ` is the mean weight
of 12C+. To estimate the microturbulence, we follow Larson (1981);
Franeck et al. (2018) and set 𝑎turb = 1.1 × (𝑙/pc)0.38, where 𝑙 is the
physical length of a cell in the simulation. Based on our CLOUDY
models, the fraction of C that is in the form of C+ is well described
as a function of temperature such that

𝑓C+ =
1

1 + 𝑒−(147.27−35.69 log10 (𝑇 /𝐾 )) . (3)

𝑁C+ can then be calculated for every cell knowing the density, metal-
licity, 𝑓C+ and cell size.We canmeasure the excitation temperature in
each cell using the collisional deexcitation rate coefficients for neutral
hydrogen and electrons as given in Goldsmith et al. (2012) and as-
suming a CMB background at 𝑧 = 6. To calculate the true extinction,
onemust then ray trace through the simulation accounting also for the
bulk velocities of every gas cell. Rather, to obtain a simple estimate
for the effect of self-absorption, we assume that the emission can only
be absorbed locally and that nearby cells exhibit similar 𝜏. Under this
simple approximation, for the most massive galaxy at 𝑧 = 6, we find
that 𝐿 [CII] is reduced from 5.24 × 1041ergs/s to 2.62 × 1041ergs/s,
which is equal to a 50% decrease in total luminosity. We have com-
pleted this exercise for the next two most massive galaxies at 𝑧 = 6
and find similar reduction factors. Hence self-absorption can indeed
be important for the most massive objects in the epoch of reion-
ization; however, it is unlikely to be fully responsible for the high
[OIII]/[CII] ratios seen, especially in the lower mass objects that are
less metal enriched and when turbulence is high compared to the
thermal velocity.
Another physical effect not considered here is different rates of

depletion of C and O onto dust. While C and O are not expected
to be heavily depleted like some other elements (e.g. Fe, Jenkins
2009), if for example C is more depleted than O, we would expect
that the [OIII]/[CII] ratio would be enhanced. Because our simulated
galaxies have low metallicity, we expect the effect of depletion of
metals onto dust to be small.
We have hinted earlier that we also cannot rule out observational

bias and the preferential selection of galaxies at high-redshift that
either exhibit [CII] deficits or enhanced [OIII] emission. While ob-
servational bias does not explain why some high-redshift galaxies
exhibit exceptionally high [OIII]/[CII] ratios, it may help explain
why all of the nine observed high-redshift galaxies with both [OIII]
and [CII] detections fall high compared to the local relation. Galaxies
are often selected by means of UV dropout. Since UV photons are
primarily emitted by young stars, at fixed halo mass, a galaxy is more
likely than not to be observed during a burst of star formation. Since
both ionising photons from young stars and SN feedback enhance
[OIII] emission, we might expect that UV selection biases galaxies
towards having high [OIII]/[CII]. Furthermore, galaxies that aremore
disrupted by feedback are likely to have less dust attenuation which
favours brighter magnitudes at fixed SFR. This in turn suggests that
galaxies not selected in the UV may not exhibit [CII] deficits. While
the sample is still small, we point out that two galaxies at 𝑧 > 6 that
were selected based on blue, rest-frame optical colours for ALMA
follow-up are more consistent with, or perhaps even above the local
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Figure 18. 2D histograms of [CII] versus [OIII] coloured by the mean values of 𝑓esc (left), 90th percentile ionisation parameter (centre), and 90th percentile ISM
density (right) for galaxies in SPHINX20 at 6 ≤ 𝑧 ≤ 10. The underlaid colour map shows the results from the fitted generalised linear model for each parameter.
We have shown the results for the model that assumes the core collapse SN abundances with the metallicity scaled by a factor of 5.72 as this best reproduces the
high-redshift [CII]-SFR and [OIII]-SFR relations. For comparison, we show nine 𝑧 > 6 galaxies from Carniani et al. (2020).

[CII]-SFR relation (Smit et al. 2018). We do note that these galaxies
may host AGN which have not been explicitly modelled in our work.
Finally, our models only consider stars as the sources of ionising

radiation; however, if there are a substantial number of accreting black
holes, either low-mass or obscured, they may evade observational
detection while providing additional photons and feedback needed
to increase [OIII]. Follow-up observations of additional lines, such
as [NV] may help constrain this scenario.

4 DISCUSSION

4.1 Predicting Galaxy Properties with [OIII] and [CII]

As was shown in Section 3, the [OIII]/[CII] ratio is sensitive to
many galaxy properties including the LyC escape fraction, ionisation
parameter, ISM density, SFR, etc. [CII] and [OIII] are already used
as SFR indicators (e.g. De Looze et al. 2014) whereas Katz et al.
(2020b) showed that the combination of [OIII] and [CII] could be
used to identify LyC leakers. Here, we aim to constrain the individual
properties of high-redshift galaxies using the correlations found in
SPHINX20.
In Figure 18, we show 2D histograms of [CII] versus [OIII] where

we have coloured each individual pixel by the mean value of 𝑓esc
(left), 90th percentile HII region ionisation parameter (centre), and
90th percentileHII region density (right) for simulated galaxies at 6 ≤
𝑧 ≤ 10. The trends that were discussed in Section 3 are immediately
visible. For example, the bias towards higher 𝑓esc and 𝑞 at high
[OIII] for fixed [CII]. We show the model for the core collapse SN
abundances with the 5.72 times enhanced metallicity as this is the
model that best reproduces the [CII]-SFR and [OIII]-SFR relations
at high redshift. We have fit relations between each parameter and
[CII] and [OIII] using a generalised linear model such that:

log10 ( 𝑓esc) =Min[Max[ − 0.91 + 0.95 log10
(
𝐿 [OIII]
𝐿�

)
− 1.11 log10

(
𝐿 [CII]
𝐿�

)
,−10], 0],

(4)

log10

(
𝑞

cm s−1

)
=Min[Max[8.66 + 0.27 log10

(
𝐿 [OIII]
𝐿�

)
− 0.29 log10

(
𝐿 [CII]
𝐿�

)
, 7.5], 9.5],

(5)

and

log10

(
𝑛H
cm−3

)
=Min[Max[1.63 − 0.18 log10

(
𝐿 [OIII]
𝐿�

)
+ 0.21 log10

(
𝐿 [CII]
𝐿�

)
, 0], 4] .

(6)

We have defined these relations over fixed intervals for each pa-
rameter by the Min and Max functions in each equation. We have
underlaid each of these relations in Figure 18 where one can see that
the generalised linear models provide an adequate representation of
the simulated galaxies.
Also shown in Figure 18 are nine 𝑧 > 6 galaxies with [CII] and

[OIII] detections from Carniani et al. (2020). Six of the nine galaxies
have [CII] and [OIII] luminosities that fall either outside or very
close to the end of the regions of the [CII]-[OIII] plane probed
by SPHINX20, while three galaxies, including MACS1149-JD1, the
highest redshift galaxy in the sample, fall well within range of the
simulation.
In Table 1, we list the values of 𝑓esc, 𝑞, and 𝑛H for each of the

nine observed high-redshift galaxies as predicted by our model. In-
terestingly, these galaxies all have 𝑓esc . 5%, which is below the
luminosity weighted values at all redshifts in SPHINX20 and more
consistent with the globally averaged value of 𝑓esc (Rosdahl et al in
prep.). Such values are typical of more massive galaxies at 𝑧 > 6 in
our simulations. These nine galaxies all have 90th percentile ionisa-
tion parameters with log10 (𝑞/cm s−1) > 8.5 and 90th percentile HII
region densities of log10 (𝑛H/cm−3) > 1.5. The LyC escape frac-
tions scatter below that expected from the relation in Figure 9 due
to the mass dependence of this quantity. The relations presented in
Section 3 are weighted by number of galaxies rather than luminosity
and are thus dominated by lower mass systems compared to what has
been observed.
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Table 1. Estimated ISM and HII region properties for nine 𝑧 > 6 galaxies. Redshifts, [CII], and [OIII] luminosities are the surface brightness dimming corrected
values from Carniani et al. (2020) while 𝑓esc, ionisation parameter and density and predicted from our models. Ionisation parameter and density are estimated
for HII regions.

Galaxy Redshift 𝐿[CII]/108𝐿� 𝐿[OIII]/108𝐿� 𝑓esc log10 (�̄�/cm s−1) log10
(

𝑛H
cm−3

)
MACS1149 − JD1 9.11 0.21 ± 0.05 0.88 ± 0.19 0.036 ± 0.016 8.69 ± 0.04 1.69 ± 0.03
A2744 − YD4 8.38 0.28 ± 0.09 0.88 ± 0.21 0.029 ± 0.035 8.66 ± 0.06 1.71 ± 0.04
MACS0416 − Y1 8.31 1.73 ± 0.25 14.0 ± 4.0 0.046 ± 0.015 8.75 ± 0.04 1.66 ± 0.03
SXDF − NB1006 − 2 7.21 3.0 ± 0.7 13.1 ± 2.9 0.024 ± 0.014 8.67 ± 0.04 1.72 ± 0.03
B14 − 65666 7.16 13.9 ± 1.8 39.0 ± 5.0 0.012 ± 0.002 8.61 ± 0.02 1.77 ± 0.02
BDF − 3299 7.11 1.16 ± 0.16 2.13 ± 0.24 0.012 ± 0.002 8.58 ± 0.02 1.77 ± 0.02
J0217 − 0208 6.2 15.6 ± 2.2 89.3 ± 2.1 0.023 ± 0.004 8.69 ± 0.02 1.71 ± 0.01
J0235 − 0532 6.09 5.1 ± 0.8 39.9 ± 3.1 0.038 ± 0.008 8.74 ± 0.02 1.67 ± 0.02
J1211 − 0118 6.03 15.1 ± 1.1 51.0 ± 7.0 0.014 ± 0.002 8.63 ± 0.02 1.75 ± 0.01

Compared to lower redshift galaxies, we find that our estimates
for the ionisation parameters of the observed high-redshift galaxies
tend to be more typical of 𝑧 ∼ 2 − 3 Ly𝛼 emitting galaxies rather
than local galaxies from SDSS (see Table 3 of Sanders et al. 2015
and Figure 13). We emphasise that our values of 𝑞 and 𝑛H may not
be directly comparable to those constrained by observations because
of the different methods of measuring ionisation parameter. Our
values represent the mass-weighted values of 𝑞 and 𝑛H in HII regions
regions which is represented by gas with 𝑛H > 1cm−3, 𝑇 < 105.5K
and 𝑥HII > 50%.
We highlight that estimates of gas density in these high-redshift

galaxies are not always consistent between different methods in the
literature. For example for MACS1149_JD1, Yang & Lidz (2020)
find an upper limit gas density of log10 (𝑛H/cm3) = 2.4 − 2.8 or
1.6−2.0 depending on how scatter between HII regions is accounted
for, whereas Vallini et al. (2021) estimate a value of 0.88+0.55−0.19. We
find a 90th percentile HII region density of 1.69 for the same galaxy.
These density estimates are not all measuring the exact same quantity.
The Vallini et al. (2021) values represent the average over the [OIII]
and [CII] emitting regions while the Yang & Lidz (2020) values
represent the upper limits in HII regions. Our 90th percentile values
are perhaps more comparable to the upper limits quoted in Yang
& Lidz (2020). Consistent with Vallini et al. (2021), we find that
including both HII regions and PDRs in the calculation increases the
density estimate.

4.2 The Case for [OI] Observations

Much of the complexity in interpreting ISM properties in real high-
redshift galaxies using [OIII] and [CII] is that without knowing the
star formation history and metallicity of the system, the different
timescales for O and C enrichment can impact the determination of
galaxy properties. Values of 𝑓esc, 𝑞, and 𝜌 are all sensitive to the C/O
abundance ratio assumed. One potential way to circumvent this issue
is to focus on line ratios that are not as impacted by the exact metal
abundance ratios.
The [OI] 63`m line has many similar properties to [CII] in that it

is predominantly emitted by neutral gas since the ionisation energy
of OI is 13.6eV (nearly exactly that of HI). [OI] has a very high
critical density (∼ 5 × 105cm−3) and is known to strongly correlate
with star formation in the local Universe (De Looze et al. 2014).
Numerical simulations predict that [OI] can outshine [CII] at high
redshift (e.g. Olsen et al. 2017; Katz et al. 2019b) and an [OI]/[CII]
ratio > 1 was recently detected with ALMA at 𝑧 > 6 (Rybak et al.
2020). [OI] is however impacted by self-absorption (Kraemer et al.
1996; Goldsmith 2019). The primary benefit of observing [OI] is that
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Figure 19. 2D histogram of [OI] versus [OIII] coloured by the mean value
of 𝑓esc for galaxies in SPHINX20 at 6 ≤ 𝑧 ≤ 10. The underlaid colour map
shows results from the fitted generalised linear model. We have shown the
results for the model that assumes core collapse SN abundances with the
metallicity scaled by a factor of 5.72.

the comparison with [OIII] should not be as impacted by different
enrichment channels.
In Figure 19we showa 2Dhistogramof [OI] versus [OIII] coloured

by the mean value of 𝑓esc for galaxies in SPHINX20 at 6 ≤ 𝑧 ≤ 10.
Similar to [CII], galaxies with higher [OIII] at fixed [OI] exhibit
higher escape fractions due to the fact that [OI] originates in pre-
dominantly neutral gas whereas [OIII] is emitted by ionised gas.
The relation between [OIII], [OI], and 𝑓esc is well defined by the
generalised linear model:

log10 ( 𝑓esc) =Min[Max[0.50 + 1.01 log10
(
𝐿 [OIII]
𝐿�

)
− 1.16 log10

(
𝐿 [OI]
𝐿�

)
,−10], 0] .

(7)

The coefficients in this equation are nearly identical to the relation
between [OIII], [CII], and 𝑓esc, while the intercept has increased
due to the fact that [OI] is brighter. Given the utility of [OI] as a
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supplement or replacement for [CII], we argue that more observation
time should be used to constrain [OI] emission from 𝑧 > 6 galaxies.

4.3 Caveats

As with all numerical simulations, there are numerous caveats we
must be aware of when interpreting our results. We have modelled
the emission lines in post-processing with CLOUDY and our method
for setting up the models can introduce systematic uncertainties (see
e.g. Olsen et al. 2018). For example, we have assumed a gas slab be-
ing irradiated from one direction whereas one could assume a shell
instead. Simulation cells that host star particles are more likely to
act like shells whereas gas cells without stars are more similar to
slabs. Furthermore, we employ a constant temperature assumption
to account for shocks and SN feedback that are present in the sim-
ulation rather than allow CLOUDY to compute the photoionisation-
equilibrium temperature of the gas. Such an assumption can lead to
different line luminosities as Lupi et al. (2020) showed that a variable
temperature CLOUDY model can increase the [OIII]/[CII] ratio by a
factor of two. One could also choose a different shape for the in-
put SED than used in this work which can impact both the ionisation
states of individuals as well as the electron density. Rather thanmodel
a different SED for each gas cell, we have fixed the shape of the SED
to be consistent with the Milky Way ISM and have normalised the
photon count in each photon energy bin to match the simulation to
conserve energy. The choice of SED within the cosmological simu-
lation itself is also uncertain and it is well established that depending
on the choice, the number of ionising photons as well as the escape
fraction can change significantly (e.g. Ma et al. 2016; Rosdahl et al.
2018). During post-processing, we also modelled the sub-ionising
bands in the optically thin limit when in reality, molecules like H2
or dust particles can absorb such photons and perhaps change the
C+ content of the galaxy. Finally, additional physics such as cosmic
rays, magnetic fields, and subgrid turbulence are not included in the
calculation, all of which can impact the emergent luminosities.
Our simulations are limited by both spatial and mass resolution

which prevents us from modelling the detailed physics of the ISM on
scales that we do not resolve. While our resolution is state-of-the-art
in the context of full-box radiation hydrodynamics simulations, we
do not resolve the formation of individual stars and their individual
HII regions/PDRs where [OIII] and [CII] are emitted. Rather, we
represent stellar clusters and therefore the structure of the ISM in
the simulation may be different than in high-redshift galaxies. Fur-
thermore, because we use a quasi-Lagrangian scheme for refining
the AMR grid, most of our resolution tends to be concentrated on
regions of high density. The origin of large [CII] haloes at high red-
shift is currently unknown and one suggestion is that there are small
clumps of gas or small satellite galaxies in the outer regions of the
haloes that emit [CII] (e.g. Fujimoto et al. 2019). Simulations that
add additional resolution to the CGM (e.g. Hummels et al. 2019;
van de Voort et al. 2019) tend to resolve significantly more of these
clumps.
Finally, we have assumed specific subgrid models for star for-

mation and stellar feedback, all of which impact the stellar mass,
metal enrichment, and ionising photon production. As we have ar-
gued, a more top-heavy stellar IMF which leads to enhanced SN
feedback, ionising photon production, and metal enrichment may go
a long way to reconciling the high-redshift [CII]-SFR, [OIII]-SFR,
and [OIII]/[CII]-SFR relations. Future simulations will be needed to
study these effects.

5 CONCLUSIONS

In this work, we have studied the possible origins of high [OIII]/[CII]
ratios observed in 𝑧 > 6 galaxies. We have used a new, state-of-the-
art, full-box, cosmological radiation hydrodynamics simulation –
SPHINX20 – tomodel [CII] and [OIII] for more than 20,000 simulated
star-forming galaxies at 𝑧 > 6, allowing us to disentangle the physics
that drives high [OIII]/[CII] ratios. Our main conclusions can be
summarised as follows:

• Wecan only reproduce the observed [CII]-SFR, [OIII]-SFR, and
[OIII]/[CII]-SFR relations at 𝑧 > 6 if we assume that high-redshift
galaxies are primarily enriched by low-metallicity core collapse SN
and that the high-redshift stellar IMF is significantly more top heavy
than the Kroupa IMF. This is consistent with expectations for low-
metallicity star formation in the early Universe.

• The [CII]-SFR relation naturally converges to the observed val-
ues at 𝑧 ∼ 4.5 when Solar abundance ratios with a standard IMF
are assumed, indicating that both the stellar IMF and enrichment
channels evolve significantly as redshift decreases.

• While the reducedC/O ratios at 𝑧 > 6may be the primary reason
why high-redshift galaxies exhibit high [OIII]/[CII] ratios, increased
ionisation parameters, increased ISM density, increased LyC escape
fractions, and to a small extent CMBattenuation also contribute to the
high [OIII]/[CII] ratios. In contrast, lower gas metallicities, extended
[CII] emission, and inclination effects are unlikely to explain the
behaviour for all of the nine high-redshift galaxies with observations
of both [CII] and [OIII].

• [OIII] emitting regions have significantly lower ISM densities
than regions that emit [CII] and thus 1D models that consider a fixed
gas density must be treated with caution when being used to study
the ISM of the early Universe.

• [OIII] and [CII] can be used to constrain ISM properties and
LyC escape fractions of high-redshift galaxies. We find that typical
escape fractions of the observed systems are ∼ 1% − 4% while gas
densities in the [OIII] and [CII] emitting regions can reach as high
as > 1000cm−3.

• [OI] can be used as both an alternative and supplement to [CII]
observations in the high-redshift Universe because not only is it
predicted to be brighter than [CII], it also originates from similar
regions of the ISM meaning that it can be used to constrain similar
galaxy characteristics as [CII]. We argue that more observation time
should be spent on [OI] observations of 𝑧 > 6 galaxies.

Our model for predicting emission lines from simulations is ap-
plicable to numerous other lines across the wavelength spectrum.
In future work we aim to compare how the methods for predicting
galaxy properties such as metallicity, ionisation parameter, and gas
density from strong-line diagnostics translate to the early Universe.
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