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1. Introduction.

Let (G,G′) be an irreducible reductive dual pair with G compact. Thus there is a
division algebra D = R,C or H with an involution D 3 a → a ∈ D over R, a finite
dimensional left D-vector space V, with a positive definite hermitian form (·, ·), a finite
dimensional left D-vector space V′ with a positive definite skew-hermitian form (·, ·)′ so
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that G is the isometry group of (·, ·) and G′ is the isometry group of (·, ·)′. These groups
act on W = HomD(V,V′) via post-multiplication and pre-multiplication by the inverse.
We set d = dimD V and d′ = dimD V′.

There is a map

HomD(V,V′) 3 w → w∗ ∈ HomD(V′,V)

defined by

(wv, v′)′ = (v, w∗v′) (v ∈ V , v′ ∈ V′) ,

a non-degenerate symplectic form 〈·, ·〉 on the real vector space W

〈w′, w〉 = trD/R(w∗w′) (w,w′ ∈W) ,

preserved by the actions of G and G′. Here trD/R denotes the trace of an endomorphism
considered over R. Moreover, we have the unnormalized moment maps

τ : W 3 w → w∗w ∈ g , τ ′ : W 3 w → ww∗ ∈ g′ . (1)

These maps are GG′-equivariant in the sense that

τ(gg′(w)) = gτ(w)g−1 , τ ′(gg′(w)) = g′τ ′(w)g′−1 (g ∈ G , g′ ∈ G′ , w ∈W) .

In particular the fiber τ−1(0) ⊆ W is a union of GG′-orbits, which are well known and
easy to describe. We collect the relevant facts in the two lemmas below. Since we could
not find a reference, their proofs are provided in Appendices A.1 and A.2.

Lemma 1. Let m be the minimum of dimD V and the Witt index of the form (·, ·)′. Then

τ−1(0) = Om ∪ Om−1 ∪ · · · ∪ O0 , (2)

where:

• Ok ⊆ Hom(V,V′) is the subset of elements with isotropic range and rank k ,

• Ok ∪ Ok−1 ∪ · · · ∪ O0 is the closure of Ok for 0 ≤ k ≤ m,

• dimOk = dimR(D) · ((d′ − k)k + (d− k)d) + dimRHk(D) (3)

and

dimRHk(D) = dimR(D) · k(k − 1)

2
+ k

is the dimension, over R, of the space Hk(D) of hermitian matrices of size k with entries
in D.

Set O′k = τ ′(Ok). Then

τ ′τ−1(0) = O′m ∪ O′m−1 ∪ · · · ∪ O′0
where:

• O′k ∪ O′k−1 ∪ · · · ∪ O′0 is the closure of O′k for 0 ≤ k ≤ m ,

• dimO′k = d′k dimR(D)− 2 dimR SHk(D) , (4)
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and

2 dimR SHk(D) =

 k(k − 1) if D = R,
2k2 if D = C,
2k(2k + 1) if D = H

(5)

is twice the dimension, over R, of the space SHk(D) of skew-hermitian matrices of size k
with entries in D.

For an open set U in a finite dimensional real vector space and t > 0 such that tU ⊆ U ,
let M∗

t : D(U) → D(U) denote the pullback of distributions defined by the submersion
Mt : U 3 v → tv ∈ U , [Hör83, Example 6.1.4]. In particular a distribution u ∈ D(U) is
homogenous degree a ∈ C if M∗

t u = tau.

Lemma 2. For each k = 0, 1, 2, . . . ,m, the orbital integral µOk is a GG′-invariant distri-
bution on W, homogeneous of degree deg µOk = dimO′k − dim W.

Recall the embedding of the metaplectic group S̃p(W) into the space of the tempered
distributions S∗(W),

T : S̃p(W)→ S∗(W) ,

[AP14, Definition 4.23] and the corresponding Weil representation [AP14, Theorem 4.27].

Let G̃ be the preimage of G in S̃p(W). The main goal of this article is to prove the
following theorem and its corollary.

Theorem 3. Let ΘΠ be the character be an irreducible representation Π of G̃ that occurs

in the restriction of the Weil representation to G̃. Then, in the topology of S∗(W),

tdeg µOmM∗
t−1T (Θ̌Π) −→

t→0+
CµOm ,

where C 6= 0,

T (Θ̌Π) =

∫
G

ΘΠ(g̃−1)T (g̃) dg ,

dg is a Haar measure on the group G and the product ΘΠ(g̃−1)T (g̃) does not depend on

the element g̃ in the preimage of g in G̃.

Remark 1. If Π is an irreducible admissible representation of a real reductive group G with
Gelfand-Kirillov dimension κ, then [BV80] shows that there is a function uκ, homogenous
of degree −κ and defined on the set grs of regular semisimple elements of the Lie algebra
of G, such that

limt→0+ t
κΘΠ(exp(tx)) = uκ(x) (x ∈ grs) . (6)

The function uκ extends to a tempered distribution on g. Its Fourier transform is a sum
of nilpotent orbital integrals over nilpotent orbits of the same dimension 2κ. However,
the Fourier transform of the left-hand side of (6) might even not be well defined. On the
other hand, Theorem 3 shows that for G compact, T (Θ̌Π) admits an asymptotic limit, and
the limit is a nilpotent orbital integral on W.
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The limit in Theorem 3 was previously computed in [Prz93, Theorem 6.12], even for
dual pairs with a noncompact G, but only on an open dense subset of W. The explicit
formula for the intertwining distribution from [MPP21] – see also section 5 – allows us to
compute the limit on the entire space W.

As a corollary of Theorem 3, we obtain an elementary computation of WF (Π′), the
wave front of the character ΘΠ′ at the identity.

Corollary 4. For any representation Π ⊗ Π′ that occurs in the restriction of the Weil

representation to the dual pair (G̃, G̃′),

WF (Π′) = τ ′(τ−1(0)) = Om .

In [Prz93], the wave front set was determined using a computation of the Gelfand-
Kirillov dimension and Vogan’s results in [Vog78]. For completeness, one should also recall
that this dimension was independently computed in [Prz93], [NOT+01] and [EW04]. In
this paper, we do not use the notion of Gelfand-Kirillov dimension.

The proofs of Theorem 3 and Corollary 4 are given in sections 5 and 6, respectively.

2. A slice through a nilpotent element in the symplectic space.

We will need the realization of the dual pair (G,G′) as a supergroup (S, s), [Prz06]. We
present it in terms of matrices.

Consider V0 = Dd as a left vector space over D via

av := va (v ∈ V0, a ∈ D) .

The space EndD(V0) may be identified with the space of square matrices Md(D) acting
on Dd via left multiplication. Let

(v, v′) = vtv′ (v, v′ ∈ Dd ).

This is a positive definite hermitian form on Dd. The isometry group of this form is

G = {g ∈Md(D); gtg = Id} .

Similarly, V1 = Dd′ is a left vector space over D and

G′ = {g ∈Md′(D); gtFg = F} ,

for a suitable F = −F t ∈ GLd′(D). This is the isometry group of the form

(v, v′)′ = vtFv′ (v, v′ ∈ Dd′) .

Set

W = HomD(V0,V1) = Md′,d(D) ,

with symplectic form

〈w′, w〉 = trD/R(w∗w′) (w,w′ ∈Md′,d(D)) , (7)
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where w∗ = wtF . Let

s0 = g× g′ diagonally embedded in Md+d′(D) ,

s1 =
{(

0 w∗

w 0

)
∈Md+d′(D);w ∈W

}
, (8)

S = G×G′ diagonally embedded as a subgroup of GLd+d′(D) .

Then (S, s) is a real Lie supergroup, i.e. a real Lie group S together with a real Lie
superalgebra s = s0 ⊕ s1, whose even component s0 is the Lie algebra of S. We denote
by [·, ·] the Lie superbracket on s. It agrees with the Lie bracket on s0 and with the
anticommutator {x, y} = xy + yx on s1. Given x ∈ s1, its anticommutant in s1 is

xs1 = {z ∈ s1 : [x, z] = 0} .
The group S acts on s by conjugation. We shall employ the notation

s.x = Ad(s)x = sxs−1 (s ∈ S , x ∈ s) , (9)

x(w) = ad(x)(w) = xw − wx (x ∈ s0 , w ∈ s1) . (10)

We will employ the notation

W = Md′,d(D) ∈ w −→ xw =

(
0 w∗

w 0

)
∈ s1 (11)

for the natural vector space isomorphism between W and s1, and

W = Md′,d(D) ∈ wx ←− x ∈ s1 (12)

for its inverse. Under this isomorphism, the adjoint action of g ∈ G ⊆ S on s1 becomes the
action on W by right multiplication by g−1. Similarly, the adjoint action of g′ ∈ G′ ⊆ S
on s1 becomes the action on W by left multiplication by g′. Explicitly,

g.xw = xwg−1 (g ∈ G, w ∈W) , (13)

g′.xw = xg′w (g′ ∈ G′, w ∈W) . (14)

For an endomorphism f ∈ End(W), we denote by the same symbol the corresponding
endomorphism of s1, given by

f(xw) = xf(w) (w ∈W) . (15)

Notice that two elements w,w′ ∈Md′,d(D), viewed as members of s1, anticommute if and
only if

ww′∗ + w′w∗ = 0 and w∗w′ + w′∗w = 0 . (16)

Remark 2. The unified realization of the dual pair and the symplectic space in the Lie
supergroup (S, s1) is convenient in many computations. Distinguishing between the sym-
plectic space W and its isomorphic space vector space s1 makes the matrix algebra more
transparent. Still, most of the representation-theoretic applications of Howe duality prefer
focusing on the symplectic space W rather than on s1. So, later in the paper, when work-
ing on orbital integrals in section 3, we will choose to come back to the symplectic picture,
which in practice corresponds to identifying W and s1 under the isomorphism (11). With
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this identification, we will for instance write g.w, g′.w or s.w instead of g.xw, g′.xw or
s.xw, as we did in (13) and (14). Correspondingly, the S-orbit S.xw of xw ∈ s1 will be
written S.w, called the S-orbit of w ∈W and denoted O(w). This identification will allow
us to refer to the existing literature on the subjet without any serious change of notation.

We denote by θ the automorphism of s defined in [Prz06, sec. 2.1]. Its restriction to
s0 is a Cartan involution and the restriction of −θ to s1 is a positive definite compatible
complex structure. Using (11), we can think of θ and 〈·, ·〉 as maps either on s1 or
W. The bilinear form B(·, ·) = −〈θ·, ·〉 is symmetric and positive definite. Moreover,
−θ(w) = F−1w so that

B(w′, w) = trD/R(wtw′) . (17)

We can now get into the topic of this section. Fix an elementN ∈ s1. ThenN+[s0, N ] ⊆
s1 may be thought of as the tangent space at N to the S-orbit in s1 through N . Denote
by [s0, N ]⊥B ⊆ s1 the B-orthogonal complement of [s0, N ]. Since the form B is positive
definite, we have a direct sum orthogonal decomposition

s1 = [s0, N ]⊕ [s0, N ]⊥B . (18)

Consider the map

σ : S×
(
N + [s0, N ]⊥B

)
3 (s, u)→ s.u ∈ s1 . (19)

The derivative of the map σ at (s, u) coincides with the following linear map:

s0 ⊕ [s0, N ]⊥B 3 (X, Y )→ [X, s.u] + s.Y ∈ s1 .

Therefore the range of the derivative of σ at (s, u) is equal to

[s0, s.u] + s.[s0, N ]⊥B = s.
(
[s0, u] + [s0, N ]⊥B

)
. (20)

Let

U = {u ∈ N + [s0, N ]⊥B ; [s0, u] + [s0, N ]⊥B = s1} . (21)

Then U is the maximal open neighborhood of N in N + [s0, N ]⊥B such that the map

σ : S× U 3 (s, u)→ s.u ∈ s1 (22)

is a submersion. Therefore σ(S× U) ⊆ s1 is an open S-invariant subset and

σ : S× U 3 (s, u)→ s.u ∈ σ(S× U) (23)

is a surjective submersion. The title of this section refers to the set U and a nilpotent
element N ∈ s1.

Lemma 5. Keep the notation of Lemma 1, and let N ∈ s1 such that wN ∈ Ok. Then the
map

N + [s0, N ]⊥B 3 u→ u2 ∈ s0 (24)

is proper (i.e. the preimage of a compact set is compact).
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Proof. We can choose the matrix F as follows:

F =

 0 0 Ik
0 F ′ 0
−Ik 0 0

 (25)

with 0 ≤ k ≤ m, where m is the minimum of d and the Witt index of the form (·, ·)′,
as in Lemma 1, and F ′ is a suitable element in GLd′−2k(D) satisfying F ′ = −F ′t. Then,
with the block decomposition of an element Md′,d(D) = Md′,k(D) ⊕Md′,d−k(D) dictated
by (25),  w1 w4

w2 w5

w3 w6

∗ =

(
−wt3 wt2F

′ wt1
−wt6 wt5F

′ wt4

)
.

By the assumptions, we may choose N =

(
0 w∗N
wN 0

)
where

wN =

 Ik 0
0 0
0 0

 . (26)

Notice that

[s0, N ]⊥B = θ
(
[s0, N ]⊥

)
= θ

(
Ns1

)
= θNs1 ,

where “ ⊥ ” is the orthogonal complement with respect to the symplectic form and the
second equality is taken from [Prz06, Lemma 3.1]. Since,

wθN = −F−1wN =

 0 0
0 0
−Ik 0


a straightforward computation using (16) shows that [s0, N ]⊥B =

{
x ∈ s1;wx ∈W[s0,N ]⊥B

}
,

where

W[s0,N ]⊥B =

w =

 0 0
0 w5

w3 w6

 ∈W; w3 = −wt3

 . (27)

Let x = xw with w as in (27). Then the image of N + x under the map (24) consists of
pairs of matrices Ik 0

0 w5

w3 w6

 Ik 0
0 w5

w3 w6

∗ =

 w3 0 Ik
−w5w

t
6 w5w

t
5F
′ 0

−w3w
t
3 − w6w

t
6 w6w

t
5F
′ w3

 ∈ g′ (28)

and  Ik 0
0 w5

w3 w6

∗ Ik 0
0 w5

w3 w6

 =

(
2w3 w6

−wt6 wt5F
′w5

)
∈ g . (29)
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If the set of these pairs varies through a compact set, so do the w3, w6 and w5w
t
5F
′. Hence

the claim follows. �

The maps τ , τ ′ from (1) can be considered as maps τ : s1 → g and τ ′ : s1 → g′ by
setting

τ(xw) = τ(w) = w∗w and τ ′(xw) = τ ′(w) = ww∗ (w ∈W) ,

or equivalently,

τ(x) = x2|V0
and τ ′(x) = x2|V1

(x ∈ s1) ,

where |V0
and |V1

respectively indicate the selection of the upper diagonal block of size d
or the lower diagonal block of size d′.

Corollary 6. If k = m, then the restriction τ |N+[s0,N ]⊥B of τ : s1 → g to N + [s0, N ]⊥B is
proper.

Proof. This follows from the formula (29). Indeed, it is enough to see that the map

w5 → wt5F
′w5

is proper. The variable w5 does not exist unless D = C and d > m. This means that m
is the Witt index of the form (·, ·)′. Hence iF ′ is a definite hermitian matrix. Therefore
the above map is proper. �

Corollary 7. Suppose k = m. If E ⊆ s1 is a subset such that τ(E) ⊆ g is bounded, then

E ∩
(
N + [s0, N ]⊥B

)
is bounded.

Proof. This is immediate from Corollary 6. �

3. Limits of orbital integrals.

Since we are interested in S-invariant distributions, we want to see dilations by t > 0
in s1 as transformations in the slice U modulo the action of the group S. This will be
accomplished in Lemma 8 below.

For t > 0 let

st =

 t−1Ik 0 0
0 I 0
0 0 tIk


where the blocks are as in (25). Then st ∈ G′. Define isomorphisms st, Mt, gt of
W = Md′,d(D) by

st(w) = stw (w ∈W) ,

Mt(w) = tw (w ∈W) ,

and gt = Mt ◦ st, i.e.

gt(w) = tstw (w ∈W) .
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Explicitly,

gt

 w1 w4

w2 w5

w3 w6

 =

 w1 w4

tw2 tw5

t2w3 t2w6

 . (30)

We denote by the same symbols the corresponding linear isomorphisms of s1, as in (15).
In particular,

gt(x) = tst.x (x ∈ s1) .

Lemma 8. The linear map gt ∈ GL(s1) preserves [s0, N ]⊥B , N + [s0, N ]⊥B and the subset
U ⊆ N + [s0, N ]⊥B from (21). In fact,

τ |U ◦ gt|U = Mt2 ◦ τ |U . (31)

Furthermore, for σ as in (22),

gt ◦ σ = σ ◦ (Ad(st)× gt|N+[s0,N ]⊥B ) , (32)

where gt|N+[s0,N ]⊥B on the right-hand side stands for the restriction of gt to N +[s0, N ]⊥B .

In particular, the subset σ(S × U) ⊆ s1 is closed under multiplication by positive reals.
Moreover, the determinant of the derivative g′t of the map gt : s1 → s1 is

det(g′t) = tdim s1 , (33)

and

det((gt|N+[s0,N ]⊥B )′) = tdim s1−dimO′k . (34)

Proof. The preservation of [s0, N ]⊥B and N + [s0, N ]⊥B follows from (30), (26) and (27).
The equality (31) follows from (30) and (29). Notice that[(

y 0
0 y′

)
, gtu

]
= gt

[(y 0
0 Ad(s−1

t )y′

)
, u
]

(y ∈ g, y′ ∈ g′, t > 0, u ∈ U) .

So

[s0, gtu] = gt[s0, u] (t > 0, u ∈ U) .

Hence

[s0, gtu] + [s0, N ]⊥B = [s0, gtu] + gt[s0, N ]⊥B = gt([s0, u] + [s0, N ]⊥B) .

This implies that the set U is also preserved.
To verify (32), we notice that for s ∈ S and u ∈ N + [s0, N ]⊥B we have

gt ◦ σ(s, u) = gt(s.u) = t(sts).u = (stss
−1
t ).(tst.u)

= σ(stss
−1
t , gtu) = σ ◦ (Ad(st)× gt|N+[s0,N ]⊥B )(s, u) .

Fix t > 0. The conjugation by st−1 preserves σ(S × U) because st−1 ∈ S. Since multi-
plication by t coincides with gt ◦ st−1 , (32) implies that σ(S × U) is preserved under the
multiplication by t.

Since g′t = (Mt ◦ st)′ = Mt ◦ st and since det st = 1, (33) is obvious.
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In order to verify (34) we proceed as follows. The derivative of the map gt|N+[s0,N ]⊥B

coincides with the following linear map 0 0
0 w5

w3 w6

→
 0 0

0 tw5

t2w3 t2w6

 .

By (27), the determinant of this map is equal to

t2 dimR SHk(D)td
′(d−k) dimR D .

Since, by (4),

2 dimR SHk(D) + d′(d− k) dimR D = dim s1 − dimO′k ,
(34) follows. �

Next we consider an S-invariant distribution F on σ(S × U). The following lemma
proves that the restriction of F to U exists and that the restriction of the t-dilation of F
is equal to gt|U applied to F |U .

Lemma 9. Suppose F ∈ D′(σ(S × U))S. Then the intersection of the wave front set
of F with the conormal bundle to U is zero, so that the restriction F |U is well defined.
Furthermore, σ∗F = µS ⊗ F |U , where µS is a Haar measure on S. Moreover, for t > 0,

M∗
t F = g∗tF , (35)

and
(M∗

t F )|U = (gt|U)∗F |U . (36)

Proof. Since s∗tF = F we see that g∗tF = M∗
t s
∗
tF = M∗

t F and (35) follows.
The wave front set of F is contained in the union of the conormal bundles to the S-

orbits through elements of s1. This is because the characteristic variety of the system of
differential equations expressing the condition that this distribution is annihilated by the
action of the Lie algebra s0 coincides with that set. The intersection of this set with the
conormal bundle to U is zero. Indeed, at each point u ∈ U , this intersection is equal to
the annihilator of both, the tangent space to U at u and the tangent space to the S-orbit
through u. Since by (22) the map σ is submersive, these tangent spaces add up to the
whole tangent space to s1 at u. Hence the annihilator is zero. Therefore F restricts to U .
The formula σ∗F = µS ⊗ F |U follows from the diagram

U −→ S× U σ−→ σ(S× U), u→ (1, u)→ u ,

which shows that the restriction to U equals the composition of σ∗ and the pullback via
the embedding of U into S× U . By combining this with (35) we deduce (36). �

Lemma 10. Suppose F, F0 ∈ D′(σ(S× U))S and a ∈ C are such that

ta(gt−1|U)∗F |U −→
t→0+

F0|U .

Then
taM∗

t−1F −→
t→0+

F0
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in D′(σ(S× U)).

Proof. Proposition B.1 shows that it suffices to see that

σ∗ (taM∗
t−1F ) −→

t→0+
σ∗F0 .

But Lemma 9 implies

σ∗ (taM∗
t−1F ) = µS ⊗ ta(gt−1|U)∗F |U and σ∗F0 = µS ⊗ F0|U .

Hence the claim follows. �

Now we are ready to compute the limit of the weighted dilatation of the unnormalized
almost semisimple orbital integral µO.

Proposition 11. Let O ⊆ σ(S×U) be an S-orbit and let µO ∈ D′(s1) be the corresponding
orbital integral. Then

lim
t→0+

tdegµOmM∗
t−1µO|σ(S×U) = µO|U(U)µOm|σ(S×U) , (37)

where µOm ∈ D′(σ(S × U)) is the orbital integral on the orbit Om = S.N normalized so
that µOm|U is the Dirac delta at N and the convergence is in D′(σ(S× U)).

Before the proof, we make two remarks. First, the scalar µO|U(U) may be thought of
as the volume of the intersection O∩U . This volume is finite because the restriction µO|U
is a distribution on U with support equal to the closure of O ∩ U , which is compact by
Corollary 7, since τ(O) is a G-orbit and therefore is bounded. Hence µO|U applies to any
smooth function on U , in particular to the indicator function IU , equal to 1 on U . Thus
µO|U(U) = µO|U(IU).

The second remark is that our normalization of µOm does not depend on the normal-
ization of µO, which is absorbed by the factor µO|U(U).

Proof. By the definition of pull-back and (34)

µO|U(ψ ◦ gt|U) = tdimO′m−dim s1(gt−1|U)∗µO|U(ψ) .

(Indeed, for a distribution equal to a function f(x) times the Lebesgue measure,

g∗t−1f(ψ) =

∫
s1

f(gt−1x)ψ(x) dx = | det(g′t)|
∫
s1

f(x)ψ(gtx) dx . (38)

Since µO|U is a limit of such functions, it has the same transformation property.) We see
from (30) that

lim
t→0

gtu = N (u ∈ U) .

Hence, for any ψ ∈ C∞c (U),

lim
t→0

µO|U(ψ ◦ gt) = µO|U(ψ(N)IU) = µO|U(IU)ψ(N) = µO|U(U)ψ(N) . (39)

Replacing O with Om in (39) we see that the restriction of µOm to U is a multiple of the
Dirac delta at N . Thus (37) follows from Lemma 10 with F0 = µOm . �
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Next, we want to compute the limit of the weighted dilations of the normalized almost
elliptic orbital integrals. We need some additional notation. Recall from [MPP20, (11)-
(15), (17)] the notion of Cartan subspace h1 ⊆ s1, its subset hreg

1
of regular elements, and

the linear spans of τ(h1) and τ ′(h1), which will be identified and both denoted by h. Let
l and l′ denote the ranks of g and g′, respectively. Then h ⊆ g is a Cartan subalgebra of
g if l ≤ l′ and h ⊆ g′ is a Cartan subalgebra of g′ otherwise. One can check that d > d′ is
equivalent to l > l′ except for (G,G′) = (O2l+1, Sp2l′) with l′ = l.

Let z ⊆ g and z′ ⊆ g′ be the centralizers of h. Suppose h is a Cartan subalgebra of g and
fix a set of positive roots of (hC, gC). Let πg/h denote the product of all positive roots and
let πg/z denote the product of all positive roots such that the corresponding root spaces
do not occur in zC. Similar notations will be used when h is a Cartan subalgebra of g′.

Corollary 12. Let l > l′. Assume (for the construction of U) that k = m. Then,

lim
t→0+

tdegµOmM∗
t−1F (y)|σ(S×U) = F (y)|U(U)µOm|σ(S×U) . (40)

Proof. The statement (40) is immediate from Proposition 11. �

As in [Har57], we identify the symmetric algebra on g with C[g], the algebra of the
polynomials on g, using the invariant symmetric bilinear form B on g.

Lemma 13. Assume that l ≤ l′. Let y ∈ h ∩ τ(W) and let Q ∈ C[h] be such that deg(Q)
is small enough so that, by [MPP20, Theorem 3.6], ∂(Q)F (y) exists. Then

tdeg µOmM∗
t−1∂(Q)F (y)|σ(S×U) −→

t→0+
CµOm (41)

in D′(σ(S × U)), where C = ∂(Q)F (y)|U(IU) is the value of the compactly supported
distribution ∂(Q)F (y)|U on U applied to the indicator function IU .

Proof. We see from Lemma 10 that it suffices to prove the lemma with (41) replaced by

tdeg µOm
(
gt−1|U

)∗
∂(Q)F (y)|U −→

t→0+
CδNm|U , (42)

Let ψ ∈ C∞c (U). Lemma 2, the argument of (38), and equality (34) show that

tdegµOm
(
gt−1|U

)∗
∂(Q)F (y)|U(ψ) = ∂(Q)F (y)|U(ψ ◦ gt) .

Since ∂(Q)F (y)|U is a compactly supported distribution on U ,

∂(Q)F (y)|U(ψ ◦ gt) −→
t→0+

∂(Q)F (y)|U(ψ(Nm)IU)

= ∂(Q)F (y)|U(IU)δNm(ψ) .

�

Next we show that the convergence of Lemma 13 happens not only in distributions
in D′(σ(S × U)) but also in S∗(W). This generalization will require Harish-Chandra’s
Regularity Theorem.
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Proposition 14. Let y ∈ h ∩ τ(W). If l ≤ l′ let Q ∈ C[h] be such that deg(Q) is small
enough so that, by [MPP20, Theorem 3.6], ∂(Q)F (y) exists. If l > l′ set ∂(Q)F (y) = F (y)
Then,

tdeg µOmM∗
t−1∂(Q)F (y) −→

t→0+
CµOm (43)

in the topology of S∗(W), where C = ∂(Q)F (y)|U(IU). Moreover, there is a seminorm q
on S(W) and N ≥ 0 such that∣∣tdeg µOmM∗

t−1∂(Q)Fφ(y)
∣∣ ≤ (1 + |y|)Nq(φ)

(0 < t ≤ 1, y ∈ h ∩ τ(W), φ ∈ S(W)) . (44)

Proof. Since the pull-back
S(g′) 3 ψ → ψ ◦ τ ′ ∈ S(W)

is well defined and continuous, we have a push-forward of tempered distributions

S∗(W) 3 u→ τ ′∗u ∈ S∗(g′) , τ ′∗u(ψ) = u(ψ ◦ τ ′) ,
see [Prz91, (6.1)]. If l > l′ then τ ′∗(F (y)) is a constant multiple of a semisimple orbital
integral supported on the G′-orbit through y in g′; see [MPP20, (39)–(40)]. As a distri-
bution, it is annihilated by the ideal in C[g′]G

′
of the polynomials vanishing on that orbit.

This is an ideal of finite codimension.
We shall prove a similar statement about τ ′∗(∂(Q)F (y)) in the case l ≤ l′. According

to [MPP20, (74) for G = O2l+1 with l ≤ l′, and (73) otherwise], we may complete h to an
elliptic Cartan subalgebra h′ = h ⊕ h′′ ⊆ g′ and there is a positive constant C such that
for ψ ∈ S(g′)

τ ′∗(∂(Q)F (y))(ψ) = ∂(Q)τ ′∗(F (y))(ψ) (45)

= C ∂(Qπ̃z′/h′)

(
πg′/h′(y + y′′)

∫
G′
ψ(g.(y + y′′)) dg

) ∣∣∣
y′′=0

,

where y′′ ∈ h′′, π̃z′/h′ = πshortz′/h′ (the product of the positive short roots) if G = O2l+1 with

l < l′, and π̃z′/h′ = πz′/h′ otherwise. Let P ∈ C[g′]G
′
. Then

∂(Qπ̃z′/h′)

(
πg′/h′(y + y′′)

∫
G′

(Pψ)(g.(y + y′′)) dg

) ∣∣∣
y′′=0

(46)

= ∂(Qπ̃z′/h′)

(
P (y + y′′)πg′/h′(y + y′′)

∫
G′
ψ(g.(y + y′′)) dg

) ∣∣∣
y′′=0

.

By commuting the operators of multiplication by a polynomial with differentiation, we
may write

∂(Qπ̃z′/h′)P (y + y′′) =
∑

|α|≤deg(Qπ̃z′/h′ )

Pα(y + y′′)∂α ,

where ∂α =
∏l′

j=1 ∂(J ′j)
αj for α = (α1, . . . , αl′). Hence, (46) is equal to∑

|α|≤deg(Qπ̃z′/h′ )

Pα(y)∂α
(
πg′/h′(y + y′′)

∫
G′
ψ(g.(y + y′′)) dg

) ∣∣∣
y′′=0

. (47)
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We see from (45)–(47) that the range of the map

C[g′]G
′ 3 P → τ ′∗(∂(Q)F (y)) · P ∈ S∗(g′) (48)

is contained in the space spanned by the distributions

∂α
(
πg′/h′(y + y′′)

∫
G′
ψ(g.(y + y′′)) dg

) ∣∣∣
y′′=0

(|α| ≤ deg(Qπ̃z′/h′)) .

In particular this range is finite dimensional. Therefore the distribution (45) is annihilated
by an ideal of finite co-dimension in C[g′]G

′
.

Hence, in any case (l > l′ or l ≤ l′), the Fourier transform

(τ ′∗(∂(Q)F (y)))
∧ ∈ S∗(g′) (49)

is annihilated by an ideal of finite co-dimension in ∂(C[g′]G
′
). Now Harish-Chandra Regu-

larity Theorem [Har65, Theorem 1, page 11] implies that the distribution (49) is a locally
integrable function whose restriction to the set of the regular semisimple elements has
a known structure. Specifically, Harish-Chandra’s formula for the radial component of
a G′-invariant differential operator with constant coefficients on g′ together with [Har64,
Lemma 19] show that the restriction

πg′/h′ (τ
′
∗(∂(Q)F (y)))

∧ |h′reg

is annihilated by an ideal of finite co-dimension in ∂(C[h′]). Hence, for any connected
component C(h′reg) ⊆ h′reg there is an exponential polynomial

∑
j pje

λj such that

(τ ′∗(∂(Q)F (y)))̂ |C(h′reg) =
1

πg′/h′

∑
j

pje
λj ; (50)

see e.g. [War72, Lemma 2, Appendix to 8.3.1]. Let

p(x) =
∑
j

pj(x)eλj(x) (x ∈ C(h′
reg

)) .

This function extends analytically beyond the connected component and for any k =
1, 2, 3, . . . we have Taylor’s formula, as in [Hör83],

p(x) =
∑
|α|<k

∂αp(0)
xα

α!
+ k

∫ 1

0

(1− s)k−1
∑
|α|=k

∂αp(sx) ds
xα

α!
. (51)

Since the distribution (49) is tempered, the real parts of the λj are non-positive on the
C(h′reg). Furthermore, the λj depend linearly on y and the pj depend polynomially on y.
Therefore a straightforward argument shows that there is N > 0 such that

|∂αp(tx)| ≤ constant · (1 + |y|)N(1 + |x|)N
∑
|α|=k

∣∣∣∣xαα!

∣∣∣∣ . (52)
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Hence (49) is a finite sum of homogeneous distributions, of possibly negative degrees,
plus the error term which is bounded by (52). Thus there is an integer a such that the
following limit exists in S∗(g′):

lim
t→0+

taM∗
t (τ ′∗(∂(Q)F (y)))

∧
. (53)

Moreover, there is a seminorm q on S(g′) and N ≥ 0 such that

|taM∗
t (τ ′∗(∂(Q)F (y)))̂ (ψ)| ≤ (1 + |y|)Nq(ψ)

(0 < t ≤ 1, y ∈ h ∩ τ(W), ψ ∈ S(g′)) . (54)

By taking the inverse Fourier transform we see that there is an integer b such that the
following limit exists in S∗(g′):

lim
t→0+

tbM∗
t−1τ ′∗(∂(Q)F (y)) . (55)

Moreover, there is a seminorm q on S(g′) and N ≥ 0 such that∣∣∣∣ lim
t→0+

tbM∗
t−1τ ′∗(∂(Q)F (y))(ψ)

∣∣∣∣ ≤ (1 + |y|)Nq(ψ)

(0 < t ≤ 1, y ∈ h ∩ τ(W), ψ ∈ S(g′)) . (56)

Notice that the following equivalent formulas hold.

(ψ ◦ τ ′)t = t2 dim g′−dim Wψt2 ◦ τ ′ (ψ ∈ S(g′)) ,

τ ′∗(M
∗
t−1u) = tdim W−2 dim g′M∗

t−2τ ′∗(u) (u ∈ S∗(W)) . (57)

The injectivity of the map τ ′∗, see Corollary [MPP20, (6)], and (57) imply that there is
an integer n such that the following limit exists in S∗(W),

lim
t→0+

tnM∗
t−1∂(Q)F (y) . (58)

Now Lemma 13 shows that n = deg µOm and the proposition follows. �

4. An integral over the slice through a nilpotent element.

4.1. Normalization of measures. Recall from section 2 the positive definite symmetric
bilinear form B(·, ·) = −〈θ·, ·〉 on s. We normalize the Lebesgue measure on s so that the
volume of unit cube, defined in terms of B(·, ·), is 1.

Let G0 ⊆ G denote the connected component of the identity. Recall that for our
compact group G, the Cayley transform c(x) = (x+1)(x−1)−1 maps g onto −G0. Notice
that G = G0 = −G0 if G = Ud or Spd. Set r = 2 dimR g

dimR V
. Then, as checked in [Prz91,

(3.11)], one may normalize the Haar measure on the group G so that

dc(x) = | detR(1− x)|−r dx (x ∈ g) .

The proof presented in [Prz91, (3.11)] is valid for G 6= O2n+1. In the case G = O2n+1

a parallel argument works too. This is different than the normalization given in [Hel84,
Theorem 1.14].
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Having normalized the measures, we may study the distributions on W, g and G as
“generalized functions”, in the sense that they are derivatives of continuous functions
multiplied by the corresponding measures, as in [Hör83, section 6.3].

4.2. Some geometry of the moment map. Fix an elementN ∈ s1 such that wN ∈ Om,
see Lemma 1. Let GN ⊆ G be the stabilizer of N and let gN ⊆ g be the Lie algebra of GN .
Then we have a direct sum decomposition, orthogonal with respect to the form B(·, ·) of
section 2,

g = gN ⊕ g⊥BN .

Recall the subspaces

[s0, N ]⊥B ⊆ s1 and W[s0,N ]⊥B ⊆W

defined in (18) and (27). Let RN ⊆ W[s0,N ]⊥B denote the radical of the restriction of

the symplectic form 〈·, ·〉 to W[s0,N ]⊥B , and let WN ⊆ W[s0,N ]⊥B denote the orthogonal

complement of RN with respect to the form B(·, ·). Then the restriction of the symplectic
form form 〈·, ·〉 to WN is non-degenerate and

W[s0,N ]⊥B = RN ⊕WN .

In the notation of the proof of Lemma 5, we have

RN =


 0 0

0 0
w3 w6

 ; w3 ∈ SHm(D) , w6 ∈Mm,d−m(D)


WN =


0 0

0 w5

0 0

 ; w5 ∈Md′−2m,d−m(D)


if d > m, and

RN =


 0

0
w3

 ; w3 ∈ SHm(D) , w6 ∈Mm,d−m(D)


WN = 0

if d ≤ m, i.e. d = m.

Lemma 15. The map

RN 3 v → τ(wN + v) ∈ g⊥BN (59)

is an R-linear bijection. The absolute value of the determinant of the matrix of this map
defined in terms of any orthonormal basis is equal to

2dimR SHm(D)+ 1
2

dimRMm,d−m(D) = 2
1
2

dimR SHm(D)2
1
2

dim g
⊥B
N . (60)
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Proof. An orthonormal basis of RN consists of the matrices

1√
2

(Ep,q − Eq,p) , 1 ≤ p < q ≤ m,

Er,s , m < r, s ≤ d ,

if D = R, and of the matrices

1√
2

(Ep,q − Eq,p) , 1 ≤ p < q ≤ m,

γEp,p , 1 ≤ p ≤ m,
γ√
2

(Ep,q + Eq,p) , 1 ≤ p < q ≤ m,

γ′Er,s , m < r, s ≤ d ,

where γ = i, γ′ = 1, i if D = C, and γ = i, j, k, γ′ = 1, i, j, k, if D = H.
An orthonormal basis of g consists of the matrices

1√
2

(Ep,q − Eq,p) , 1 ≤ p < q ≤ d ,

if D = R, and of the matrices

1√
2

(Ep,q − Eq,p) , 1 ≤ p < q ≤ d ,

γEp,p , 1 ≤ p ≤ m,
γ√
2

(Ep,q + Eq,p) , 1 ≤ p ≤ q ≤ d ,

where γ = i if D = C, and γ = i, j, k, if D = H.
As we have seen in (29), the map (59) is given by the formula

RN 3

 0 0
0 0
w3 w6

 −→ (
2w3 w6

−wt6 0

)
∈ g .

Since

gN =

{(
0 0
0 x22

)
; x22 = −x22

t ∈Md−m(D)

}
and

g⊥BN =

{(
x11 x12

−x12
t 0

)
; x11 = −x11

t ∈Mm(D) , x12 ∈Mm,d−m(D)

}
the R-linearity and bijectivity of the map (59) follows.

Also, this map sends an element of our orthonormal basis contained in the w3 block
to 2 times an element of the orthonormal basis contained in the x11 block. Furthermore,
it sends an element of our orthonormal basis contained in the w6 block to

√
2 times an
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element of the orthonormal basis contained in the

(
0 x12

−x12
t 0

)
block. Hence, (60)

follows. �

Lemma 16. Let τN : WN → gN be the unnormalized moment map. Then

τ(wN + v + w) = τ(wN + v) + τN(w) (v ∈ RN , w ∈WN) , (61)

where τ(wN + v) ∈ g⊥BN . If WN = 0, i.e. d = m, then the map (61) coincides with the
map (59).

Proof. This is immediate from the formulas (27) and (29). �

4.3. The integral as a distribution on g. Recall the character χ(t) = e2πit, t ∈ R,
and the imaginary Gaussians

χx(w) = χ(
1

4
〈xw,w〉) = χ(

1

4
trD/R(xτ(w))) (x ∈ g , w ∈W) . (62)

As usual, by (12), we can consider χx as a function on s1 by setting

χx(y) = χx(wy) (y ∈ s1) .

Fix an element c̃(0) ∈ S̃p(W). Since g is simply connected, there is a unique continuous

(in fact real analytic) lift c̃ : g → G̃ passing through c̃(0). Then c̃ : gN → G̃N . Since
G is compact, the Cayley transform c maps g onto −G0. The fixed normalization of the

measure on G is so that on c̃(g) = −̃G0 we have

dc̃(x) = dc(x) (x ∈ g) .

Lemma 17. Recall the slice U = N + [s0, N ]⊥B through N , (21). As a distribution on g,∫
U

χx(u) dx du = Cδ
g
⊥B
N

(x⊥B)
ΘWN

(c̃(0)c̃(xN))

ΘWN
(c̃(0))ΘWN

(c̃(xN))
dxN (x ∈ g) , (63)

where C = 2
3
2

dim g
⊥B
N 2−

1
2

dimR SHm(D), x = x⊥B + xN , x⊥B ∈ g⊥BN , xN ∈ gN , δ
g
⊥B
N

is Dirac

delta at 0 on g⊥BN , and ΘWN
is the character of the Weil representation of S̃p(WN) attached

to the same character χ. If WN = 0 then ΘWN
= 1.

Proof. We see from Lemma 16 that∫
U

χx(u) dx du =

∫
RN

χx⊥B (wN + v) dx⊥Bdv

∫
WN

χxN (w) dxN dw .

Lemma 15 implies that∫
RN

χx⊥B (wN + v) dx⊥B dv = 2−
1
2

dim g
⊥B
N 2−

1
2

dimR SHm(D)

∫
g
⊥B
N

χ(
1

4
trD/R(yx⊥B)) dx⊥B dy

= 2−
1
2

dim g
⊥B
N 2−

1
2

dimR SHm(D)δ
g
⊥B
N

(
1

4
x⊥B) = 2

3
2

dim g
⊥B
N 2−

1
2

dimR SHm(D)δ
g
⊥B
N

(x⊥B) .
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Furthermore, by evaluating both sides of the equation [AP14, (139)] at w = 0 we see that

ΘWN
(c̃(0))ΘWN

(c̃(xN))

∫
WN

χxN (w) dxN dw = ΘWN
(c̃(0)c̃(xN)) dxN .

(Here we are using the convention on “generalized functions” we introduced in subsection
4.1. So, with the notation of [AP14, (139)], t(c̃(x))(w) = χx(w) and [t(c̃(0))\t(c̃(xN))](w) =
[1\χxN ](w), where \ denotes the twisted convolution on WN . Since χxN is even, we con-
clude that [t(c̃(0))\t(c̃(xN))](0) = [1\χxN ](0) =

∫
WN

χxN (w) dw.) �

4.4. The integral as a distribution on −̃G0. As in [AP14, (138)], we consider the
embedding

T : S̃p(W)→ S∗(W) (64)

of the metaplectic group into the space of tempered distributions on the symplectic space.
In particular,

T (c̃(x)) = Θ(c̃(x))χx(w) dw (x ∈ g , w ∈W) , (65)

where Θ denotes the character of the Weil representation of S̃p(W) attached to the char-
acter χ.

Suppose WN 6= 0. The structure of our dual pair is such that the metaplectic covering

S̃p(W) ⊇ G̃→ G ⊆ Sp(W)

restricts to the metaplectic covering

S̃p(WN) ⊇ G̃N → GN ⊆ Sp(WN) .

Indeed, GN consists of the elements of G of the block diagonal form

(
Im 0
0 g

)
. The dual

pair (GN ,G
′
N) is of the same type as (G,G′), with G′N consisting of elements of the formIm 0 0

0 g′ 0
0 0 Im

. The dimension of the defining space V′N of G′N is d′− 2m, which has the

same parity as d′. The claim therefore follows from [MPP21, Appendix D].

In particular we have an inclusion ι : G̃N → G̃ and hence the pull-back of test functions

ι∗ : C∞c (G̃) → C∞c (G̃N) and push-forward of distribution ι∗ : C∞c (G̃N)∗ → C∞c (G̃)∗. By
restriction, we get

ι∗ : C∞c (−̃G0
N)∗ → C∞c (−̃G0)∗ . (66)

If WN = 0 and d > m (and hence the form (·, ·)′ is split), then we still have (66), where

the coverings are in S̃p(W). It follows from [AP14, Proposition 4.28] that in the above
two cases, the formula

χ+(g̃) =
Θ(g̃)

|Θ(g̃)|
(g̃ ∈ G̃) (67)

defines a group homomorphism χ+ : G̃ → C×, because there is a complete polarization
of W preserved by G. Indeed, such a polarization is W = X⊕Y, where X and Y are the
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spaces of the first m rows and of the last m rows of W, respecivement. In particular, χ+

restricts to a character of G̃N . Notice that χ+ is a character of G̃ whenever there is a
polarization is W = X⊕Y such that G preserves X and Y to fit into [AP14, Proposition
4.28]. This is always the case when the form (·, ·)′ is split.

If WN = 0 and d = m, then GN = 1. In this case we artificially enlarge GN to be the

center Z = {1,−1} of the symplectic group Sp(W). Then G̃N = Z̃ and, as checked in
[MPP21, (22)] the formula

χ+(g̃) =
Θ(g̃)

|Θ(g̃)|
(g̃ ∈ G̃N) (68)

defines a group homomorphism χ+ : G̃N → C×.

Lemma 18. Suppose d = m (stable range) or d > m and the form (·, ·)′ is split. (Equiv-

alently, WN = 0.) Then, as a distribution on −̃G0,∫
U

T (g̃)(u) dg̃ du = C2−
1
2

dim Wι∗(χ+(g̃N) dg̃N) , (69)

where C = 2
3
2

dim g
⊥B
N 2−

1
2

dimR SHm(D) and dg̃N is the Haar measure on −̃G0
N .

Proof. We compute using Lemma 17,∫
U

T (c̃(x))(u) dc̃(x) du = Θ(c̃(x))

∫
U

χx(u)| det(1− x)|−r dx du

= CΘ(c̃(xN))Cδ
g
⊥B
N

(x⊥B)| det(1− xN)|−r dxN

= Cδ
g
⊥B
N

(x⊥B)χ+(c̃(xN))|Θ(c̃(xN))|| det(1− xN)|−r dxN

= C2−
1
2

dim Wδ
g
⊥B
N

(x⊥B)χ+(c̃(xN))| det(1− xN)|
d′
2
−r dxN

= C2−
1
2

dim Wδ
g
⊥B
N

(x⊥B)χ+(c̃(xN)) dc̃(xN) ,

because (a straightforward computation shows that) d′

2
− r = 2 dimR gN

dimR VN
, where VN ⊆ V is

the defining module for GN . �

Lemma 19. Suppose d > m and the form (·, ·)′ is not split. (Equivalently, WN 6= 0.)

Then, as a distribution on −̃G0,∫
U

T (g̃)(u) dg̃ du = C2
1
2

dim W−dim WNχ+(c̃(0))−1ι∗(ΘWN
(c̃(0)g̃N) dg̃N) , (70)

where C = 2
3
2

dim g
⊥B
N 2−

1
2

dimR SHm(D) and dg̃N is the Haar measure on −̃G0
N .
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Proof. We compute using Lemma 17,∫
U

T (c̃(x))(u) dc̃(x) du = Cδ
g
⊥B
N

(x⊥B)Θ(c̃(x))
ΘWN

(c̃(0)c̃(xN))

ΘWN
(c̃(0))ΘWN

(c̃(xN))
| det(1−xN)|−r dx

= Cδ
g
⊥B
N

(x⊥B)
1

Θ(c̃(0))

Θ(c̃(0))

ΘWN
(c̃(0))

Θ(c̃(xN))

ΘWN
(c̃(xN))

ΘWN
(c̃(0)c̃(xN))| det(1− xN)|−r dx .

Notice that

gN 3 xN →
Θ(c̃(xN))

ΘWN
(c̃(xN))

∣∣∣∣ΘWN
(c̃(xN))

Θ(c̃(xN))

∣∣∣∣ =
Θ(c̃(xN))

|Θ(c̃(xN))|
|ΘWN

(c̃(xN))|
ΘWN

(c̃(xN))
∈ C× (71)

is a continuous function taking values in a finite set. The latter property is a consequence
of [AP14, Proposition 4.28]: G may be considered as a subgroup of GL(X), where X⊕Y

is the polarization of W. Then χ+(g̃) is written in terms of det
−1/2
X (g̃), which can assume

a finite set of values because the image of detX |G̃ is a compact subgroup of R×. Hence
(71) is constant, equal to its value at 0, which is 1. So

Θ(c̃(xN))

ΘWN
(c̃(xN))

=

∣∣∣∣ Θ(c̃(xN))

ΘWN
(c̃(xN))

∣∣∣∣ .
Therefore

Θ(c̃(0))

ΘWN
(c̃(0))

Θ(c̃(xN))

ΘWN
(c̃(xN))

=

∣∣∣∣ Θ(c̃(0))

ΘWN
(c̃(0))

Θ(c̃(xN))

ΘWN
(c̃(xN))

∣∣∣∣ .
The only dual pair that satisfies the assumptions of this Lemma is (G,G′) = (Ud,Um,m+(d′−2m))
with d′ − 2m > 0. In terms of matrices, as in the proof of Lemma 5,

GN = Ud−m , WN = Md′−2m,d−m .

Hence,

r =
2 dimR g

dimRCd
= d , rN =

2 dimR gN
dimRCd−m = d−m

and therefore
d′

2
− d′ − 2m

2
− r = −rN .

Thus ∣∣∣∣ Θ(c̃(xN))

ΘWN
(c̃(xN))

∣∣∣∣ | det(1− x)|−r =

∣∣∣∣ Θ(c̃(0))

ΘWN
(c̃(0))

∣∣∣∣ | det(1− x)|−rN .

Therefore∫
U

T (c̃(x))(u) dc̃(x) du = Cδ
g
⊥B
N

(x⊥B)
1

χ+(c̃(0))

1

|Θ(c̃(0))|

∣∣∣∣ Θ(c̃(0))

ΘWN
(c̃(0))

Θ(c̃(xN))

ΘWN
(c̃(xN))

∣∣∣∣
×ΘWN

(c̃(0)c̃(xN))| det(1− xN)|−r dxN

= C

∣∣∣∣ Θ(c̃(0))

ΘWN
(c̃(0))2

∣∣∣∣ δg⊥BN (x⊥B)
1

χ+(c̃(0))
ΘWN

(c̃(0)c̃(xN))| det(1− xN)|−rN dxN

and the formula follows. �
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5. Proof of the main theorem.

Here we verify Theorem 3. We begin with an intermediate statement. Recall the
connected identity component G0 ⊆ G. Retain the notation of the previous subsection.

Theorem 20. Let Π be an irreducible representation of G̃ that occurs in the restriction of

the Weil representation to G̃. Then, in the topology of S∗(W),

tdegµOmM∗
t−1T (Θ̌Π|−̃G0) −→

t→0+
KµOm , (72)

where K 6= 0.
Suppose d = m or d > m and (·, ·)′ is split. (Equivalently, suppose (G,G′) is different

from (Ud,Um,d′−m) with d′ − 2m > 0.) Then

K = C21+ 1
2

dim WχΠ⊗χ−1
+

(−1)

∫
G0
N

ΘΠ⊗χ−1
+

(gN) dgN , (73)

where C is as in Lemma 18. The integral in (73) is equal to the multiplicity of the trivial
representation of G0

N in the restriction of Π⊗ χ−1
+ to G0

N .

Notice that if G = Ud or Spd then −G0 = G0 = G. Hence, in these cases, Theorem 20
is equivalent to Theorem 3.

Proof. Recall that the Cayley transform c maps g onto −G0. Hence we may replace −̃G0

by c̃(g) in (72). Proposition 14, the Lebesgue Dominated Convergence Theorem, [MPP20,
Theorem 5] and [MPP21, Theorem 2] imply that for l ≤ l′

lim
t→0+

tdegµOmM∗
t−1T (Θ̌Π|c̃(g)

)

=

(
C

∫
h∩τ(W)

(
l∏

j=1

(
pj(yj) + qj(−∂yj)δ0(yj)

))
· Fφ(y)|U(IU) dy

)
µOm . (74)

Similarly, Proposition 14, the Lebesgue dominated convergence theorem and [MPP21,
Theorem 3] imply that for l > l′

lim
t→0+

tdeg µOmM∗
t−1T (Θ̌Π|c̃(g)

) =

(
C

∫
τ ′(h1

reg)

l′∏
j=1

pj(yj) · F (y)|U(IU) dy

)
µOm . (75)

Thus, in each case, the limit is a constant multiple of the measure µOm . That constant is
the term in parenthesis in (74) and in (75). It is equal to

T (Θ̌Π|c̃(g)
)|U(IU) =

∫
U

∫
−̃G0

ΘΠ(g̃−1)T (g̃)(u) dg̃ du . (76)

Suppose d = m (stable range) or d > m and the form (·, ·)′ is split. Then Lemma 18
implies that (76) is equal to

C2
1
2

dim W

∫
−̃G0

N

ΘΠ(g̃−1
N )χ+(g̃N) dg̃N .
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Furthermore,∫
−̃G0

N

ΘΠ(g̃−1
N )χ+(g̃N) dg̃N =

∫
−̃G0

N

ΘΠ⊗χ−1
+

(g̃−1
N ) dg̃N =

∫
−̃G0

N

ΘΠ⊗χ−1
+

(g̃N) dg̃N

= 2

∫
−G0

N

ΘΠ⊗χ−1
+

(gN) dgN ,

where in the last formula Π⊗ χ−1
+ is viewed as a representation of GN . Thus

T (Θ̌Π|c̃(g)
)|U(IU) = C21+ 1

2
dim W

∫
−G0

N

ΘΠ⊗χ−1
+

(gN) dgN . (77)

Since −1 is in the center of Sp(W), it acts via multiplication by a scalar χΠ⊗χ−1
+

(−1) on

Π⊗ χ−1
+ . Therefore∫

−G0
N

ΘΠ⊗χ−1
+

(gN) dgN = χΠ⊗χ−1
+

(−1)

∫
G0
N

ΘΠ⊗χ−1
+

(gN) dgN .

Hence, (73) follows. The integral in (73) is the multiplicity of the trivial representation
of G0

N in the restriction of Π⊗χ−1
+ to G0

N . By looking at the highest weight of Π, [Prz96,
Appendix] we see that this number is not zero. (If GN = {1} then this multiplicity is
equal to the degree of Π.)

Let us now consider the remaining cases, i.e. when WN 6= {0}. Lemma 19 implies that
(76) is equal to

C2
1
2

dim W−dim WN

∫
−̃G0

N

ΘΠ(g̃−1
N )ΘWN

(c̃(0)g̃N) dg̃N .

Notice that∫
−̃G0

N

ΘΠ(g̃−1
N )ΘWN

(c̃(0)g̃N) dg̃N =

∫
G̃0
N

ΘΠ(c̃(0)g̃−1
N )ΘWN

(g̃N) dg̃N

= χΠ(c̃(0))

∫
G̃0
N

ΘΠ(g̃−1
N )ΘWN

(g̃N) dg̃N ,

where χΠ is the central character of Π.
Notice that GN is isomorphic to Ud−m and that the centralizer of GN in Sp(WN)

is compact, isomorphic to Ud′−2m. Thus we have the dual pair (Ud−m,Ud′−2m) inside

S̃p(WN). The restriction Π|G̃N decomposes into a finite sum of irreducibles and the
integral ∫

G̃0
N

ΘΠ(g̃−1
N )ΘWN

(g̃N) dg̃N

is the sum of the multiplicities of those irreducibles that occur in the restriction of ωN
to G̃N . Again, looking at the highest weight of Π, [Prz96, Appendix] we see that this
number is not zero. �
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Now we consider the dual pairs (G,G′) for which −G0 6= G. They are isomorphic to
(Od, Sp2l′(R)). More precisely, G \ (−G0) = G0 if G = O2l+1, and G \ (−G0) = G \ G0

if G = O2l. Here G \ (−G0) is the complement of −G0 in G. We need to know how to
compute

lim
t→0+

tdeg µOmM∗
t−1T (Θ̌Π| ˜G\(−G0)

) . (78)

Suppose d = 1. Then G = O1 and G0 = {1}. Hence T (Θ̌Π|G̃0) = T (1) = δ. Also,
Om = W \ {0} and µOm is the Lebesgue measure. Hence deg µOm = 0 and we see that
(78) is equal to

lim
t→0+

tdeg µOmM∗
t−1T (Θ̌Π| ˜G\(−G0)

) = lim
t→0+

M∗
t−1δ = lim

t→0+
tdim Wδ = 0 . (79)

Assume from now on that d > 1. As shown in [MPP21, section 4], there is a symplectic
subspace Ws ⊆ W such that the restriction of the dual pair (G,G′) to Ws is isomorphic
to (Od−1, Sp2l′(R)) and the following statements hold, where Ts is the map (64) for the
dual pair (Gs,G

′).

Theorem 21. Let (G,G′) = (O2l+1, Sp2l′(R)) with l ≥ 1. Then for φ ∈ S(W)∫
G0

Θ̌Π(g̃)T (g̃)(φ) dg =

∫
G0
s

Θ̌Π(g̃) det(1− g)Ts(g̃)(φG|Ws) dg , (80)

where

φG(w) =

∫
G

φ(g.w) dw (w ∈W) . (81)

Theorem 22. Let (G,G′) = (O2l, Sp2l′(R)). Assume that the character ΘΠ is not sup-

ported on G̃0. Then l ≤ l′, the pair (O2, Sp2(R)) is excluded, and for φ ∈ S(W)∫
G\G0

Θ̌Π(g̃)T (g̃)(φ) dg = C(Π)

(
i

2

)l′ ∫
G0
s

Θ̌Πs(g̃)Ts(g̃)(φG|Ws) dg , (82)

where C(Π) = ±1, Πs is the genuine irreducible representation of G̃0
s that occurs in the

restriction of Π to G̃0
s and has highest weight equal to the restriction of highest weight of

Π to the intersection of the Cartan subalgebra with gs.

The following lemma will allow us to reduce the integral on the right hand-side of (80)
to a linear combination of integrals as on the right hand-side of (82).

Lemma 23. Suppose (G,G′) = (O2l+1, Sp2l′(R)). The function Gs 3 g̃ → Θ̌Π(g̃) det(1 −
g) ∈ C is a finite linear combination of irreducible characters of G̃s.

Proof. Let σ denote the spin representation of G0
s and let σc be its contragradient repre-

sentation. Then, by [Lit06, Ch. XI, III, p. 254]

det(1 + g) = |Θσ(g)|2 = Θσ⊗σc(g) (g ∈ G0
s) . (83)
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Recall that for (G,G′) = (Od, Sp2l′(R)), χ+ is a character of G̃. Write Θ̌Π(g̃) det(1− g) =
Θ̌Π(g̃)χ+(g̃) det(1−g)χ−1

+ (g̃). Decomposing (Π⊗χ−1
+ )c⊗σ⊗σc =

∑
j σj into a finite sum

of irreducible representations σj of Gs, we then obtain

Θ̌Π(g̃) det(1− g) = ΘΠ⊗χ−1
+

det(1− g)χ−1
+ (g̃) =

∑
j

Θσj(g)χ−1
+ (g̃) =

∑
j

Θ̌σcj⊗χ+(g̃) ,

where Θ̌σcj
(g̃) = Θ̌σcj

(g). �

Let Om,s ⊆ Ws denote the maximal nilpotent Gs × G′ orbit with invariant measure
µOm,s ∈ S∗(Ws).

Lemma 24. The sharp inequality

deg µOm > deg µOm,s + (dim W − dim Ws) (84)

holds, unless the dual pair (G,G′) is isomorphic to (Od, Sp2l′(R)) with d > l′. In this cases

deg µOm = deg µOm,s + (dim W − dim Ws) . (85)

Proof. We know from Lemmas 1 and 2 that

deg µOm = dimO′m − dim W = 2l′min{d, l′} −min{d, l′}(min{d, l′} − 1)− d 2l′ ,

and similarly

deg µOm,s = dimO′m,s − dim Ws

= 2l′min{d− 1, l′} −min{d− 1, l′}(min{d− 1, l′} − 1)− (d− 1)2l′ .

Suppose d ≤ l′. Then

deg µOm = 2l′d− d(d− 1)− d 2l′ = −d(d− 1)

and, because d− 1 < l′,

deg µOm,s = −(d− 1)(d− 2) = −d(d− 1) + 2(d− 1) .

Also,

dim W − dim Ws = d2l′ − (d− 1)2l′ = 2l′ > 2(d− 1) .

Thus (84) follows.
Suppose d > l′. Then

deg µOm = 2l′l′ − l′(l′ − 1)− d2l′

and, because d− 1 ≥ l′,

deg µOm,s = 2l′l′ − l′(l′ − 1)− (d− 1)2l′ = deg µOm + 2l′ .

Thus (85) follows. �

Lemma 25. Suppose d = m. Then

lim
t→0+

tdeg µOmM∗
t−1T (Θ̌Π| ˜G\(−G0)

) = 0 .
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Proof. Recall that

M∗
t−1T (Θ̌Π| ˜G\(−G0)

)(φ) = T (Θ̌Π| ˜G\(−G0)
)(φt−1) ,

where
φt−1(w) = tdim Wφ(tw) .

Suppose first we are in the situation described in Theorem 22. Then T (Θ̌Π| ˜G\(−G0)
)(φ) is

a constant multiple of Ts(Θ̌Πs|−̃G0
s
)(φ|Ws) because −G0

s = G0
s. Notice that

(φ|Ws)t−1(w) = tdim Ws(φ|Ws)(tw)

and as above
M∗

t−1Ts(Θ̌Πs|−̃G0
s
)(φ|Ws) = Ts(Θ̌Πs|−̃G0

s
)((φ|Ws)t−1) ,

Hence Theorem 20 implies that

tdeg µOm,sM∗
t−1Ts(Θ̌Πs|−̃G0

s
)(φ|Ws) −→

t→0+
KsµOm,s ,

where Ks is a non-zero constant. Thus, for a constant C,

tdegµOmM∗
t−1T (Θ̌Π| ˜G\(−G0)

)(φ)

= C tdegµOm−dim W+dim WsM∗
t−1Ts(Θ̌Πs|−̃G0

s
)(φ|Ws)

= C tdegµOm−dim W+dim Ws−degµOm,s

(
tdeg µOm,sM∗

t−1Ts(Θ̌Πs|−̃G0
s
)(φ|Ws)

)
−→
t→0+

C · 0 ·KsµOm,s = 0

because, by Lemma 24,

deg µOm − dim W + dim Ws − deg µOm,s > 0 .

Lemma 23 implies that similar argument applies to the case of Theorem 21. �

Because of (79) and Lemma 25, it remains to compute (78) for (Od, Sp2l′(R)) with
d > l′. According to Theorem 22, we can also suppose l′ ≥ l and (l′, l) 6= (1, 1) when
d = 2l. This leads us to the cases 2l+1 > l′ for (G,G′) = (O2l+1, Sp2l′(R)), and 2l > l′ ≥ l,
with (l′, l) 6= (1, 1), for (G,G′) = (O2l, Sp2l′(R)).

Lemma 26. Suppose (G,G′) = (O2l+1, Sp2l′(R)) with 2l + 1 > l′. Let Π be an irreducible

representation of G̃ that occurs in the restriction of the Weil representation to G̃. Then,
in the topology of S∗(W),

tdegµOmM∗
t−1T (Θ̌Π|G̃0) −→

t→0+
K+µOm , (86)

where

K+ = |S2l|Cs21+ 1
2

dim WsχΠ⊗χ−1
+

(−1)

∫
(G0

s)N

ΘΠ⊗χ−1
+

(g−1) det(1 + g) dg , (87)

and |S2l| is the area of the unit sphere, Cs is as in Lemma 18 for the group Gs acting on
Ws, and (G0

s)N is the stabilizer of N in G0
s.
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Proof. Recall the formula (80). We know from Lemma 23 that Θ̌Π(g̃) det(1 − g) is a

finite linear combination of irreducible characters of G̃s. Since G0
s = −G0

s, we apply
the argument used in the proof of Theorem 20, together with (85), to each individual

representation of G̃s and sum the results. This shows that for φ ∈ S(W),

tdeg µOmM∗
t−1T (Θ̌Π|G̃0)(φ) −→

t→0+
KsµOm,s(φ

G|Ws) , (88)

where µOm,s is the normalized measure on the maximal nilpotent GsG
′-orbit Om,s ⊆ Ws

and

Ks = Cs2
1+ 1

2
WsχΠ⊗χ−1

+
(−1)

∫
(G0

s)N

ΘΠ⊗χ−1
+

(g−1) det(1 + g) dg . (89)

Since, by Corollary D.5

µOm,s(φ
G|Ws) = |S2l|µOm(φ) ,

(86) follows. �

Lemma 27. Suppose (G,G′) = (O2l, Sp2l′(R)) with 2l > l′ ≥ l. Let Π be an irreducible

representation of G̃ that occurs in the restriction of the Weil representation to G̃ and

whose character is not supported on G̃0. Then, in the topology of S∗(W),

tdegµOmM∗
t−1T (Θ̌Π|G̃\G0

) −→
t→0+

K+µOm , (90)

where K+ = 0 if 2l = l′ + 1 and

K+ = C(Π)

(
i

2

)l′
|S2l−1||S2l−2|Css21+ 1

2
dim Wss

× χΠ⊗χ−1
+

(−1)

∫
(G0

ss)N

ΘΠ⊗χ−1
+

(g−1) det(1 + g) dg (91)

for 2l > l′ + 1. In (91), C(Π) = ±1 and Css is as in Lemma 18 for the group Gss,
isomorphic to O2l−2, acting on Wss.

Proof. Formulas (82) and (85) imply that

lim
t→0+

tdegµOmM∗
t−1T (Θ̌Π|G̃\G0

)(φ) = C(Π)

(
i

2

)l′
lim
t→0+

tdeg µOm,sM∗
t−1Ts(Θ̌Πs|G̃0

s
)(φG|Ws) .

(92)
Suppose first that 2l = l′ + 1. The defining space of Gs has dimension ds = 2l − 1 = l′.
Lemma 25 applies then to the dual pair (Gs,G

′), yielding

lim
t→0+

tdeg µOm,sM∗
t−1Ts(Θ̌Πs|G̃0

s
)(φG|Ws) = 0.

Suppose now that 2l > l′ + 1. Then 2(l − 1) + 1 = 2l − 1 > l′ and Lemma 26 shows that

lim
t→0+

tdeg µOm,sM∗
t−1Ts(Θ̌Πs|G̃0

s
)(φG|Ws) = K+

s µOm,s(φ
G|Ws) , (93)
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where

K+
s = |S2l−2|Css21+ 1

2
dim WssχΠ⊗χ−1

+
(−1)

∫
(G0

ss)N

ΘΠ⊗χ−1
+

(g−1) det(1 + g) dg , (94)

with Css as in Lemma 18 for the group Gss, isomorphic to O2l−2, acting on Wss.
Since, by Corollary D.5

µOm,s(φ
G|Ws) = |S2l−1|µOm(φ) ,

(90) follows. �

Lemma 28. Let K be as in Theorem 20. With the notation and assumptions of Lemmas
26 and 27,

K +K+ 6= 0 . (95)

Proof. Recall that

K = C21+ 1
2

dim WχΠ⊗χ−1
+

(−1)

∫
G0
N

ΘΠ⊗χ−1
+

(gN) dgN .

In the situation of Lemma 26,

K+ = |S2l|Cs21+ 1
2

dim WsχΠ⊗χ−1
+

(−1)

∫
(G0

s)N

ΘΠ⊗χ−1
+

(g−1) det(1 + g) dg .

The constants C and Cs as well as both integrals are integers, and χΠ⊗χ−1
+

(−1) = ±1.

Moreover,

|S2l| = 2π
2l+1
2

Γ(l + 1
2
)

=
2 · 4ll!
(2l)!

πl ,

which is an irrational. Hence (95) follows.
In the situation of Lemma 27, with 2l > l′ + 1,

K+ = C(Π)

(
i

2

)l′
|S2l−1||S2l−2|Css21+ 1

2
dim Wss

× χΠ⊗χ−1
+

(−1)

∫
(G0

ss)N

ΘΠ⊗χ−1
+

(g−1) det(1 + g) dg,

where both Css and the integral are integers. Since

|S2l−1||S2l−2| = 2πl

(l − 1)!

2πl−
1
2

Γ((l − 1) + 1
2
)

= 4l
π2l−1

(2l − 2)!

is irrational, (95) follows. Finally, if 2l = l′ + 1, then K +K+ = K 6= 0. �

Now we easily deduce Theorem 3 from Theorem 20 and Lemmas 25 to 28.
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6. The wave front set of Π′.

Recall from Theorem 3 that

tdegµOM∗
t−1T (Θ̌Π) →

t→0+
C µOm , (96)

as tempered distributions on W, where C is a non-zero constant. Hence, in the topology
of S∗(g′),

tdimO′mM∗
t2

̂τ ′∗(T (Θ̌Π)) −→
t→0+

Cµ̂O′m , (97)

where τ ′∗(T (Θ̌Π))(ψ) = T (Θ̌Π)(ψ ◦ τ ′), ̂τ ′∗(T (Θ̌Π)) is a Fourier transform of the tempered
distribution τ ′∗(T (Θ̌Π)) on g′, and similarly for µO′m .

There is an easy-to-verify inclusion WF (Π′) ⊆ O′, [Prz91, (6.14)] and a formula for the

character ΘΠ′ in terms of ̂(τ ′∗(fΠ⊗Π′)), namely,

1

σ
· c̃∗−ΘΠ′ = ̂τ ′∗(fΠ⊗Π′) , (98)

where σ is a smooth function, [Prz91, Theorem 6.7]. By combining this with Lemma C.1
one completes the argument.

Appendix A

A.1. Proof of Lemma 1. The equality w∗w = 0 means that the pullback of the form
(·, ·)′ via w ∈ Hom(V,V′) is zero. Equivalently, the range of w is an isotropic subspace
of V′. Let us fix a maximal isotropic subspace X′ ⊆ V′. We may assume that the
range of w is contained in X′. Thus w ∈ Hom(V,X′). Under the action of G and
GL(X′), this set breakes down into a union of orbits. Each orbit consists of maps of rank
k ∈ {0, 1, 2, . . . ,m}. Since by Witt’s Theorem GL(X′) ⊆ G′ and since the action of G′

cannot change the rank of an element of W, (3) will follow as soon as we compute the
dimension of Ok. We shall do it in terms of matrices. We keep the notation introduced
in section 2. Let F, F ′ be as in (25) and choose

wk =

Ik 0
0 0
0 0

 (A.1)

as in (26). The Lie algebra g consists of the skew-hermitian matrices of size d with
coefficients in D and g′ of matrices of size d′ and coefficients in D, described in (k, d′−2k, k)
block-form as

x′ =

x11 x12 x13

x21 x22 −F ′−1x12
t

x31 −x21
tF ′ −x11

t

 , x13 = x13
t , x31 = x31

t , x22
tF ′ + F ′x22 = 0 .
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The Lie algebra of the stabilizer of wk in G×G′ consists of pairs of matrices (x, x′) ∈ g×g′
such that

x =

(
y11 0
0 y22

)
x′ =

x11 x12 x13

0 x22 −F ′−1x12
t

0 0 −x11
t

 , x11 = y11 .

This implies the dimension formula in (3). Since

ww∗ =

 0 0 Ik
0 0 0
0 0 0

 ,

the stabilizer of wkw
∗
k in g′ consists of matrices of the form x11 x12 x13

0 x22 −F ′−1x12
t

0 0 −x11
t

 , x11 = −x11
t ,

and (4) follows.

A.2. Proof of Lemma 2. Let wk ∈ Ok as in A.1. The stabilizer of the image of wk
in V′ is a parabolic subgroup P′ ⊆ G′ with Langlands decomposition P ′ = GLk(D)G′′N′,
where G′′ is an isometry group of the same type as G′ and N′ is the unipotent radical. As
a GLk(D)–module, n′, the Lie algebra of N′, is isomorphic to Mk,d′−2k(D)⊕Hk(D), where
Hk(D) ⊆Mk(D) stands for the space of the hermitian matrices. In the notation of A.1,

n′ =


0 x12 x13

0 0 −F ′−1x12
t

0 0 0

 ; x12 ∈Mk,d′−2k(D), x13 ∈ Hd(D)


g′′ =


0 0 0

0 x22 0
0 0 0

 ; x22
tF ′ + F ′x22 = 0


GLk(D) ≡


a 0 0

0 Id′−2k 0
0 0 (at)−1

 ; a ∈ GLk(D)


Hence the absolute value of the determinant of the adjoint action of an element a ∈

GLk(D) on the real vector space n′ is equal to

| detR Ad(a)n′| = | detR(a)|d
′−2k+

2 dimRHk(D)
k dimR D .

Since G′ = K′P′, where K′ is a maximal compact subgroup, the Haar measure on G′ may
be written as

dg′ = | detR Ad(a)n′ | dk da dg′′ dn′ .
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Since the stabilizer of wk in G′ is equal to G′′N′ ⊆ P′, the G′ orbit of wk defines a
tempered distribution on W by∫

W

φ(w) dµG′wk(w) =

∫
GLk(D)

∫
K′
φ(kawk)| det Ad(a)n′ | dk da (φ ∈ S(W)) .

Since

t

a 0 0
0 Id′−2k 0
0 0 (at)−1

Ik 0
0 0
0 0

 =

ta 0
0 0
0 0

 =

ta 0 0
0 Id′−2k 0

0 0 (ta
t
)−1

Ik 0
0 0
0 0


and for t > 0∫

W

φt(w) dµG′wk(w) = t− dim W

∫
GLk(D)

∫
K′
φ(k(t−1a)wk)| det Ad(a)n′ | dk da

= t− dim W

∫
GLk(D)

∫
K′
φ(kawk)| detR(ta)|d

′−2k+
2 dimRHk(D)
k dimR D dk da

= t
− dim W+

(
d′−2k+

2 dimRHk(D)
k dimR D

)
k dimR D

∫
W

φ(w) dµG′wk(w) ,

this distribution is homogeneous of degree

(d′ − 2k +
2 dimHk(D)

k dimR D
) dimRD− dim W .

Thus it remains to check that

(d′ − 2k +
2 dimHk(D)

k dimR D
) k dimR D = d′k dimR(D)− 2 dimR SHk(D),

which is easy, because Mk,k(D) = Hk(D) ⊕ SHk(D). In order to conclude the proof we
notice that the orbital integral on the G × G′-orbit of wk is (up to a positive multiple)
the G-average of the orbital integral we just considered:∫

W

φ(w) dµOk(w) =

∫
G

∫
GLk(D)

∫
K′
φ(kawkg) det Ad(a)n′ dk da dg .

A.3. A few facts about nilpotent orbits. Let g′ be a semisimple Lie algebra over
C. Then there is a unique non-zero nilpotent orbit in g′ of minimal dimension which is
contained in the closure of any non-zero nilpotent orbit, [CM93, Theorem 4.3.3, Remark
4.3.4]. The dimension of that orbit is equal to one plus the number of positive roots not
orthogonal to the highest root, relative to a choice of a Cartan subalgebra and a choice
of positive roots, [CM93, Lemma 4.3.5]. Thus in the case g′ = sp2l(C), the dimension of
the minimal non-zero nilpotent orbit is equal to 2l. This is precisely the dimension of the
defining module for the symplectic group Sp2l(C), which may be viewed as the symplectic
space for the dual pair (O1, Sp2l(C)).

Consider the dual pair (G,G′) = (O1, Sp2l(R)), with the symplectic space W and the
unnormalized moment map τ ′ : W→ g′. Since W\{0} is a single G′-orbit, so is τ ′(W\{0}).
Further, dim(τ ′(W\{0})) = dim(W) = 2l. Hence, τ ′(W\{0}) ⊆ g′ is a minimal non-zero
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G′-orbit. In fact, there are only two such orbits, [CM93, Theorem 9.3.5]. In terms of dual
pairs, the second one is obtained from the same pair, with the symplectic form replaced by
its negative (or equivalently the symmetric form on the defining module for O1 replaced
by its negative).

Consider an irreducible dual pair (G,G′) with G compact. Denote by l the dimension
of a Cartan subalgebra of g and by l′ the dimension of a Cartan subalgebra of g′. Let us
identify the corresponding symplectic space W with Hom(V1,V0) as in [Prz91, sec.2].

Recall that Wg denotes the maximal subset of W on which the restriction of the un-
normalized moment map τ : W → g is a submersion. Then [Prz91, Lemma 2.6] shows
that Wg consists of all the elements w ∈W such that for any x ∈ g,

xw = 0 implies x = 0 . (A.2)

The condition (A.2) means that x restricted to the image of w is zero. But in that case
x preserves the orthogonal complement of that image. Thus we need to know that the
Lie algebra of the isometries of that orthogonal complement is zero. This happens if w is
surjective or if G is the orthogonal group and the dimension of the image of w in V0 is
≥ dim(V0)− 1. Thus

Wg 6= ∅ if and only if l ≤ l′ . (A.3)

Consider in particular the dual pair (G,G′) = (O3, Sp2l′(R)) with 1 ≤ l′. We see from the
above discussion that Wg consists of elements of rank ≥ 2. Hence, W\(Wg∪{0}) consists
of elements w or rank equal 1. By replacing V0 with the image of w we may consider w as
an element of the symplectic space for the pair (O1, Sp2l′). Hence the image of w under
the moment map generates a minimal non-zero nilpotent orbit in g′.

If (G,G′) = (O2, Sp2l′(R)), with 1 ≤ l′, then Wg consists of elements of rank ≥ 1.
Therefore W \Wg = {0}.

Appendix B: Pull-back of a distribution via a submersion

We collect here some textbook results which are attributed to Ranga Rao in [BV80].
These results date back to the time before the textbook [Hör83] was available.

We shall use the definition of a smooth manifold and a distribution on a smooth manifold
as described in [Hör83, sec. 6.3]. Thus, if M is a smooth manifold of dimension m and

M ⊇Mκ
κ−→ M̃κ ⊆ Rm

is any coordinate system on M , then a distribution u on M is the collection of distributions

uκ ∈ D′(M̃κ) such that
uκ1 = (κ ◦ κ−1

1 )∗uκ . (B.1)

Suppose W is another smooth manifold of dimension n and v is a distribution on W .
Thus for any coordinate system

W ⊇ Wλ
λ−→ W̃λ ⊆ Rn

we have a distribution vλ ∈ D′(W̃λ) such that the condition (B.1) holds. Suppose

σ : M → W
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is a submersion. Then for every κ there is a unique distribution uκ ∈ D′(M̃κ) such that

uκ|(λ◦σ◦κ−1)−1(W̃λ) = (λ ◦ σ ◦ κ−1)∗vλ . (B.2)

Since

(κ ◦ κ−1
1 )∗(λ ◦ σ ◦ κ−1)∗vλ = (λ ◦ σ ◦ κ−1 ◦ κ ◦ κ−1

1 )∗vλ = (λ ◦ σ ◦ κ−1
1 )∗vλ

the uκ satisfy the condition (B.1). The resulting distribution u is denoted by σ∗v and is
called the pullback of v from W to M via σ.

Proposition B.1. Let M and W be smooth manifolds and let σ : M → W be a surjective
submersion. Suppose un ∈ D′(W ) is a sequence of distributions such that

lim
n→∞

σ∗un = 0 in D′(M) . (B.3)

Then
lim
n→∞

un = 0 in D′(W ) . (B.4)

In particular the map σ∗ : D′(W )→ D′(M) is injective.
More generally, if un ∈ D′(W ) and ũ ∈ D′(M) are such that

lim
n→∞

σ∗un = ũ in D′(M) , (B.5)

then there is a distribution u ∈ D′(W ) such that

lim
n→∞

un = u in D′(W ) (B.6)

and ũ = σ∗u.

Proof. By the definition of a distribution on a manifold, as in [Hör83, sec.6.3], we may
assume that M is an open subset of Rm and W is an open subset of Rn.

We recall the definition of the pull-back

σ∗ : D′(W )→ D′(M) (B.7)

from the proof of Theorem 6.1.2 in [Hör83]. Fix a point x0 ∈ M and a smooth map
g : M → Rm−n such that

σ ⊕ g : M → Rn × Rm−n

has a bijective differential at x0. By Inverse Function Theorem there is an open neigh-
borhood M0 of x0 in M such that

(σ ⊕ g) |M0 : M0 → Y0

is a diffeomerphism onto an open neighborhood Y0 of (σ ⊕ g)(x0) = (σ(x0), g(x0)) in
Rn × Rm−n. Let

h : Y0 →M0

denote the inverse. For φ ∈ C∞c (M0) define Φ ∈ C∞c (Y0) by

Φ(y) = φ(h(y))| det h′(y)| (y ∈ Y0) . (B.8)

Then
σ∗u(φ) = u⊗ 1(Φ) (u ∈ D′(W ), φ ∈ C∞c (M0)) . (B.9)
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By localization this gives the pull-back (B.7).
Let W0 be an open neighborhood of σ(x0) in W and let X0 be an open neighborhood

of g(x0) in Rm−n such that

W0 ×X0 ⊆ Y0 .

Fix a function η ∈ C∞c (X0) such that∫
X0

η(x) dx = 1 .

Given ψ ∈ C∞c (W0) define

Φ(x′, x′′) = ψ(x′)η(x′′) (x′ ∈ W0, x
′′ ∈ X0) .

Then Φ defines φ via (B.8) and

σ∗u(φ) = u(ψ) .

Hence the assumption (B.3) implies

lim
n→∞

un(ψ) = 0 (ψ ∈ C∞c (W0)) .

Thus, by [Hör83, Theorem 2.1.8],

lim
n→∞

un|W0 = 0

in D′(W0). Since the point x0 ∈M is arbitrary, the claim (B.4) follows by localization.
Similarly, the assumption (B.5) implies that for any ψ ∈ C∞c (W0)

lim
n→∞

un(ψ) = lim
n→∞

σ∗un(φ) = ũ(φ)

exists. Thus, by [Hör83, Theorem 2.1.8], there is u ∈ D′(W0) such that

lim
n→∞

un|W0 = u .

By the continuity of σ∗, σ∗u = ũ. Again, since the point x0 ∈ M is arbitrary, the claim
follows by localization. �

Lemma B.2. Let M and W be smooth manifolds and let σ : M → W be a surjective
submersion. Then for any smooth differential operator D on W there is, not necessary
unique, smooth differential operator σ∗D on M such that

σ∗(u ◦D) = (σ∗u) ◦ (σ∗D) (u ∈ D′(W )) .

If D annihilates constants then so does σ∗D. The operator σ∗D is unique if σ is a
diffeomerphism.

Proof. Suppose σ is a diffeomerphism between two open subsets of Rn. Then

σ∗u(φ) = u(φ ◦ σ−1| det((σ−1)′)|) (φ ∈ C∞c (M)) .

Let

(σ∗D)(φ) = (D(φ ◦ σ−1)) ◦ σ (φ ∈ C∞c (M)) .
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Hence

σ∗(u ◦D)(φ) = (u ◦D)(φ ◦ σ−1| det((σ−1)′)|)
= u(D(φ ◦ σ−1| det((σ−1)′)|))
= u(((D(φ ◦ σ−1) ◦ σ) ◦ σ−1| det((σ−1)′)|)) .

Using the local classification of the submersions modulo the diffeomerphism [Die71,
16.7.4], we may assume that σ is a linear projection

σ : Rm+n 3 (x, y)→ x ∈ Rn ,

in which case the lemma is obvious. �

Suppose M is a Lie group. Then there are functions mκ ∈ C∞(M̃κ) such that the
formula ∫

M

φ ◦ κ(y) dµM(y) =

∫
M̃κ

φ(x)mκ(x) dx (φ ∈ C∞c (M̃κ)) (B.10)

defines a left-invariant Haar measure on M . We shall tie the normalization of the Haar
measure dµM(y) on M to the normalization of the Lebesgue measure dx on Rm by re-
quiring that near the identity,

mexp−1(x) = det

(
1− e−ad(x)

ad(x)

)
, (B.11)

as in [Hel84, Theorem 1.14, page 96]. Collectively, the distributions mκ(x) dx ∈ D′(M̃κ)
form a distribution density on M . (See [Hör83, sec. 6.3] for the definition of a distribution
density.)

Suppose W is another Lie group with left Haar measure given by∫
W

ψ ◦ λ(y) dµW (y) =

∫
W̃λ

φ(x)wλ(x) dx (ψ ∈ C∞c (W̃λ)) ,

and let σ : M → W be a submersion. Given any distribution density vλ ∈ D′(W̃λ)

we associate to it a distribution on W given by 1
wλ
vλ ∈ D′(W̃λ). We may pullback this

distribution to M and obtain another distribution. Then we multiply by the mκ and
obtain a distribution density. Thus, if σ : Mκ → Wλ then

(σ∗v)κ = mκ(λ ◦ σ ◦ κ−1)∗(
1

wλ
vλ) . (B.12)

Distribution densities on W are identified with the continuous linear forms on C∞c (W ) by

v(ψ ◦ λ) = vλ(ψ) (ψ ∈ C∞c (W̃λ)) .
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(Here v stands for the corresponding continuous linear form.) In particular if F ∈ C(W ).

then FµW is a continuous linear form on C∞c (W ) and for ψ ∈ C∞c (W̃λ),

(FµW )λ(ψ) = (FµW )(ψ ◦ λ) =

∫
W

ψ ◦ λ(y)F (y) dµW (y)

=

∫
W̃λ

ψ(x)(F ◦ λ−1)(x)wλ(x) dx .

Hence, for φ ∈ C∞c (M̃κ), with σ : Mκ → Wλ,

(σ∗(FµW ))κ(φ) = (λ ◦ σ ◦ κ−1)∗(
1

wλ
(FµW )λ)(mκφ)

=

∫
M̃κ

mκ(x)φ(x)F ◦ λ−1 ◦ (λ ◦ σ ◦ κ−1)(x) dx

=

∫
M̃κ

φ(x)(F ◦ σ) ◦ κ−1(x)mκ(x) dx

=

∫
M

φ ◦ κ(y)(F ◦ σ)(y) dµM(y) .

Thus

σ∗(FµW ) = (F ◦ σ)µM . (B.13)

As explained above, we identify D′(M) with the space of the continuous linear forms on
C∞c (M) and similarly for W and obtain

σ∗ : D′(M)→ D′(W ) (B.14)

as the unique continuous extension of (B.13). Our identification of distribution densities
with continuous linear forms on on the space of the smooth compactly supported functions
applies also to submanifolds of Lie groups.

Let S be a Lie group acting on another Lie group W and let U ⊆ W be a submanifold.
(In our applications W is going to be a vector space.) We shall consider the following
function

σ : S× U 3 (s, u)→ s.u ∈ W . (B.15)

The following fact is easy to check.

Lemma B.3. If O ⊆ W is an S-orbit then σ−1(O) = S× (O ∩ U).

Assume that the map (B.15) is submersive. Let us fix Haar measures on S and on W
so that the pullback

σ∗ : D′(W )→ D′(S× U)

is well defined, as in (B.14). Denote by SU ⊆ S the stabilizer of U .

Lemma B.4. Assume that the map (B.15) is submersive and surjective. Let O ⊆ W
be an S-orbit and let µO ∈ D′(W ) be an S-invariant positive measure supported on the
closure on O. Let µO|U ∈ D′(U) be the restriction of µO to U in the sense of [Hör83, Cor.
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8.2.7]. Then µO|U is a positive SU -invariant measure supported on the closure of O ∩ U
in U . Moreover,

σ∗µO = µS ⊗ µO|U . (B.16)

Proof. Let s ∈ SU . Then
s∗ (µO|U) = (s∗µO) |U = µO|U .

Hence the distribution µO|U is SU -invariant. Lemma B.1 implies that µO|U 6= 0 and
Lemma B.3 that µO|U is supported in the closure of O ∩ U in U . Since the pullback of
a positive measure is a non-negative measure, µO|U is a positive SU -invariant measure
supported on the closure of O ∩ U in U .

Theorem 3.1.4’ in [Hör83] implies that there is a positive measure µO∩U on U such that

σ∗µO = µS ⊗ µO∩U .
Consider the embedding

σ1 : U 3 u→ (1, u) ∈ S× U .
Then σ ◦ σ1 : U → W is the inclusion of U into W . Hence,

(σ ◦ σ1)∗µO = µO|U .
The conormal bundle to σ1, as defined in [Hör83, Theorem 8.2.4], is equal to

Nσ1 = T ∗(S)× 0|∗{1}×U ⊆ T ∗(S)× 0 ⊆ T ∗(S× U) .

By the S-invariance of σ∗µO,

WF (µS ⊗ µO∩U) ⊆ 0× T ∗(U) ⊆ T ∗(S× U) .

Hence
Nσ1 ∩WF (µS ⊗ µO∩U) = 0 .

Therefore
µO|U = (σ ◦ σ1)∗µO = σ∗1 ◦ σ∗µO = σ∗1(µS ⊗ µO∩U) = µO∩U .

This implies (B.16). �

Appendix C: Wave front set of an asymptotically homogeneous
distribution

Let

Ff(x) =

∫
Rn
F (y)e−2πix·y dy

denote the usual Fourier transform on Rn. Recall that for t > 0 the function Mt : Rn → Rn

is defined by Mt(x) = tx.

Lemma C.1. Suppose f, u ∈ S∗(Rn) and u is homogeneous of degree d ∈ C. Suppose

tdM∗
t−1f(ψ) −→

t→0+
u(ψ) (ψ ∈ S(Rn)) . (C.1)

Then
WF0(F−1f) ⊇ suppu . (C.2)
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Proof. Suppose Φ ∈ C∞c (Rn) is such that Φ(0) 6= 0. We need to show that the localized
Fourier transform

F((F−1f)Φ)

is not rapidly decreasing in any open cone Γ which has a non-empty intersection with
suppu. (See [Hör83, Definition 8.1.2].) In order to do it, we will choose a function
ψ ∈ C∞c (Γ) such that u(ψ) 6= 0 and show that∫

Rn
(t−1)−dF((F−1f)Φ)(t−1x)ψ(x) dx −→

t→0+
u(ψ) , (C.3)

assuming Φ(0) = 1. Let φ = FΦ. Then
∫
Rn φ(x) dx = 1. Notice that

tdM∗
t−1(f ∗ φ) = (tdM∗

t−1f) ∗ (t−nM∗
t−1φ) , (C.4)

so that, by setting ψ̌(x) = ψ(−x), we have∫
Rn

(t−1)−dF((F−1f)Φ)(t−1x)ψ(x) dx

= tdM∗
t−1(f ∗ φ) ∗ ψ̌(0) = (tdM∗

t−1f) ∗
(
(t−nM∗

t−1φ) ∗ ψ̌
)

(0) . (C.5)

We will check that for an arbitrary ψ ∈ S(Rn)

(t−nM∗
t−1φ) ∗ ψ −→

t→0+
ψ (C.6)

in the topology of S(Rn). This, together with (C.5) and Banach-Steinhaus Theorem,
[W. 91, Theorem 2.6], will imply (C.3). Explicitly,(

(t−nM∗
t−1φ) ∗ ψ

)
(x)− ψ(x) =

∫
Rn
φ(y)(ψ(x− ty)− ψ(x)) dy . (C.7)

Fix N = 0, 1, 2, . . . and ε > 0. Choose R > 0 so that∫
|y|≥R

|φ(y)| dy ·
(
(|(1 + |y|)N + 1

)
sup
x∈Rn

(1 + |x|)N |ψ(x)| < ε . (C.8)

Let 0 < t ≤ 1. Then

(1 + |x|)N
∫
|y|≥R

|φ(y)||ψ(x− ty)| dy (C.9)

≤
∫
|y|≥R

|φ(y)|(1 + |ty|)N(1 + |x− ty|)N |ψ(x− ty)| dy

≤
∫
|y|≥R

|φ(y)|(1 + |y|)N dy · sup
x∈Rn

(1 + |x|)N |ψ(x)|

and

(1 + |x|)N
∫
|y|≥R

|φ(y)||ψ(x)| dy ≤
∫
|y|≥R

|φ(y)| dy · sup
x∈Rn

(1 + |x|)N |ψ(x)| (C.10)
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so that, by (C.8),

(1 + |x|)N
∣∣∣∣∫
|y|≥R

φ(y)(ψ(x− ty)− ψ(x)) dy

∣∣∣∣ < ε (0 < t ≤ 1, x ∈ Rn) . (C.11)

Choose r > 0 so that

(1 + |x|)N
∣∣∣∣∫
|y|≤R

φ(y)(ψ(x− ty)− ψ(x)) dy

∣∣∣∣ < ε (0 < t ≤ 1, |x| ≥ r) . (C.12)

Since the function ψ is uniformly continuous,

limsup
t−→0+

sup
|x|≤r

∣∣∣∣∫
|y|≤R

φ(y)(ψ(x− ty)− ψ(x)) dy

∣∣∣∣ = 0 . (C.13)

Hence,

limsup
t−→0+

sup
x∈Rn

(1 + |x|)N
∣∣∣∣∫
|y|≤R

φ(y)(ψ(x− ty)− ψ(x)) dy

∣∣∣∣ ≤ ε . (C.14)

By combining (C.11) and (C.14) we see that

limsup
t−→0+

sup
x∈Rn

(1 + |x|)N
∣∣∣∣∫

Rn
φ(y)(ψ(x− ty)− ψ(x)) dy

∣∣∣∣ ≤ 2ε . (C.15)

Since the ε > 0 is arbitrary, (C.15) and (C.7) show that

limsup
t−→0+

sup
x∈Rn

(1 + |x|)N
∣∣(t−nM∗

t−1φ) ∗ ψ(x)− ψ(x)
∣∣ = 0 . (C.16)

Since the differentiation commutes with the convolution, (C.16) implies (C.6) and we are
done. �

Appendix D: A restriction of a nilpotent orbital integral

Let W be an Euclidean space, isomorphic to RM with the usual dot product. The
Lebesgue measure on any subspace of W will be normalized so that the volume of the
unit cube is 1. This is consistent with [Hör83].

Consider the following diagram

W

V

W

V

ι

κ

κ

ι

(D.1)

where ι : V → W and ι : V → W are submanifolds and κ(V) = V. Then we have the
following formula for the pull-backs of distributions,

ι∗f = (κ|V)∗ι∗(κ−1)∗f (D.2)

[Hör83, Theorems 6.1.2 and 8.2.4], where f ∈ C∞c (W)∗ is such that these pullbacks are
well defined.
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Assume further that W is the direct sum of two orthogonal subspaces

W = U⊕ V , (D.3)

that V = κ−1(V) and that

κ−1(u+ v) = κ−1(u) + v (u ∈ U, v ∈ V) .

Then

V = N + V ,

where N = κ−1(0). Let

ιU : U→W , pU : W→ U

be the injection and the projection defined by the decomposition (D.3).

Lemma D.1. Suppose a ∈ C∞(U) and

f(φ) =

∫
U

(
φ ◦ κ−1

)
(u)a(u) du (φ ∈ C∞c (W)) .

Then

ι∗f = | det((pUκ
−1ιU)′)(0)|a(0)δN ∈ S∗(N + V) .

Proof. By taking the derivative of both sides of the equation I = κ ◦ κ−1 we see that

I = (κ ◦ κ−1) ◦ (κ−1)′ .

Hence,

det(κ′) ◦ κ−1 ◦ ιU =
1

det((pUκ−1ιU)′)
.

Therefore, by [Hör83, Theorems 6.1.2],

(κ−1)∗f(φ) = f(φ ◦ κ| detκ′|) =

∫
U

φ ◦ κ ◦ κ−1(u)| det(κ′ ◦ κ−1)(u)|a(u) du

=

∫
U

φ(u)| det((pUκ
−1ιU)′)(u)|a(u) du

and we deduce from [Hör83, Example 8.2.8] that

ι∗(κ−1)∗f(φ) = | det((pUκ
−1ιU)′)(0)|a(0)φ(0) .

Now the claim follows from (D.2). �

From now on we specialize to W = M2m,n(R) with m ≤ n. Let O ⊆ W denote the
Sp2m(R)×On - orbit through

N =

(
Im 0
0 0

)
∈W .

Denote by SMm(R) ⊆Mm(R) the subspace of the symmetric matrices.
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Lemma D.2. The following formula

f(φ) =

∫
SMm(R)

∫
Mm,n(R)

φ

(
X
CX

)
| det(XX t)|

m+1−n
2 dX dC

defines an invariant measure f ∈ S∗(W) on the orbit O.

Proof. Since for g ∈ GLm(R) and B,C ∈ SMm(R),(
Im 0
C Im

)(
g 0
0 (gt)−1

)(
Im B
0 Im

)(
Im 0
0 0

)
=

(
g 0
Cg 0

)
we see that

O =

{(
X
CX

)
; X ∈Mm,n(R) , rank(X) = m, C ∈ SMm(R)

}
.

Furthermore the elements(
Im 0
C Im

)
,

(
g 0
0 (gt)−1

)
,

(
0 Im
−Im 0

)
generate Sp2m(R) and it is easy to check that f is invariant under the action of these
elements, assuming the following two formulas:∫

SMm(R)

ψ(gCgt) dC = | det g|m+1

∫
SMm(R)

ψ(C) dC ,∫
SMm(R)

ψ(C−1) dC =

∫
SMm(R)

ψ(C)| detC|−m−1 dC .

�

The space tangent to O at N may be identified with

U =

{(
u1,1 u1,2

B 0

)
; u1,1 ∈Mm(R) , u1,2 ∈Mm,n−m(R) , B ∈ SMm(R)

}
.

Then the orthogonal complement is equal to

V =

{(
0 0
D u2,2

)
; D = −Dt ∈Mm(R) , u2,2 ∈Mm,n−m(R)

}
.

Set V = N + V. Then we have the inclusion ι : V→W.

Lemma D.3. Let f be as in Lemma D.2. Then

ι∗f = δN ∈ S∗(N + V) .

Proof. First we rewrite f as an integral over U. Let

N1 = (Im 0) ∈Mm,n(R) .

Then

f(φ) =

∫
U)

φ

(
u1 +N1

C(u1 +N1)

)
| det(u1 +N1)(u1 +N1)t|

m+1−n
2 du dC ,
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where

u =

(
u1,1 u1,2

C 0

)
, u1 = (u1,1 u1,2) .

Next we introduce the diffeomorphism

κ−1(u+ v) =

(
u1 +N1

C(u1 +N1)

)
+ v (u ∈ U , v ∈ V) .

Then

pUκ
−1ιU(u) =

(
u1,1 +N1 u1,2

1
2
(C(u1,1 +N1) + (u1,1 +N1)tC) 0

)
.

Hence

(pUκ
−1ιU)′(0)(∆u) =

(
∆u1,1 ∆u1,2

∆C 0

)
and consequently

det((pUκ
−1ιU)′(0)) = 1 .

Since

| det(u1 +N1)(u1 +N1)t|
m+1−n

2 |u=0 = 1

the claim follows from Lemma D.1. �

Lemma D.4. Suppose m ≤ n. For ψ ∈ S(Mm,n(R))On∫
Mm,n(R)

ψ(X) dX = |Sn−1|
∫
Mm,n−1(R)

| det(XX t)|
1
2ψ|Mm,n−1(X) dX .

Proof. By working in spherical coordinates of decreasing dimensions on the rows of X,
we see that the left-hand side is equal to

∫
R
m(m−1)

2

∫
(R+)m

∫
Sn−1

· · ·
∫
Sn−m

ψ


r1σ1,1 r1σ1,2 · · · · · · r1σ1,m r1σ1,m+1 · · · r1σ1,n

x2,1 r2σ2,2 · · · · · · r2σ2,m r2σ2,m+1 · · · r2σ2,n

x3,1 x3,2 r3σ3,3 · · · r3σ3,m r3σ3,m+1 · · · r3σ3,n

...
...

. . .
. . .

...
...

...

xm,1 xm,2 · · · xm,m−1 rmσm,m rmσm,m+1 · · · rmσm,n


dσm · · · dσ1 r

n−1
1 rn−2

2 · · · rn−mm drm · · · dr2 dr1 dx2,1 · · · dxm,m−1 , (D.4)

where

σ1 = (σ1,1, σ1,2, . . . , σ1,n) ∈ Sn−1 ,

σ2 = (σ2,2, σ2,3, . . . , σ2,n) ∈ Sn−2 ,

...

σm = (σm,m, σm,m+1, . . . , σm,n) ∈ Sn−m .
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The On-invariance implies that (D.4) is equal to

∫
R
m(m−1)

2

∫
(R+)m

|Sn−1| · · · |Sn−m|ψ


r1 0 · · · · · · 0 0 · · · 0
x2,1 r2 0 · · · 0 0 · · · 0

...
. . .

. . .
. . .

...
...

...
...

. . .
. . . 0

...
...

xm,1 . . . . . . xm,m−1 rm 0 · · · 0


rn−1

1 rn−2
2 · · · rn−mm drm · · · dr2 dr1 dx2,1 · · · dxm,m−1

= |Sn−1|
∫
R
m(m−1)

2

∫
(R+)m

|Sn−2| · · · |Sn−m|ψ


r1 0 · · · · · · 0 0 · · · 0 0
x2,1 r2 0 · · · 0 0 · · · 0 0

...
. . .

. . .
. . .

...
...

...
...

...
. . .

. . . 0
...

...
...

xm,1 . . . . . . xm,m−1 rm 0 · · · 0 0


(r1r2 · · · rm) rn−2

1 rn−3
2 · · · rn−1−m

m drm · · · dr2 dr1 dx2,1 · · · dxm,m−1

= |Sn−1|
∫
Mm,n−1(R)

ψ|Mm,n−1(R)(X)| det(XX t)|
1
2 dX .

For the last equality, we consider spherical coordinates, as before, but on the first n − 1
columns only, noticing that for

X =
(
T 0

)
=


r1 0 · · · · · · 0 0 · · · 0
x2,1 r2 0 · · · 0 0 · · · 0

...
. . . . . . . . .

...
...

...
...

. . . . . . 0
...

...
xm,1 . . . . . . xm,m−1 rm 0 · · · 0

 ∈Mm,n−1(R) ,

we have

XX t =
(
T 0

)( T t

0

)
= TT t .

Hence

det(XX t) = det(TT t) = det(T )2 = (r1r2 · · · rm)2 .

�

Corollary D.5. Let us denote the measure f ∈ S∗(Mm,n) defined in Lemma D.2 by fn and
assume n > m. Then for φ ∈ S(Mm,n(R))On

fn(φ) = |Sn−1|fn−1(φ|Mm,n−1(R)) ,

where

φ|Mm,n−1(R)(X) = φ(X 0) (X ∈Mm,n−1(R)) .

Proof. This is clear from Lemmas D.2 and D.4. �
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